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TUNING OF THE RF FIELD OF THE DTL FOR THE J-PARC 

F. Naito*, H. Tanaka, M. Ikegami, T. Kato, E. Takasaki, KEK, Tsukuba, Japan 
T. Ito, JAERI, Tokai, Japan 

Abstract 

"Rining of the accelerating field of the DTL first tank for 
the Japan Proton Accelerator Research Complex (J-PARC) 
has been done. The first DTL tank consists of 75 full drift 
tubes, 37 post-couplers and 10 fixed tuners. The resonant 
frequency of the tank is 324 MHz. An uniform accelerating 
field has been achieved by the fine adjustment of the post- 
couplers and the fixed tuners. The field stabilization by 
the post-couplers against perturbations has been confirmed 
also. In order to achieve the stabilized-uniform distribution 
of the average field for each accelerating gap, the follow- 
ing techniques have been applied for the post-coupler tun- 
ing: (1) non-uniform insertion length of the post-coupler 
from the tank wall; (2) increment of the diameter of several 
post-couplers. The recipe of the fine post-coupler tuning is 
described. 

INTRODUCTION 

The construction of Japan Proton Accelerator Research 
Complex (J-PARC) has been started[l]. The J-PARC con- 
sists of a 181-MeV linac, a 3-GeV rapid cycle synchrotron 
and a 50-GeV synchrotron. The 181-MeV injection 
linac is comprised of a H" ion source, a radio-frequency 
quadrupole (RFQ) linac, a drift-tube linac (DTL), a sepa- 
rated DTL (SDTL) and several beam transport lines. The 
linac will be extended to obtain the a 400-MeV beam by 
adding the annular coupled structure (ACS) Unac at the 
downstream of the SDTL in the next phase of the project. 

The Alvarez-type DTL accelerates the H~ ion beam 
from 3 to 50 MeV. It consists of the three independent tanks 
of which the length is about 9 m. Furthermore each tank is 
comprised of three short unit tanks ( ~3 m in length). The 
inside diameter of the tank is 560 mm. The resonant fre- 
quency is 324 MHz. Each drift tube (DT) accommodates 
the tunable electromagnetic quadrupole. 

For the first tank (DTL-1), which accelerates the beam 
from 3 MeV to 20 MeV, the assembling of the tube and the 
tuning of the post-coupler have been completed. 

The tuning of the post-couplers were not so simple. 
In the following section we describe the situation of our 
DTL-1 rf properties and the tuning procedure of the post- 
couplers in detail. 

STRUCTURE OF DTL-1 

The DTL-1 has 75 full-size DTs and two half-size DTs. 
The drift tube is 140 mm in diameter. Bore diameter of the 
DT is 13 mm till the lower energy side of the 57th DT, and 
it changes to 18 mm from the higher energy side of the DT 
to the last DT in DTL-1. 

The layout of the tuners and the input couplers are shown 
in figure 1. The first and third unit tanks have four fixed 
tuners. The second unit tank has two fixed tuners and also 
has two movable tuners. Diameter of the tuner is 80 mm. 
There are two power input ports in the tank in order to re- 
duce the rf power per coupler. Each coupler is located at 
one fourth of the total length from the end plate in order to 
suppress the excitation of the TMQH mode. 

^ 
^ &- -a—&■ 

* fujlo.naito@kek.jp 

E ppiit coupleis  gFixedtuneis    ^Movable tuseis 

Figure 1: Layout of the tuners and the input couplers. 

ADJUSTMENT OF THE TUNERS 
The accelerating field measurement has been done by us- 

ing a bead-pull perturbation technique[2]. Initial field dis- 
tribution of the TMoio mode without the tuner and the post- 
coupler is shown in figure 2 and the bullets (•) in figure 3. 
The former is the raw data and the latter is the calculated 
average field for each cell. The ordinate of figure 2 shows 
the frequency shift at each point on the beam axis. (The 
left side of the abscissa is the beam injection side.) The 
results show the non-uniform distribution of the field. One 
of the reason for the non-uniformity is the systematic in- 
crement of the inside diameter of the unit tank. However 
more precise investigation is required to explain the field 
distribution. 

The DTL tank has two movable tuners and 10 fixed 
tuners as described above. The length of each fixed tuners 
was adjusted in order to obtain the uniform accelerating 
field along the beam axis. (During the tuning, the "fixed" 
tuners are replaced by the "movable" model tuners. ) The 
circles (o) in figure 3 show the accelerating field for each 
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gap along the beam axis after the adjustment of the tuners. 
Here, no post-couplers are used. The resonant frequency is 
323.72 MHz which is approximately 100 kHz lower than 
the desired value. The length of each fixed tuner is shown 
by bullets {•) in figure 4. As shown in figure 5, which plots 
the frequency shift of the tank by a tuner, the length of the 
last four tuners are almost maximum. Because the last four 
tuners can not be inserted more, other 7 tuners have to be 
inserted more in order to increase the tank frequency. Con- 
sequently the accelerating field distribution tilts by the un- 
balanced tuner effect along the tank. 

f 
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Figure 2: Measured frequency shift along the beam axis. 
(TMoio mode. No post-couplers and tuners) 
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Figure 3: Accelerating field for each cell. 
•: without tuners, calculated from data of figure 2. 
o: after tuner tuning. 

There are three methods to decrease the length of the 
last four tuners: (1) decrease the diameter of the third unit 
tank; (2) increase the diameter of the tuners; (3) increase 
the diameter of the post-couplers. Although the first and the 
second methods are standard techniques, it was very hard to 
apply to our cavity since the tank has been assembled. Thus 
the last 13 post-couplers have been rebuilt with a modified 
design shown in figure 6. Finally the distribution of the 
tuner length has been improved as shown by circles (o) in 
figure 4. In this case, the resonant frequency is 323.81 MHz 
with the correction of the volume increment of the post- 
coupler[3]. 

Figure 4: Length of the tuners. 
•: for normal post-couplers. 
o: for modified post-couplers. 

(KH:) 

1 

5 I"   « 

--- 

1      1      1      1      ! 
l—.lOia^l    1        :         , 

> 

1/ 

/  

i 

!         1         1 

 r r i  
!             i             r 

i             ■■             i 

1             1             \ 

i             i             i 
20        «        60        80       100      120      1«1 

_ . . (mm) 
Tuner length 

Figure 5: Frequency shift by a tuner. 

TUNING OF THE POST-COUPLERS 

The length of the post-couplers, which include the 
modified-shape ones, has been adjusted by the measure- 
ment of the distribution of the average electric field for 
each gap along the beam axis. The initial adjustment of 
the post-couplers has been done by keeping up the length 
of all post-couplers constant. 

For the field stabilization of the TMQIO, the field distri- 
butions on the beam axis of the nearest neighbor modes, 
which are TMon and the mode of the highest resonant fre- 

 . ULsiik WHI! of IIK; taiik 

Figure 6: Design of the post-coupler, 
(upper) normal post-coupler, 
(lower) modified post-coupler. 
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quency in the post-coupler modes (it is called PCi" mode 
in this report), should be almost same as each other. How- 
ever, both modes have different field distributions on the 
axis as shown in figure 7 after the adjustment by the post- 
couplers with the uniform length. As a resuU, it has been 
confirmed by the measurement that the field stabilization of 
the TMoio is not so strong against perturbation in this case. 

Figure 7: Measured frequency shift along the beam axis 
with the post-couplers of the uniform length. 
(left):TMoii (right): PCi 

Consequently it was known that the tuning of the post- 
coupler has to achieve the following two subjects simul- 
taneously: (1) close the stop band between the dispersion 
curve of the post-mode and that of the TM-mode[4]; (2) 
increase the similarity between the field distribution of the 
TMoii and that of PCi mode along the beam axis. 

As the tuning of the post-couplers with uniform length 
did not succeed, the length of the post-coupler was var- 
ied along the beam axis. During the tuning, the resonant 
frequency of the localized post-coupler mode in each cell 
calculated by MAFIA was very useful as the initial values 
of the setting. The adjusted length of the post-couplers is 
summarized in figure 8. The distribution of the TMon and 
PCi modes was improved as shown in figure 9. 
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Figure 8: Final insertion length of the post-couplers. 

After the fine adjustment of the post-couplers length, the 
tub of several post-couplers was tilted in order to improve 
the uniformity of the field distribution. The final result of 
the field distribution is shown in figure 10. The maximum 
deviation and the standard deviation of the distribution are 
approximately 2% and 0.6%, respectively. The distribution 
is not changed even if the tuner perturbation is applied. 

Figure 9: Measured frequency shift along the beam axis 
with non-uniform insertion of the post-couplers, 
(left): TMon (right): PCi 
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Figure 10: Accelerating field for each cell. 
(Errorbar: la) 

CONCLUSION 

The post-coupler tuning has been done for the DTL-l of 
the J-PARC project. The tuning required the fine adjust- 
ment of post-couplers. The good measure of the tuning is 
the similarity between the shape of the field distribution of 
the TMon and that of PCi along the beam axis. The tank 
has been installed in the tunnel of the test faciUty in KEK 
for the high-power test and the beam experiment. 
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Abstract 
In this paper, we describe high-gradient test results 

performed on S-band 2m-long accelerating structures for 
KEKB injector linac. High-gradient tests were performed 
on three types of accelerating structures: (1) a conven- 
tional accelerating structure for KEKB injector linac, (2) 
an accelerating structure whose input and output couplers 
were replaced by ones without a crescent-shaped cut, and 
(3) a conventional accelerating structure which was rinsed 
with high-pressure ultrapure water As a result of the tests, 
an average accelerating gradient of more than 40 MV/m 
was obtained in all structures. Especially, 45 MV/m was 
achieved in a structure rinsed with high-pressure ultrapure 
water with a short rf processing time and a low break- 
dovm rate (this gradient was limited by the klystron 
output power). Black patterns were observed at a cres- 
cent-shaped cut and the iris of the coupler cells. The 
simulated surface current densities were higher by about 
10 times than that of the other surfaces of the cells. The 
measured momentum spectra were reproduced qualita- 
tively by a simulation. It was found that the breakdown 
rate decreased significantly after conditioning. 

1 HIGH-GRADIENT TEST OF THE 
ACCELERATING STRUCTURE 

1.1   Tested structures 
The 2m-long accelerating structure for KEKB injector 

linac is of a quasi-constant gradient type and has 54 regular 
cells with 2 coupler cells (Fig. 1). It is operated in the 2KI 
3 mode at 2856 MHz. This structure is fabricated using a 
high-precision turning lathe with a diamond byte and a 
electroplating fabrication method. There is a crescent- 
shaped cut at the opposite side of the waveguide iris to 
correct for any asymmetry of the electromagnetic fields 
in coupler cell. High-gradient tests were performed on 
three types of accelerating structures: 

Type (1): The conventional accelerating structure for 
KEKB injector linac [1]. 

Type (2): The accelerating structure whose input and 
output couplers were replaced with those without a cres- 
cent-shaped cut. After a high-gradient test of Type (1), a 
black pattern was observed at the crescent-shaped cut of 
the output coupler cell. 

Type (3): The conventional accelerating structure which 

'yasuhito.igarashi@kek.jp 

^RF POWER 

Fig. 1: Schematic of the 2m-long accelerating structure 
for KEKB injector linac. 

was rinsed with high-pressure ultrapure water. The high- 
pressure ultrapure water rinsing technique (HPR) is very 
effective to improve the field gradients for normal 
conducting and superconducting rf cavities. HPR elimi- 
nates surface contamination, such as dust particles, that is 
thought to be one of the causes of field emission. We 
applied this technique to the 2m-long accelerating struc- 
ture (Fig. 2). It was observed in preliminary tests that 
HPR could reduce dust particles to 1/10 or less on a disk 
surface[l]. 

Fig. 2: High-pressure ultrapure water rinsing of the 2m- 
long accelerating structure. 

1.2 Experimental results 
The pulse width and repetition rate of the rf pulse were 

4.0 ixsec and 50 Hz, respectively. At first, a test was 
carried out with the SLED detuned; next, it was carried 
out with the SLED tuned. Reflection of the rf power fi-om 
the accelerating structure or waveguides, and the vacuimi 
pressure of the ion pumps were used as an interiock. The 
total amount of dark current caused by the field-emitted 
electrons was measured by two Faraday cups set upstream 
and downstream of the accelerating structure. The vacu- 
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um pressure of the accelerating structure was maintained 
at around 1 x 10"* Pa during rf conditioning. 

Table 1 summarizes the high-gradient test results. The 
average accelerating field v*. the number of shots is 
shown in Fig. 3. The field enhancement factor {fi) can be 
obtained from a modified Fowler-Nordheim (F.N.) plot. 
F.N. plots are shown in Fig. 4, and the y5 values are shown 
in Fig. 5 (only Type (3)). As a resuU of the tests, an 
average accelerating gradient of 45 MV/m was achieved. 

_____ SLED 
^^y:f^^^y^ detune Tt^nme^f 

shots [ X 10*] 

Fig. 3: Average field vs. number of shots, 
(a) Type(l), (b) Type(2), (c) Type(3). 
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Especially, a structure rinsed with high-pressure ultra- 
pure water reached 45 MV/m with a short rf process-ing 
time, low breakdown rate and low dark currents 
compared with the others. Although this gradient was 
limited by the klystron output power, we are expecting 
that more than 45 MV/m can be achieved. 

Table 1: Test results of three types of structures. 

Type Time 
[hour] 

Shot 
[xlO'l 

Maximum 
average field 

[MV/m] 

Peak dark 
current [jiA] 
up     down 

P 
up    down 

(1) '542 10.0 40* 570 630 52 53 

(2) 812 15.0 45 720 1130 54 55 

(3) 356 6.4 45 300 237 68 53 

*: Terminated due to a time limit 

(a) 

100 
(-i,     90 • ♦~--^^^4,,_- . 

70 ^~~*--,^^ 
0: SLED detune ; ■ 

• : SLED tune     i ■ 

40  1 I 1  

Fig. 5: Field enhancement factor (J3)  vs. number of 
shots.(Type (3)). (a) upstream, (b) downstream. 

2 BLACK PATTERNS INSroE 
THE COUPLER CELLS 

When we confirmed that inside of the conventional 
accelerating structure after the high-gradient test, a black 
pattern was observed at the crescent-shaped cut of the 
output coupler cell. Also, when we cut the accelerating 
structure used for the accelerator operation, in order to 
confirm inside of the input coupler cell, a black pattern 
was observed at the coupler iris. 

We performed simulations of the siuface electric field 
strength and the surface current density on the coupler 
cell using HFSS. The surface current densities on the 
crescent-shaped cut and on the coupler iris are shown in 
Figs. 6 and 7, respectively. From these results, the surface 
current densities at the location of black patterns were 
higher by about 10 times than that of the other surfaces of 
the cells. 

llEs [ xlo-'m/MV] 1/& [ xlo-'m/MV] 

Fig. 4: Modified F. N. plot (SLED tune). 

-Crescent-shaped 
cut 

Fig. 6: Simulated surface current density on the crescent- 
shaped cut. 
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Coupler iris 

Fig. 7: Simulated surface current density on the coupler 
iris. 

3 MOMENTUM SPECTRA OF 
DARK CURRENTS 

The momentum spectra of the dark currents were mea- 
sured by a bending magnet with a Faraday cup. The slit 
aperture was 20 mm. The measured result of Type (3) for 
an average accelerating gradient of 42 MV/m after 5.7 
xlO'shots is shown in Fig. 8 (dotted line). The dashed line 
is the simulated momentum spectrum. The simulations 
were calculated by the ETS code (The simulated struc- 
tures were constant-impedance types) [2]. An example of 
the simulated trajectories of the field-emitted electrons is 
shown in Fig. 9. (In this example, the number of primary 
electrons is 200. In the actual calculation, it was set to 
720,000.) In Fig. 8, the measured momentum spectrum 
has a slope at the low-energy region, but the simulated 
momentum spectrum does not have a slope. The phase- 
space distribution of the field-emitted electrons that 
arrived at the end of structure was calculated. Fig. 10 
show the relation with the momentum and the position x 
and the angle x'. Most of the electrons are within the 
aperture size (a = 11.875 mm), and the low-energy elec- 
trons have a large angle. The momentum spectrum, 
recalculated by the electrons with x<a mm and x' < 0.02 
rad, is shown in Fig.8 (solid line). The electrons with x' < 
0.02 rad are captured at the cavity disks (collimator) and 
the slit. The simulation results were qualitatively consis- 
tent with the measurement results. 

lo' 

i 10- 

i 
:.p ̂ y'^-ff-^ 

;        ;        !        :             ^ 
t,  

, M   i 
10     20     30     40     50     60     70 

Momentum [MeV/c] 

Fig. 8: Momentum spectra of the dark current. 
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Fig. 10: Momentum vs. the position x and the angle x' of 
the field-emitted electrons that arrived at the end of the 
structure. 

4 RELATION WITH THE AVERAGE 
ACCELERATING GRADIENT AND THE 

BREAKDOWN RATE 
At the end of high-gradient tests, we examined the 

relation between the breakdown rate and the average 
accelerating gradient. The test result of Type (2) is shown 
in Fig. 11. The breakdovra rate was significantly de- 
creased after conditioning. 

E [MV/m] 

Fig. 11: Relation between the breakdown rate 
and the average accelerating gradient. 

5 SUMMARY 
An average accelerating gradient of 45 MV/m was 

obtained in a structure rinsed with high-pressure ultrapure 
water with a short rf processing time, a low breakdown 
rate and low dark currents. Black patterns were observed 
at a crescent-shaped cut and the iris of the coupler cells. 
As a result of simulations, the surface current densities 
were found to be higher by about 10 times than that of the 
other surfaces of the cells. The measured momentum 
spectra were qualitatively reproduced by the simulation. It 
was found that the breakdown rate decreased significantly 
after conditioning. 
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Fig. 9: Example of the field-emitted electrons trajectories. 
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Abstract 

The Spallation Neutron Source (SNS) utilizes a linac to 
accelerate H" ions to 1 GeV at an average beam power of 
1.4 MW. The linac consists of four RF structures: a 2.5- 
MeV RFQ, an 87-MeV DTL, a 186-MeV CCL, and a 1- 
GeV SRF linac. The DTL is divided into six RF 
structures, each powered by a 2.5-MW klystron. Design 
and fabrication of the DTL has been completed, and 
LANL has aligned and tuned the first structure (Tank #3) 
to be installed at ORNL. The description of the design and 
fabrication process, including machining and copper 
plating of the tank sections, machining and welding of the 
drift tubes. Also, design and fabrication of the post 
couplers, slug timers, endwalls. Iris waveguide, and 
support structure is discussed. In addition, the assembly 
and alignment of the RF components using the Leica 
Laser Tracker System Coordinate Measuring Machine are 
also discussed. 

Figure 1: Photo of Drift tubes inside DTL tank 3 

INTRODUCTION 
The 402.5-MHz DTL is based on the Transverse magnetic 
(TM) Alverez design. Cells are of length PX. and the 
transverse focusing period is 6^X in length. Focusing is 
accomplished with permanent magnet quadrupoles 
(PMQs) positioned within specific drift tubes. The 
focusing lattice is Focus-Focus-Empty-Defocus-Defocus- 
Empty, (FFODDO). The magnets are internal to the drift 
tube bodies and are orientated (clocked) in either of two 
positions to produce the focusing or defocusing field. 
Empty drift tubes do not contain a magnet and are left as 
solid copper.   Some empty drift tubes will incorporate 

electromagnet dipoles (EMDs) for beam steering or beam 
position monitoring (BPM) diagnostics. The EMD drift 
tubes are usually at the end of each DTL tank while the 
BPM drift tubes are at the beginning. The DTL will have 
post couplers to stabilize and adjust the longitudinal field 
distribution along the tank. Slug tuners will be used to 
provide static frequency adjustment to RF cavity. 

DTL RF STRUCTURE 
The DTL RF structure includes drift tubes tanks, 

endwalls, slug tuners, post couplers, and the waveguide 
iris assemblies. See figure 2 for a general layout of a DTL 
tank 3. 

DTL Tank 
The primary DTL structure is the tank or RF cavity. 

The tank is a vacuum vessel that provides a RF envelope 
and a mechanically stable platform for the array of drift- 
tube assemblies, post couplers, and slug tuners. The tank 
also provides support and interfaces to other beam-line 
components such as the RF system, the cooling system 
and the vacuum pumping system. Each tank incorporates 
coolant passages to flow temperature controlled water 
used to adjust the electro-magnetic resonant frequency of 
the DTL. Varying the temperature will change the 
dimensional characteristics of the DTL which will change 
its capacitance and inductance, thus changing the electro- 
magnetic resonant frequency. 

For ease of fabrication and assembly each DTL tank 
assembly consist of 2 or 3 sections bolted together to form 
one long assembly. Each tank section is approximately 7 
feet long and is fabricated from medium carbon forged 
(per ASTM A266 [1]) steel. Component penetrations, 
fastener holes, vacuum seal grooves, RF seal grooves, 
coolant channels, and interface surfaces are all integrally 
machined into each tank section. This eliminates the need 
for welding on any additional components to the tank 
section. Eliminating welding on the tank sections 
increases the material uniformity and reduces plating and 
other fabrication risks. 
Steel was chosen over other potential materials such as 
aluminum, stainless steel, and copper because of lower 
material and fabrication costs. 

Tank Plating 

Each DTL tank section was Copper plated to increase 
the electrical conductivity of the tank RF surfaces. The 
Tank sections. were plated at Gesellschaft fur 
Schwerionenfschung (GSI) in Darmstadt Germany using 
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Figure 2: Partial cut-away isometric view of DTL tank 3 

GSI's standard plating process for accelerator 
components. Their process provides a high-conductivity, 
ductility, high-brightness and a relatively good hardness 
for a plated surface. GSI was chosen because of their vast 
experience in copper plating accelerator components and 
the relatively short time they require to plate a tank 
section. Including preparation, each tank section was 
plated in approximately 2 days. 

The plating process is proprietary to GSI however it is 
similar to the Udylite Bright Acid Copper (UBAC) bath 
process used on prior accelerator tanks such as the Ramp 
Gradient DTL and the Accelerator Test Stand (ATS) at 
LANL. 

Drift Tubes 
Each drift tube assembly is comprised of a body and 

stem, see figure 3. The body is made up of oxygen free 
electronic grade copper (OFE) parts and electron beam 
(EB) welded together. The stem is fabricated from 
concentric stainless steel tubing and is welded to the drift 
tube body. OFE copper was chosen for the body material 
because of its high electrical and thermal conductivity. 
The stem is constructed of stainless steel due to its 
strength and modulus properties. The Stainless steel stem 
exterior is Copper plated using the UBAC plating process. 
Due to high RF heating each Drift tube will be water- 
cooled. Drift tube fabrication methods and issues are 
discussed in [2]. 

Most Drift tubes will house a 16 segment Samarium 
Cobalt (SM2CO17) Permanent Magnet Quadrupole 
(PMQ). The PMQ's provide transverse beam focusing 
with a gradient of 3.70 kG/cm. 

Some Drift tubes will house an Electro-Magnet Dipole 
(EMD) required for transverse beam steering. Each DTL 
tank assembly will have 2 sets of the "x" and "y" EMD 
steering magnets. Two Drift tubes downstream of the 
EMD Drift tubes will house a Beam Position Monitor 
(BPM), which will provide beam location feedback. 

Post Couplers 
Post couplers are used to provide longitudinal electric 

field adjustment and stability. Post couplers are located in 
every  DTL tank along the horizontal  axis.   They are 

\    ma^folfl 
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Body 
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>'^*' Coolaitf   -^ 
channels 

Figure 3 Cut away view of a typical Drift tube 

alternately spaced from one side to the other. On tanks 1 
thru 3 the post couplers are located at every other drift 
tubes. In tanks 4 thru 6, post couplers are located at every 
drift tube position. Post couplers are constructed of OFE 
copper and are EB welded together. Each post coupler is 
water-cooled and requires a unique stem length and a 
rotational orientation on the tank wall. 

Slug Tuners 
Slug tuners provide static frequency adjustment to the 

RF cavity. Each DTL tank incorporates 12 tuners 
approximately equally spaced. Each slug tuner is 
constructed of OFE copper components and furnace 
brazed. The tuning range for each tuner is approximately 
110 kHz to 440 kHz for a flush to a 3"cavitiy penetration 
respectively. The penetration length was determined 
during low power testing on the DTL cold model. 
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Endwalls 
Endwalls are bolted-on components that enclose each 

end of the DTL tank assembly. A PMQ may be installed in 
the half of drift tube body protruding from the endwall 
internal surface. The endwalls are fabricated from OFE 
copper parts and fiimace brazed together. In some location 
the endwalls provide enclosures for diagnostic equipment 
such as a current monitor (toriod). Each endwall is water 
cooled to compensate for high RF heating. 

Iris Waveguide 
The Iris waveguide provides RF coupling to the tank 

cavity from the waveguide. The Iris interfaces to the air- 
filled waveguide thru a 402.5 MHz window. The Iris 
waveguide is a brazed assembly using Dispersion 
Strengthen (DS) copper GlidCop® AL-15 material. The 
DS copper was chosen because of its high strength and 
high thermal conductivity properties. The high strength is 
required due to the structural loading caused by gravity 
and possible seismic activity. 

ALIGNMENT 
Accurate transverse magnetic alignment of each drift 

tube PMQ is essential for proper beam focusing and beam 
dynamitics. Typical transverse magnetic alignment 
between drift tubes is ±0.005 inches (± 0.13 mm). To 
achieve this alignment requirement a two-step process is 
used, drift tube fiducialization followed by drift tube 
alignment. Both processes utilize the Lecia laser tracker 
system coordinate measure machine, LTD 500. 

Drift Tube Fiducialization 
A pulsed taut wire system is used to locate the 

transverse magnetic center of the PMQ located within the 
drift tube. The Lecia laser tracker system will be used to 
measure and record the magnetic center of the PMQ 
relative to references (fiducials) located on the outside of 
each drift tube. 

A short rectangular pulse accelerates the wire 
transversely at the PMQ by an amount proportional to the 
displacement of the wire from the magnetic center. The 
transverse wave propagates along the wire to sensors 
where they are measured. The PMQ is translated 
transversely using x-y translation stages until the signal 
measured in the wire is minimized. Displacing the PMQ 
by know amounts using translations stages gives an 
accurate calibration of signal size versus misaligimient. 
When the wire is located at the magnetic center of the 
PMQ the laser tracker system will be used to measure the 
transverse location of the wire magnetic center to the 
external features (fiducials). This process is also used to 
fiducialize the DTL endwalls that have PMQ's installed. 

Drift Tube Alignment 
After the drift tube fiducialization is completed each 

drift tube is installed into the DTL tank assembly. Using 
the fiducialization data each drift tube is aligned to a 

common axis. This axis is the beamline axis. The axis is 
established using the magnetic centers of the upstream 
endwall PMQ and the downstream endwall PMQ. If either 
endwall does not have a PMQ installed the geometric 
center of the endwall bore tube is used. The Lecia laser 
tracker system coordinate measure machine aides in the 
construction of the alignment axis as well as the drift tube 
alignment. 

DTL SUPPORT STRUCTURE 
The DTL support structure provides support for the 

DTL tanks and sub-systems including the vacuum system 
and the water-cooling system. Each DTL tank assembly 
is supported by a kinematic support link system coimected 
to a welded steel frame. The support system is designed 
to provide each drift tube widi a structural dynamic 
stability of less than 200 n-inch transverse RMS. The 
support structure also provides seismic restraint for the 
DTL tank assemblies. 

REFERENCES 
[1] ASTM A 266/A266M -99, "Standard specification for 

carbon steel forgings for pressure vessel components". 
[2] W. Fox, "Manufacturing issues related to the 

fabrication of the SNS DTL drift tubes and how they 
were resolved", PAC2003, May 2003. 
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FABRICATION AND TUNING OF THE SNS CCL HOT MODEL* 

N. Bultman, J. Billen, Z. Chen, M. Collier, D. Richards, L. Young, 
Los Alamos National Laboratory, Los Alamos, NM 87545, USA 

Abstract 
A full-scale powered model of the SNS CCL was 

completed in August 2001. The manufacturing processes 
and tuning procedures used in the CCL Hot Model formed 
the basis of the main manufacturing contract for the SNS 
CCL system later placed in private industry. In this paper 
we summarize the design basis for the CCL and the 
manufacturing and process steps required to febricate and 

of the various tooling and lifting and handling fixtures 
utilized in the process at the various machining, brazing, 
welding, and tuning steps. The tooUng utilized in the 
fabrication and tuning process is discussed in detail. The 
ultimate successful testing of the CCL hot model was key 
to development of a manufacturing plan for the CCL 
system. 

1 INTRODUCTION 
The Spallation Neutron Source has the goal of 

designing, fabricating, installing and commissioning a 
complete high-energy H" linac system at Oak Ridge 
National Laboratory to be used for the purpose of 
generating neutrons for materials research. The high- 
energy Linac spans an energy range from 2.5 MeV to 1 
GeV and is composed of a room temperature section 
consisting of a Drift Tube Linac (DTL), and a Coupled 
Cavity Linac (CCL), and a Superconducting section. The 

tune the Hot Model for high power testing. In particular 
the machining, brazing and welding steps are discussed 
for both the CCL Segment assembly and the powered 
Bridge Coupler. In addition we discuss transfer of the 
information and some specific modifications that were 
made to the basic design at the point of starting full scale 
manufacture in industry. One critical area to the overall 
success of the Hot Model was the type and specific design 
CCL configuration of four modules, each containing 12 
accelerator segments and 11 bridge couplers. A cross- 
section view of the first two segments and the first bridge 
coupler is shovm in Figure 1. The segments are Side- 
Coupled Cavity accelerating structures joined by offset 
bridge-couplers to form a continuous RF resonator. 
Electromagnet quadrupoles and beam diagnostic devices 
also occupy the spaces between the segments. The 
focusing period selected is 13-BX in a FDFD 
configuration, giving 6.5-BX between magnet centers. 
Each segment occupies 4-BX and the remaining 2.5-BX is 
available for magnets, diagnostics, and the bridge 
couplers. 

2.1 RF Cavity Configuration 

Each segment has 8 accelerating cells and 7 internal 
side-coupling cells. The 10 internal segments of each 
module have an additional flanged half-coupling cell that 

Segment #2 Segment #1 

Beam 

Bridge Coupler 

Figure 1. Cross-section view of the first two segments and first bridge coupler of the CCL 

CCL section is a RF Linac, operating at 805 MHz that 
accelerates the beam from 87 to 186 MeV and has a 
physical installed length of slightly over 55 meters. 

2 SYSTEM CONFIGURATION 
The accelerator is modularized around a 5 MW RF 

power amplifier system.   This requirement produces a 

* Work srupported by the Office of Basic Energy Science, Office of Science of the 
US Department of Energy, and by Oak Ridge National Laboratory. 

provides mechanical interface and power coupling with 
the bridge coupler. The bridge coupler has a mating end 
flange and cavity that forms the remaining half-coupUng 
cell. It also has a larger powered center cell. In total each 
module consists of 213 cells. The module RF power is 
supplied through bridge couplers 3 and 9 using iris 
coupling into the powered center cell. This configuration 
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provides even power distribution within the module and     b) 
helps minimize field non-uniformities. 

Several engineering and manufacturing simplifications 
were imposed on the RF cavity design to reduce the 
complexity and cost of fabrication. These include 
constant cell length within each segment, identical 
segment end coupling cells throughout the system, and 
constant outer comer radius on all accelerating cells. The 
latter feature also provides constant coupling slot 
geometry along the structure [1]. The bridge coupler end 
half-cells are also constant geometry throughout; the 
varying overall length with increasing beta is taken in the 
length of the center cell. 

3 RF SEGMENT MANUFACTURING 
OVERVIEW 

The CCL Hot Model segments are manufactured from c) 
simple hot rolled plate stock, machined to thickness with 
the cooling channels and side coupling cell cut into one 
surface (septum). The septum surfaces of plate pairs are 
vacuum-furnace brazed together to form the water cooling 
passages and coupling cells. The outer surfaces of the 
plate pairs are then machined to form the accelerating 
cells. The accelerating cell sides (equator planes) of the 
plates are stacked together to form groups of 8 
accelerating cells called segments. The resonant 
frequency of the stacked segment is measured and 
adjusted by un-stacking and machining on a tuning ring 
inside each cell. After machining the segment is 
restacked and checked. When the proper time is 
achieved, the stack of plates is furnace brazed together at 
the equator plane of each cell to form a monolithic 
segment having all internal cooling. After brazing fine- 
tuning of the segment cells is accomplished by deforming 
the wall of the segment in thinned "dimpling ports". The 
dimpling raises the frequency of the dimpled cell slightly ^) 
to achieve the final cell frequency and accelerating mode 
frequency desired.. The concept of a monolithic halfcell 
is utilized to allow incorporation of cooling water 
passages into the septum surfaces between cells while 
simultaneously eliminating the need for braze joints 
between the side coupling cell and the main accelerating 
cell. In addition this design approach allows the 
machinist to work with mostly wide, flat plates during the 
precision machining steps. The plate is easily held to the 
machine tool (mill or lathe) accurately and with minimal 
clamping force distortion. 

3.1 Manufacturing Steps Utilized 
a) Manufacturing begins with the production of the cell 

blanks from hot-rolled copper plate stock. The 
material is high purity Oxygen Free Electronic Grade 
(OFE) Copper that is certified to comply with the e) 
ASTM F-68 specification of Class II or Class I. This 
specification controls primarily oxygen content limits 
(less than 5 PPM oxygen) and the wrought properties 
of the material. 

The cell blanks are then finish machined on the 
septum side, Figure 2, to produce the coupling cell 
geometry and the septum cooling channels. The 
individual plates are called "half-cells". 

Figure 2. Septum Side Geometry 

In the next step, the half-cells are vacuum fiimace 
brazed together in pairs along the septum surfaces to 
produce "half-cell" assemblies. Figure 3. Alloy 50% 
Au - 50% Cu is utiUzed at a braze temperature of 
1850 F. To this point all half-cell assemblies for each 
module are identical and interchangeable. 

Figure 3. Septum Brazing 

After helium leak testing, the accelerating cell sides 
of the plates are machined. Figure 4, to produce 
"finished half-cell-assemblies". The accelerating 
cells are rough machined in a mill and finished on a 
lathe using counterweights attached to the lathe 
chuck for balance. 

Figure 4. Accelerating cell machining 

Following cavity finish machining the parts are again 
vacuum leak tested, cleaned thoroughly with a water- 
detergent solution and dried with clean dry nitrogen. 
At this point the cells belong to a specific segment 
and are not interchangeable between segments. The 
Vi accelerating cells are then frequency measured 
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individually and then all segment cells are stacked 
together in a special handling fixture, Figure 5, and 
the collective accelerating mode frequency is 
measured. 

Figure 5. Measuring the Segment Frequency 

The offset between the individual cell frequency and 
the accelerating mode frequency is then determined. 
The difference is a result of nearest neighbor 
coupling between adjacent accelerating cells directly 
through the coupling slot. The required accelerating 
mode frequency is set to a value slightly below (- 
200kHz) the final operating mode value of 805 MHz 
by removing material (machining on lathe or milling 
machine) (Figure 4) from the tuning ring mentioned 
eariier. The parts are then thoroughly cleaned and 
stacked for vacuum furnace brazing. 
The stacked assembly is vacuum furnace brazed 
using a copper-silver eutectic alloy at 1450 F, Figure 
6. This braze produces a mechanically finished but 
not completely tuned segment assembly. It's 
complete with all water and vacuum fitting tube 
connections. The assembly is again vacuum leak 
tested and the final welds are made to the vacuum 
connection flanges. 

Figure 6. Stack brazing of tuned segment assembly 
in the vacuum furnace 

g) Following flange welding the segments are finish 
tuned. First the frequency of the side coupling cells 
must be adjusted to 805 MHz by squeezing or 
expanding the cell across the noses. This is done 
using a special wedge shaped tool to force the noses 
apart or by squeezing the outside with a clamp or 
tapping the cell nose region lightly with a hammer. 

h) 

When the side cells are complete the accelerating 
cells are adjusted in frequency (raised) by dimpling 
in the wall of the thin ports for each cell located on 
the sides of the segment. During the pre-braze tuning 
step the accelerating cells are intentionally set about 
200 kHz low to allow room for raising the frequency 
at this step by dimpling. The final adjustment then 
must raise the frequency of the accelerating cells 
about 150 to 200 kHz during the dimpling process. 
The dimple ports are able provide a total tuning range 
of about +400 kHz if needed. Figure 7 shows the 
dimpling being done on the first Hot Model Segment 
located on the support stand in the test bay. 

Figure 7. Tuning the Accelerating Cells 
Following the dimpling process the segments and the 
bridge coupler are joined and the frequency of the 
group is adjusted. Particularly the frequency of the 
segment end cells and the end coupling cell must be 
done with the entire unit assembled. When this is 
completed an electric field measurement is made in 
the cells by pulling a metal bead through the gaps and 
recording the effect on a phase-locked loop. The 
field distribution must be correct or some tuning 
steps are repeated as required. Figure 8 shows the 
Hot Model assembly and a bead pull measurement. 

Figure 8. Bead Pull measurement on the Hot Model 

4 CONCLUSIONS 
The manufacturing and tuning steps have been 

successfiilly demonstrated on the CCL Hot Model. The 
manufacturing and tuning steps as well as the specialized 
tooling and handling fixtures have been critical to the 
success of the process. These same processes have been 
incorporated into the contract and work procedures for the 
construction of the full-scale CCL accelerator. 
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RIA FRAGMENTATION LINE BEAM DUMP 

W. Stein, Lawrence Livermore National Laboratory, Livermore, CA 94551, USA 

Abstract 
The Rare Isotope Accelerator project involves 

generating heavy element ion beams for use in a 
fragmentation target line to produce selected ion beams 
for physics research experiments. The main beam and 
fission fragments, after passing through the target, are 
collected and passed along by a series of collecting 
magnets and a dipole magnet. In the first dipole magnet, 
the main beam impacts onto a beam dump located on each 
side of the magnet vacuum chamber. A dump design that 
involves rotating cylinders and internal water cooling 
passages has been designed to absorb the glancing impact 
of the main beam. The beam power designed for is 
100 kW and water cooling is by turbulent sub-cooled 
forced convection. 

INTRODUCTION 
The RIA accelerator beams consist of particles in a 

range from protons to uranium ions which are impacted 
on either ISOL or fragmentation line targets. The power 
along one fragmentation line is expected to be 100 kW for 
a uranium ion beam. The beam after passing through die 
fragmentation target is dumped along the sides of the first 
dipole magnet. 

The beam dump that can absorb the main beam has 
been designed to fit inside the first dipole magnet of the 
fragment separator. As the beam is curved through the 
dipole magnet it may impact either side of the magnet 
vacuum chamber. 

The dump physical design consists of rotating cylinders 
placed along the sides of the magnet vacuum chamber. 
The beam is assumed to impact the dump at an angle of 
15 degrees and the beam deposited heat is removed by 
water coolant in the dump copper channels. 

BACKGROUND 
The beam for the fragmentation line impacting the 

fragmentation target has a nominal diameter' of 1 mm and 
a power of 100 kW with an energy of 400 Mev per 
nucleon. After passing through the fragmentation target 
the beam emerges with a slight angle spread and passes 
through the first dipole magnet. The beam is estimated to 
be at a diameter of 2 cm as it impacts the beam dump. 
Selection of desired fission fragments by adjustments in 
the magnet results in the beam striking either side of the 
magnet vacuum chamber. 

* Work sponsored by the U.S. Department of Energy imder Contract 
Nos. DE-AC03-76SF00515 (SLAC) and by Lawrence Livermore 
National Laboratory under Contract W-7405-Eng-48. Neither the 
U.S. Government nor the University of California makes any 
warranty or assumes any legal liability for the accuracy, 
completeness, or usefulness of the work performed. 

When the beam strikes the metal of the beam dump, the 
energy of the particles penetrate and deposit energy 
according to the relationship: 

/ = V" (1) 

With lo equal to the initial intensity, "x" equal to 
penetration depth, and "a" equal to the interaction length 
for uranium ions in copper. For 400 Mev per nucleon 
uranium ions into copper, "a" equals 0.42 cm. 

Beam Dump Geometry 
The arrangement of the fragmentation target and the 

fragment separator is as shown in Fig. 1. The beam dump 
is located in the first dipole magnet of the separator and 
consists of two rotating cylinders on each side of the 
dipole magnet vacuum chamber and is shown 
schematically in Fig. 2. 

Target 

dipole 
magnet 

Figure 1: Fragment separator and target schematic. 

Rotating 
cylinders 

Dipole magnet 
vacuum chamber 

Main 
beam 

Figure 2: Beam dumps located in the first dipole magnet 
cavity. 
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The dump material is chosen to be copper because of its 
high thermal conductivity. The. figure shows 
schematically the beam striking the side of the rotating 
cylinder at an angle estimated to be 15 degrees. 

The beam dump cylinders consist basically of a cylinder 
with coolant channels as shown in Fig. 3. The cylinder 
outside diameter is 12 cm and the inner diameter is 
11.3 cm. The longitudinal channels are 1 mm wide, 2 mm 
high, and spaced 1 imn apart. 

Water flow 
channels 

600 RPM 

Copper 

Figure 3: Schematic cross-section of beam dump cylinder 
design. 

The cylinder is assumed to be rotating in order to spread 
out the beam energy over the greatest possible dump 
surface area. A rotation speed of 600 RPM will 
effectively accomplish this. 

Heat transfer analyses 

The impact of the 2 cm diameter beam with a 15 degree 
angle on the rotating surface will result in the 100 kW 
beam spread out over a cylindrical surface that has a 
diameter of 12 cm and a length of 7.5 cm. The surface 
flux is thus 3.6 MW/m^ and this power is deposited into 
the copper exponentially varying to zero over a depth of 
0.5 cm. The water cooling is assumed to have a velocity 
of 10 m/s and a turbulent convective heat transfer 
coefficient of 20000 W/m^°K. The heat transfer 
coefficient is calculated from Nusselt number, Nu, 
correlations^ for turbulent water flow with applicable 
Reynolds, Re, and Prandtl, Pr, numbers: 

Nu = 0.023(Re)<''^ Pr"^ (2) 

Inlet water pressure is assumed at 3 atmospheres and 
the water inlet temperature is 20 °C. For 100 kW power, 
the water heats up less than 3 °C over its flow length. 

A two dimensional heat transfer analysis was made to 
determine peak copper surface temperatures and also 
annulus water/copper surface temperatures. The LLNL 
two-dimensional finite element heat transfer code, 
TOPAZ2D', was used to make the calculations. The code 
modeled the energy deposition rate per unit volume on the 
outside region of the copper dump, the thermal 
conduction heat transfer in the copper, and the convection 
heat transfer to the 20 °C water with a convection heat 
transfer coefficient. Fig. 4 shows a color fringe plot of the 
temperature profile in a cross section of the beam dump. 

1145 °C 
^p^^aB|i30"C 

->; r>-'''' i          1170-r 

■■■1110 °C 
■■jHgi Kiiaasawi 95 °c 

1^1 ■■■ 90 °C ■        ■ ■■■ 82 °C 

Figure 4: Calculated temperature profile in a dump cross 
section (20 °C water). 

The plot shows that the peak surface temperature of the 
copper is 145 °C and the peak channel wall temperature is 
110 °C with a water bulk temperatore of 20 °C. 

SUMMARY 
A beam dump for the RIA fragmentation line can be 

designed to fit inside the first dipole magnet vacuum 
chamber. The dump consists of rotating cylinders that 
absorb the 100 kW beam energy as the beam strikes the 
cylinders at a small angle. The dump is cooled with forced 
convection turbulent water flow that maintains coolant 
channel wall temperatures below the water boiling 
temperature. 
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ANALYSIS OF A MULTI-SPOKE OPTION FOR THE RIA DRIVER LINAC* 

D. Gorelov^ T. Grimm, W. Hartung, F. Marti, X. Wu, and R.C. York 
National Superconducting Cyclotron Laboratory, MSU, East Lansing, MI 48824, USA 

Abstract 
Beam dynamics simulations of the proposed Rare 

Isotope Accelerator (RIA) [1] driver linac have been done. 
The RIA driver linac is designed to accelerate stable ion 
beams from proton to uranium to final energies of 400 
MeV/u for the heaviest and about 900 MeV/u for the 
lightest ions with beam powers of 100 to 400 kW. Two 
stripping sections are used to increase the charge state of 
heavy ions and minimize the total accelerating voltage 
required. To achieve the final beam power and to reduce 
the ion source requirements, multi-charge state beam 
acceleration is used. Multi-spoke structures [2] in the 
high-energy part of the driver linac have been proposed as 
an alternative to the baseline design of 6-cell elliptical 
structures [3]. A comparative analysis of this alternative is 
explored including beam dynamics, error constraints, and 
manufacturing issues. 

INTRODUCTION 
The baseline RIA driver linac design uses 805 MHz 6- 

cell elliptical cavities with geometric fig of 0.47, 0.61 and 
0.81 to accelerate beam from the 2"'' charge-stripping 
chicane at ~85 MeV/u to final energies of > 400 MeV/u 
[3]. (An alternative design without the Pg = 0.81 cavities 
is also being evaluated, but would not affect these results.) 
Figure 1 shows a section view of a y6g = 0.47, 805 MHz 6- 
cell elliptical cavity A prototype Pg = 0.47, 805 MHz 6- 
cell elliptical cavity was completed and tested in 2002, 
exceeding design goals [4]. 

Figure 2: p=0.62 322 MHz triple-spoke cavity 

Longitudinal and transverse beam dynamics studies 
were performed to compare these two alternative designs 
in the high-p section of the RIA driver linac using the 
computer codes LANA [5] and DIMAD [6]. 

LONGITUDINAL BEAM DYNAMICS 
The longitudinal acceptance of the elliptical stmcture 

linac with average reference particle phase in the 
accelerating gaps (ps~-30° is comparable in size with the 
longitudinal acceptance of a triple-spoke structure linac 
with (Ps~-15°, as shown in Figure 3. For the 6-cell 
elliptical cavities an accelerating gradient of 
£or=8.28MV/m was used, corresponding to a peak 
electric field of Ep = 27.5 MV/m and requiring 192 
cavities. For the triple-spoke structures, EoT=7MV/m 
was used, corresponding to a peak electric field of 
Ep = 20 MV/m and requiring 152 triple-spoke cavities for 
<ps~-15°. {Note that a 6-cell elliptical cavity system with a 
frequency of 644 MHz (S'* harmonic of initial frequency) 
would require 154 cavities, but, like the triple-spoke, this 
cavity has never been prototyped.) 

Figure 1: ;ffg = 0.47 805 MHz 6-cell elliptical cavity. 

An option of using 322 MHz triple-spoke cavities in 
lieu of the 805 MHz 6-cell elliptical cavities was proposed 
in 2002 [2]. Because of the lower operating frequency of 
the triple-spoke structures, the required number of cavities 
in the driver linac for the spoke cavity option will be 
smaller. Two types of triple-spoke cavities are required, 
with optimum fi = 0.48 and fi = 0.62. Figure 2 shows a 
section view of a 322 MHz, triple-spoke cavity for 
fi = 0.62. No prototype has been made of this cavity. 

♦Work supported by MSU and NSF PHY 0110253. 
*goreIov@nscl.msu.edu 

Figure 3: Longitudinal beam acceptances for 6-cell 
elliptical cavities with (ps~-30° (left), triple-spoke cavities 
with (ps=-15° (middle), and (ps=-30° (right, doubled scale). 
A multi-charge longitudinal beam emittance of 
~9 7t keV/u nsec is shown for comparison. 

TRANSVERSE BEAM DYNAMICS 
Three transverse focusing lattices were established. 

The rf defocusing from both cavity types was found to be 
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similar, with strength an order of magnitude smaller than 
that of the lattice focusing elements. As a consequence, 
the transverse beam dynamics are predominantly 
determined by the focusing elements and the lattice layout 
and not the cavity choice. 

The cryostat dimensions for all three focusing lattices 
are based on the rectangular cryomodule design with 
cryogenic alignment rail proposed for RIA at Michigan 
State University [7]. A prototype cryomodule for the 
elliptical cavities with geometric Pg = QAl is under 
constmction and easily extends to the other cavity types. 

Solenoid Focusing Lattice 
The layout of a solenoid focusing lattice is shown in 

Figure 4, with each cryostat containing four cavities and a 
superconducting solenoid magnet for transverse focusing. 
The effective lengths of the solenoids range from 0.5 to 
1.25 m, with a maximum magnetic field of about 9 T. The 
transverse phase advance of each cryostat is about 90°. 
Two extra solenoids are necessary to match the beam 
condition from the 2"'' charge-stripping chicane to a 
periodic solenoid focusing lattice. Figure 5 shows the 
beam envelopes for ^^^U with three charge states, 87+ to 
89+. The initial beam emittance for all charge states was 

assumed to be 2.9 n mm mrad. The maximum beam size 
for all three charge states is about 8.6 mm. 

-|.sori 

\ SoIenokJ—' 
*— Elliptical ^riplfrspokfi Cavity 

Figure 4: Layout of solenoid focusing lattice. 

Figure 5: Multi-charge beam envelopes of ^^^U in the 
solenoid focusing lattice with Triple-spoke cavities. 

Two-Quadrupole Focusing Lattice 
In this energy range, quadrupoles can provide a more 

efficient and less costly focusing system than 
superconducting solenoids. A layout with two 
superconducting quadmpoles per cryostat is shown in 
Figure 6. The effective lengths of the quadrupole magnets 
are 0.25 m with an aperture of 5 cm. For a 90° transverse 
phase advance per cryostat, the maximum pole face 
magnetic field is about 0.5 T. A short section with four 
quadrmole magnets is required to match the beam from 
the 2"  charge-stripping chicane to the regular focusing 

lattice. Figure 7 shows the beam envelopes for the same 
beam as Figure 5. The maximum beam size for all the 
three charge states is about 11.3 mm significantly larger 
than that of the solenoid focusing lattice. The focusing 
properties of this lattice are virtually identical to those of 
a previously presented doublet-focusing lattice [3,8]. 

rnMrz 

^ '—Elliptical ffiiplMpoteCavfly      ^—Quadnipole 

Figure 6: Layout of the two-quadrupole focusing lattice. 

Figure 7: Multi-charge beam envelopes of ^^*U in the two- 
quadrupole focusing lattice with Triple-spoke cavities. 

Five-Quadrupole Focusing Lattice 
To reduce the beam size to less than that of the two- 

quadrupole focusing lattice, a lattice with more transverse 
focusing and a larger phase advance was explored. The 
five-quadrupole focusing lattice is shown in Figure 8. 

m 
'T Ts 

- ElEplical/TitplMpote Cavity Ouadivipole 

Figure  8:  Layout of cryostat of the  five-quadrupole 
focusing lattice. 

Figure 9: Multi-charge beam envelopes of ^''U in the five- 
quadrupole focusing lattice with Triple-spoke cavities. 

The effective lengths of the quadrupole magnets remain 
0.25 m with an aperture of 5 cm. The maximum pole face 
magnetic field required for these quadrupole magnets to 
maintain each cryostat with a transverse phase advance of 
about 235° is about 0.75 T. Similarly, a short section with 
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four quadrupole magnets is required to match the beam 
from the 2°'* charge-stripping chicane to the regular 
focusing lattice. Figure 9 shows the similar multi-charge 
beam envelopes for ^^^U beam. The maximum beam size 
for all the three charge states is about 8 mm. However, the 
additional quadrupoles increase the required cryostat 
length by about 20%. 

MISALIGNMENT AND CORRECTIONS 
The lattice sensitivity to misalignment of focusing 

elements and cavities was investigated using DIMAD for 
all three transverse focusing lattices and for both elliptical 
and triple-spoke cavity types. The cavity choice has little 
impact on the lattice sensitivity based on our simulations. 
All accelerating structures and focusing elements were 
misaligned assuming a Gaussian distributionX±2CT). The 
same correction scheme was used for all three lattices. A 
package in front of each cryostat consisting of a pair of 
horizontal and vertical orbit correctors and a beam 
position monitor (BPM) was assumed for the orbit 
correction scheme. A least-square-fit algorithm was used 
to obtain the horizontal and vertical corrector values that 
minimized the orbit distortions at all BPMs. Multi-charge 
beam simulations were then done to evaluate the impact 
on the lattice performance. 

Figure 10 shows the misalignment simulation results for 
all three focusing lattices, considered showing a nearly 
linear dependence on focusing element misalignment. 
(The position errors for the cavities were fixed at 
1.0 mm.) The triple-spoke cavity will have a much 
smaller aperture with 3 cm or possibly 4 cm, being 
considered, while the 805 MHz 6-cell elliptical cavities 
have a much larger aperture (7.7 cm). To avoid 
uncontrollable beam halo formation due to nonlinear 
radial accelerating field dependence in the cavities, 1/3 of 
the cavity aperture was assumed to be an exclusion zone 
for the beam as shown in shaded areas in Figure 10. 

50- 

0.00 0.25 0.50 0.75 1.00 
Position Error CT       (mm) 

1.25 

Figure 10: Average maximum beam sizes vs. 
misalignment errors for all three focusing lattices. The 
apertures of elliptical and triple-spoke cavities are also 
shown. The shaded areas are exclusion zones for each 
cavity type. 

Due to the large phase advance and unfavorable ratio of 
correctors and BPMs vs. quadrupoles, the five-quadrupole 
focusing lattice is the most sensitive to the misalignment 

errors and will require unreasonable alignment 
requirements to maintain the beam inside the exclusion 
zones for both types of the cavities. The solenoid focusing 
lattice has the smallest maximum beam size, and with 
misalignment position errors of 1.0 mm for both the 
solenoids and cavities, is adequate for either cavity 
option. The 2-quadrupole focusing lattice has sensitivities 
to the misalignment errors similar to the solenoid focusing 
lattice, and would be adequate for the 6-cell elliptical 
cavity option. However with a reasonable misalignment 
tolerance, it will not be suitable for even a 4 cm aperture 
triple-spoke cavity option. 

CONCLUSION 
Both the 805 MHz 6-cell elliptical and 322 MHz triple- 

spoke cavities would in principle provide the necessary 
acceleration. Due to its lower frequency and therefore 
longer effective accelerating gap, fewer cavities are 
needed for the 322 MHz triple-spoke cavity option. 
However, the triple-spoke cavity will have a much smaller 
aperture, as the result, requires more expensive 
superconducting solenoid focusing lattice. No triple-spoke 
cavity has been built so far and its performance is 
untested. The 805 MHz 6-cell elliptical cavities have a 
much larger aperture and have been successfully tested in 
2002. A cost effective 2-Quadrupole focusing lattice 
(superconducting or room-temperature) with reasonable 
misalignment tolerances for both quadrupoles and cavities 
will be an adequate choice with the elliptical structure 
linac. 
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Abstract 

Eliminating or reducing thermal deformation of an 
accelerator structure (caused by microwave power 
dissipated on the walls of RF cavities) to insure 
resonance frequency is an important topic in the design 
of the structure. A civil accelerator for killing anthrax 
bacilli must be small and compact, and so must its 
cooling system. This paper introduces the design and 
optimization of a cooling structure for an 0.57 m long, 
2 kW, disk-loaded waveguide accelerator structure, for 
which the temperature distribution is required to be 
30±3° C. All the parameters have been calculated and 
optimized by means of FEM (the Finite Element 
Method). The simulation is accomplished with software 
called I-DEAS (Integrated Design, Engineering, Analysis 
System). An optimized structure with a jacket style 
cooling chamber has been designed. The outside wall of 
the jacket is made of stainless steel and its external 
diameter is (t)118mm.The flux of the cooling water is as 
small as 0.45 ton/hour. As a result, the temperature 
nonuniformity of the accelerator tube is better than ± 2.5° 
C. The system is also very robust against surrounding 
temperamre shifts. The cooling system has been installed 
in a 2 MeV accelerator, and the facility is running well. 

INTRODUCTION 
The requirements for accelerators in the world market 

are diverse and changeable, which demands rapid 
response by the designers and manufacturers. Traditional 
procedures have not acclimatized themselves to these 
circumstances. Advanced technologies are emerging as 
the times require in this era of ours. Numerical 
simulation based on CAD/CAM (Computer aided Design 
/Computer aided Manufacture) is a most promising 
technology for rapidly designing new machines as 
market requirements change and for making them 
reliable. 

The 2-kW traveling wave accelerator is used for 
scanning mail and killing potential anthrax bacilli, etc. 
Accelerating cavities are key parts of the accelerator. 

Thermal deformation of them, caused by dissipation of 
microwave power, deeply affects the operating frequency 
of the machine. Therefore, a cooling structure that can 
keep temperature distribution within a tolerance region is 
important. This paper describes an approach to designing 
the cooling structure by means of the TMG Thermal 
Analysis module of I-DEAS, which allows people to 
carry out sophisticated thermal analysis as part of a 
collaborative engineering process and get solid reliability. 
All of the thermal design attributes and operating 
conditions can be applied as history-supported entities in 
a 3D model geometry. Thus an optimized design of the 
system is possible. 

COOLING STRUCTURE DESIGN 
The accelerator will serve in a post office, a location 

that requires it to be as compact as possible. The design 
should have good adaptability to its surroundings, and 
the cooling water flux should be kept small in order to 
minimize both the whole-system cost of the cooling 
system and the operating expense. As a design goal, the 
flux of cooling water should be less than 0.5 ton per hour 
and the temperature nonuniformity should be better than 
± 3° C. 

Fig. 1; Jacket type cooling structure 

Fig. 2:   Tlibe type cooling structure 
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inlet outlet 

Water path 

Fig. 3: Profile of the water jacket 

The accelerating tube, composed of 19 cavities, is a 
constant impedance traveling wave accelerating structure. 
Generally, there are two types of cooling structures: 
jacket and welded tubes, as shown in Figures 1 and 2. 
Here certain things should be given attention. In order to 
diminish the inside diameter of the focus coil, a 
single-inlet waterway was chosen as early as possible in 
the design process. Considering its environment (a post 
office), the system must be able to deal with shifts in the 
ambient temperature. Because of the highly suitable 
manufacturing technology and the high stiffness of the 
structure, jacket type cooling structure has been adapted, 
the jacket is made of stainless steel. Calculation has 
shown that it is very robust against shifts in room 
temperature. 

OPTIMIZATION OF THE PARAMETERS 

The shape of the section of the water jacket 
The shape and size of the water channels is an 

important factor, not only for small flux but also for good 
cooling effect and even temperature field distribution. 
Comparing different sections, a profile of eight chambers 
is chosen. It is shown in Fig. 4. The simulation 
calculating results show that almost all of the 2 kW 
power dissipated is carried away by the water. The 
parameters in the bold-face column are important to the 
requirement. 

Table 1    Calculating result of the eight-chamber structure (ambient 25° C, inlet water temperamre 23° C) 

Mass flux of water (kg/s) 0.10 0.12 0.14 0.16 0.18 0.20 

Outlet water temperature (° C) 27.76 26.97 26.40 25.98 25.65 25.39 

Temperature of the 

accelerator structure (°C) 

MAX 32.72 31.60 30.78 30.15 29.64 29.23 

MIN 28.00 27.17 26.58 26.14 25.79 25.51 

T 4.72 4.43 4.20 4.01 3.85 3.72 

Energy carried by water (W) 1991 1994 1996 1997 1998 1999 

s 

1 

0.06     0.0S     0.10     0.12     0.14     0.16     018     0.20     0.22     0.24 

water" mass flux /(kg/s) 

Fig. 4: Influence of mass flux on temperature distribution 

Determination of the water flux 
In order to cut the construction and operating costs of 

the cooling system, optimization of the mass flux of the 
water is another target. Fig. 5 shows that the relationship 
between the temperature distribution of the accelerating 
structure vs. the mass flux of the water is nonlinear. The 
mass flux of 0.12 Kg/s fits within the limit of 0.5 ton/h. 
In this case the temperature distribution is ± 2.2° C. 
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Inlet water's temperature /"C 

Fig. 5: Influence of inlet water's temperature on 
temperature of accelerating structure 

Selection of Inlet water temperature 
The distribution of the temperature should be kept 

around 30+8° C (which we consider the mean 
temperature) when the machine runs. Calculation shows 
that the mean temperature of the accelerating structure is 
almost a linear function of inlet water temperature (see 
Fig. 6). The results also indicate that the influence of 
ambient temperature on temperature dispersion can be 
ignored. 

Robustness to the ambient temperature drift 
The accelerator must be able to work in a room where 

the ambient temperature is not constant. The simulation 
reveals that the cooling water carries away more than 
95% of the power dissipated on the walls of the cavities 
at room temperatures of 10-30° C. The change of the 
ambient temperature slightly affects the mean 
temperature and the distribution. Table 2 shows the 
details. 

^ 32.0 ■ 
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3 31.S' 

S 31.0- 

n 30.5 H 

I 30.0 H 
m 29.5 

0 28.5- 

1 28.0 

£ 27.5 
8. 

MEAN 

MIN 

ambient temperature /°C 

Fig. 6:   Influence of ambient temperature on 
temperature of accelerating structure 

Table 2 Simulation results under different ambient temperatures 

(Mass flux 0.12 kg/s, inlet water temperature 23.5° C) 

Ambient temperature (° C) 10 15 20 25 30 
Outlet water temperature (° C) 27.33 27.38 27.42 27.46 27.50 

Temperature of 

accelerator structure 

(°C) 

MAX 31.90 31.97 32.04 32.10 32.15 
MIN 27.51 27.57 27.62 27.67 27.71 

T 4.39 4.40 4.42 4.43 4.44 
Energy carried by water (W) 1924 1949 1972 1992 2008 

CONCLUSION 
Integrating the above numerical simulations, a set of       f^]. 

satisfactory parameters for the cooling system has been 
achieved.   The   system   has   been   constructed   and 
commisionde in the accelerator, which is running well. m 
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Abstract 
There is an accuracy limit of LLRF control over cavity rf 
phase and amplitude. This limited accuracy of control 
gives rise to beam energy and phase jitter, emittance 
growth, and beam loss. In the case of the SNS linac [1], 
there are a few limiting factors such as minimizing 
injection foil miss, acceptable ring injection painting, and 
beam loss in the linac which are related with the LLRF 
control errors. We studied the impact of ±1° / ±1% and 
±0.5° / ±0.5% rf phase and amplitude uncertainties to the 
linac using the Ltrace and Parmila codes. 

BEAM CENTROID ENERGY AND PHASE 
JITTER 

Figure 1: Histograms of beam centroid energy and phase 
jitters at the SCL end for±r and+1% rf phase and 

amplitude control (upper plots) and for +0.5° and ±0.5% 
rf phase and amplitude control. 

As a direct consequence of cavity rf phase and amplitude 
control uncertainties, the beam energy and phase jitters 
are induced. If these jitters exceed a certain limit, it may 
lead to ring injection problem. The injection beam energy 
and phase jitters are assumed to be zero. Figure 1 shows 
histograms of beam centroid energy and phase jitters at 
the SCL end for ±1° and ±1% rf phase and amplitude 
uncertainties (upper plots) and for ±0.5° and ±0.5% rf 
* SNS is a collaboration of six US National Laboratories: Argonne 
National Laboratory (ANL), Brookhaven National Laboratory (BNL), 
Thomas Jefferson National Accelerator Facility (TJNAF), Los Alamos 
National Laboratory (LANL), Lawrence Berkeley National Laboratory 
(LBNL), and Oak Ridge National Laboratory (ORNL). SNS is 
managed by UT-Battelle, LLC, under contract DE-AC0S-00OR22725 
for the U.S. Department of Energy. 
'jeond@oml.gov 

phase and amplitude imcertainties. These are the results of 
1000 linac runs using the Ltrace code. When the LLRF 
control uncertainties increase by factor two, the centroid 
energy and phase jitters almost doubles. 

There is an energy corrector cavity (ECC) in the HEBT 
just before the achromat bend to reduce the beam energy 
jitter to facilitate the ring injection painting. What really 
counts is the beam centroid energy jitter after the ECC. 
Figure 2 shows the beam centroid energy jitters at the 
SCL end (left column) and after the ECC (right column) 
for the two sets of rf control uncertainties. As is shown, 
beam centroid energy jitter after the ECC degrades from 
±0.2MeV to ±0.4MeV. 99 (90)% of beam is within 
±0.2MeV for the ±0.5° / ±0.5% [±L0° / ±1.0%] rf control 
uncertainties. This is a minor degradation. So from the 
viewpoint of beam centroid energy and phase jitters, 
±L0° and ±1.0% rf control uncertainties make little 
difference after the energy corrector cavity. 

FIG. 2: Histograms of beam centroid energy at the end of 
SCL and after the ECC for the two sets of rf control. 

BEAM EMITTANCE GROWTH IN THE 
LINAC 

Beam emittances grow due to the rf control errors. This is 
important because it affects the injection foil miss and 
beam loss in the linac. To see the impact, 1000 Parmila 
[2] runs were made with 10 000 macro particles. The 
injected beam to DTL is an ideal water bag beam with a 
0.22 (0.30) Tcmm-mrad transverse (longitudinal) rms 
emittance. So attention should be paid to the relative 
difference between emittance values for the two sets of rf 
control uncertainties. 
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Figure 3: Histograms of x and z rms emittances [jrmm- 
mrad] at the SCL end for the two sets of rf control errors. 

Figure 3 shows the histograms of x and z rms emittances 
[Tnnm-mrad] at the end of SCL for the two sets of rf 
control errors. Clearly the transverse emittance Sx 
degrades modestly even though the longitudinal rms 
emittance s^ significantly degrades. So the injection foil 
miss and beam loss due to the transverse emittance 
growth will increase only modestly compared with the 

±0.5° and ±0.5% rf phase and amplitude uncertainties. 
This is a result of the weak space charge coupling 
between transverse and longitudinal dimension of the 
SNS linac design. For some of the beams, the transverse 
emittance increases by more than 15%. This is an 
indication of the increase of beam loss when the rf control 
uncertainties increase. Even though this is acceptable for 
the current CD-4 commissioning goal, ±0.5° and ±0.5% rf 
phase and amplitude uncertainties are recommended for 
the post CD-4 operation. 

CONCLUSION 
We can commission the SNS linac with ±1.0° rf phase 
and ±1.0% rf amplitude control uncertainties. However 
±0.5° rf phase and ±0.5% rf amplitude control 
uncertainties are required for routine operation after the 
commissioning. 
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Abstract 
At the lOOMeV proton Unac of the KOMAC(Korea 

Multi-Purpose Accelerator Complex), the low level RF 
system provides field control for the entire KOMAC 
proton linac, including an RFQ and a DTLl at 350MHz 
as well as 7 DTL cavities at 700MHz. In addition to field 
control, it provides cavity resonance control, and 
incorporates the personnel and machine protection 
fimctions. An accelerator electric field stability of ± 1% 
in amplitude and ± 1° in phase is required for the RF 
system. In order to accomplish these requirements, a 
digital feedback control technique is adopted for 
flexibility of the feedback and feed forward algorithm 
implementation. 

In this paper, the detailed description of the low level 
RF system will be described. 

1 INTRODUCTION 

The KOMAC accelerator has been designed to 
accelerator a 20mA cw proton/H- with the final energy 
IGeV CW super-conductive linear acclerator. As the 2nd 
phase of the project, we are developing cw accelerating 
structure up to 20MeV, and operate the accelerator in 
10% duty pulse mode. After the initial operation, we will 
challenge the cw operation of the Unear accelerator. The 
20MeV proton accelerator is constructing in the 
KTF(KOMAC Test Facility), and will be commissioned 
in 2005. After the commissioning, KTF will provide the 
proton beam for the many industrial applications. With 
the technologies developed in KTF, the 2nd phase 
accelerator of lOOMeV final energy will be constructed 
in 2010. The final goal of this phase is lOOMeV proton 
accelerator. 

In the lOOMeV proton Unear accelerator(LINAC) for 
KTF, the RF source will power two accelerator cavities 
(an RFQ, a DTLl) operated at a firequency of 350MHz, 
and five cavities(DTL2) operated at a firequency of 
700MHz. 

The low level RF(LLRF) system for lOOMeV proton 
linear accelerator provides field control including an 
RFQ and a DTL at 350MHz as well as 7 DTL cavities at 
700MHz. In addition to field control, it provides cavity 
resonance control, and incorporates the personnel and 
machine protection fimctions. An accelerator electric 
field stability of ± 1% in amplitude and ± 1° in phase is 
required for the RF system. In order to accomplish these 
requirements, we will employ digital feedback control 

technique adopting flexibihty of the feedback and feed- 
forward algorithm implementation. 

2 MASTER OSCILLATOR & RF 
GENERATOR 

Figure 1 shows the block diagram of the master 
oscillator and RF generator included clock. The lOMHz 
RF reference is distributed to 9 low level RF systems. As 
shown in the figure, the electrical RF reference signal 
(lOMHz, sine) generated by a master oscillator (external 
reference oscillator) is divided into 18 way by divider 
and amplified individually. 

.■I- A f-fi'^^^   ^.  'j^^"s 

!**(* 
" 1 Jfgfi-U   /^ 

-■.^^ 

V 
-^-Tris># -^ 

-i') ~ 

Fig. 1. A block diagram of the master oscillator and RF 
generator included 40MH ECL clock for lOOMeV Unear 
accelerator 

In order to maintain the correct accelerating field of RF 
source withm an amplitude error of ±1%, and a phase 
error of ±1°, a digital feedback and feed-forward control 
system with high intelligence is requked. Therefore, the 
RF reference signal, which is distributed to all of the RF 

tmmm)  . Extai»t 

■odeiHoJiii^nanM SC10/SRS FS725/SRS 

__QagMfrfKnci_^ 10MHz Sine IQMHzSine 

PlaseN<iisa(^r 

< 120dBc(10Hz) 

< 150dBc(100Hz) 

< 155dBdHz(1kH2) 

<-120dBc(10Hz) 

<-140dBc(100Hz) 

<-150dBc*141kHz) 

SbblRlK. < + 0.002pD(n <±0.00005ppm 

QpMMngUmp 0to+50°C +10to-M0°C 

Frei|.]Mig ±3H2 ±0.02Hz(0to5VDC) 

_SBrta«   _      ^ <-100dBc(100KHzBW) 

Hnrnilc* <.60dBc 

Table 1. The characteristics of the internal RF reference 
and external RF reference 
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Fig. 2. A block diagram of the digital feedback hardware 

Our goal for the RF reference is at within +0.1° for the 
phase stability. The characteristics of the internal RF 
reference and external RF reference are shown in tablel. 
One stabilized coaxial line provides the RF reference for 
each RF stations (RFQ, DTLl, DTL2). The LLRF 
system was designed to make use of a 350MHz(or 
700MHz) RF, 340MHz(or 690MHz) LO, 40MHz ECL 
clock, lOMHz synchronization. The accelerator source 
RF(klystron driving signal) of 350MHz or 700MHz is 
generated by a VCO with PLL synchronizing with the 
distributed lOMHz reference at each local station. 

3 DIGITAL FEEDBACK HARDWARE 

For the lOOMeV proton LINAC of the KOMAC, the 
error of the accelerating field must be within ± 1° m 
phase and + 1% in amplitude. To stabilize the amplitude 
and phase of the field in the accelerator cavity, a digital 
feedback and feed-forward technique is used in the LLRF 
system. Figure 2. shows a block diagram of the digital 
feedback hardware in the LLRF. This system controls I/Q 
components of the RF signal as shown in Fig. 2. The 
feedback and feed-forward control is performed by a 
combination of FPGAs(Field Programmable Gate Array) 
for fast and simple then feed to the appropriate carrier RF 
signal prior to ampUfication by the klystron. As shown in 
Figure 2., the RF signals from the cavity field probe, 
forward power, and reflected power are down-converted 
to lOMHz IF and sampled at 40MS/s by individual Mbit 
ADCs witii 40MHz ECL clock in order to produce 
quadrature I, Q, -I, -Q samples. These are then properly 
updated at 20MS/s by two multipliers, and filtered. Once 

filtered, they are compared to set-point tables and control 
algorithms are performed to control an RF vector(I/Q) 
modulator. 

XCVtOOOE 
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XC2V1000 XC2VP30   = 

(VItle»-IIPtol 
System Gate 1.S7M liM 

Logic Gate 331,776 30,816 Ingin 

Cells 
CLB Array 64x96 40x32 
CLB Slice 5120 13,696 
CLBMax 

Distilbiited 

RAM Kbits 
393 160 428 

Multiplier 

Biocics 40 136(18x18Bit) 

SeledRAM 

BloclsMax. 

RAM(Kbits) 
393 720 2,448 

Features 

tast high density 
■high llexibte select iyo 
*0.18um   Siayer   metal 

process 

•seiedRAM memory 
hierarchy 

•Select l/OHiitra 
•PCintPCi compliant 
■O.ISum        eiayer 

metal     process 
O.lum high speed 
transistor 

'high    perfomiance 
platlbmi 

•seiectRAM memory 
hierarchy 

•power   pC   RISC 
block 

•Selecti/OHiltra 
■PCincPCI compliant 
•0.t3um        aayer 

copper    process 
SOnmm       hl^ 
speed transistor 

Tablel. XiUnxFPGA'scomparison 

The digital feedback hardware reUes on FPGA(Field 
Programmable Gate Array) and digital signal processors 
optimised for real-time signal processing. Table 2. shows 
the Xilinx FPGA's comparison. The digital feedback 
hardware performs feedback and feed-forward algorithms 
on the field signal, resulting in control in phase and 
quadrature(I/Q) ouQjuts, which are processing and 
DSPs(Digital Signal Process) for slow and con^licate 
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processing. A windows OS system will be used as an 
integrated development environment in order to make it 
easy for us to develop flie software of FPGAs, DSPs and 
a CPU host. 

4 CONTROL & INTERFACE 

The control parameters are set through the 
EPICS(Experimental Physics Interface Control System) 
interface allows the operator to set up the LLRF system, 
in a variety ways. Registers on the module provide access 
to all manners of control - set points, thresholds, mode 
selection, controller type, etc, and the DSPs provide the 
direct interface to the control register and hardware. A 
network host computer connects the fast signal 
processing chip to outside world via Ethernet. Timing 
and interlocks are routed through an FPGA. Fig. 3. shows 
the interface of the RF station for the RFQ, DTLl, DTL2. 
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Fig. 3. The interface of the RF station for the RFQ, 
DTLl, DTL2. 

5 SUMMARY 

Recent technology in System on Chip(SoQ has enable 
to develop high-density FPGA devices that suited to the 
needs of high performance real-time signal processing. 
With the addition of embedded processor cores and 
powerful 10 interface they provide a valuable 
combination of high performance and configurability. 
The lOOMeV proton LINAC for KOMAC requires an RF 
stability of ± 1% in amplitude and ± 1° in phase. In order 
to satisfy these requirements, a completely digital 
feedback system to provide flexibility in the control 
algorithm, precise calibration of the vector sum, and 
extensive diagnostics and exception handling capabilities 
is required. 
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STATUS OF THE PRODUCTION ELECTROPOLISHEVG SYSTEM AT 
JLAB* 

J. Mammosse/, J. Delayen, J. Gordon, L. Phillips, A. M. Valente, T. Wang, A.T. Wu, JefTerson Lab, 
Newport News, VA 23606, USA 

J. Saunders, SNS, Oak Ridge, TN 37830, USA 

Abstract 

Jefferson Lab has installed, and is in the process of 
commissioning, a production electropolish system, sized 
for 805MHz SNS cavities. This paper describes the basic 
system design, plans for studying the effectiveness of 
polishing SNS high-P cavities and early results from 
cavity tests. 

INTRODUCTION 
Historically, producing high field and Q-values in 

superconducting RF cavities of niobium has required the 
removal of a substantial layer of the inner cavity surface, 
typically of the order of 100 microns in depfli. Two 
methods have commonly been used: electropolishing (EP) 
or immersion in a buffered chemical polish (BCP)[1]. 
Both methods have occasionally produced cavities 
exhibiting exceptionally good performance. However, 
some studies have demonstrated, by direct comparison 
under controlled conditions, substantial advantages of EP 
over BCP [2,3,4], both in terms of Q-value and 
accelerating gradient. To take advantage of high 
performance levels obtainable with this technique, a 
system was installed at Jefferson Lab for the preparation 
of SNS cavity surfaces. A highly valuable featiire of this 
system (Figure 1) is that it is folly automated, providing a 
high level of process repeatability. An additional 
advantage of process automation is the ability to shidy the 
process under controlled conditions, providing 
opportunity for rapid process optimisation and 
improvement. Although the reasons for the superior 
performance of EP over BCP are not folly understood, 
electi-opoUshing produces smoother surfaces, which could 
conceivably increase both Q-values and maximum 
gradients by mechanisms suggested by Knobloch et. al. 
[5]. Typical values for surface roughness in one study are 
given as 1.5 microns for BCP and 0.2 microns for EP 
samples from the same material [6]. These are small 
sample studies, which might not reflect varying 
conditions over a cavity surface, such as differing current 
densities or electrolyte velocity between iris and equator 
especially for the deep cells of SNS cavities. 

We have instifoted a program with the following goals: 
commission the EP system; establish the adequacy of the 
•Work supported by United States Department of Energy under contract 
DE-AC0S-84ER40150 
#manmiosse@jlab.org. 

Figure 1. EP System at Jefferson Lab. 

EP system for SNS cavity surface preparation; and 
process SNS cavities for production. The commissioning 
phase has been successfoUy completed. 

The fu-st prototype cavity resuh shown in figure 3, 
exceeds SNS requirements for high beta cavities and 
establishes the effectiveness of the system. 

Production processing will start when the cavities begin 
to arrive in June. An additional goal of the program is to 
understand many of the issues referred to above, which 
are relevant to cavity performance and specifically to 
SNS cavities. A prototype cavity with replaceable 
niobium buttons (HB-button), has been fabricated and 
tested and will be used to measure local current densities, 
roughness and chemistry of the niobium surface, etc., at 
different cavity locations. Such understanding is valuable 
in achieving the highest levels of performance possible. 

SYSTEM DESIGN 
The electropolishing system consists of a self-contained 

processing cabinet, a remotely located chiller and direct 
current power supply variable up to 600 amperes and 50 
volts. The process cabinet is installed in one of the 
production process rooms, next to the cavity production 
cleanroom complex in the Testlab, Building 58, at 
Jefferson Lab. The EP cabinet was procured from 
industry [7] and consists 6f three separate compartments: 
plumbing, elech-onic and main process chamber. The 
plumbing compartment houses the pumping systems, 
valves, acid sump and instrumentation for process 
control. The electronic compartment contains the main 
process programmable logic conti-oUer and all electronic 
controls and wiring. The main process chamber (Figure 
2) has a frame, designed for inserting and holding the 
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cavity tilt/rotation tooling. This frame transfers the 
weight of the tooling to the floor and has two insertion 
rails that penetrate the front of the cabinet for insertion of 
the tooUng into the process chamber. The insertion rails 
extend eight feet (2.44m) in front of the main process 
chamber doors, allowing for assembly and disassembly of 
cavities into and out of the tilt/rotation tooling. The 
cabinet has a sub-frame that is constructed of stainless 
steel tubing wrapped with polypropylene plastic. All 
cabinet walls and surfaces are fabricated from fire- 
retardant polypropylene sheet. The rotary sleeves that 
allow for horizontal rotation of the cavity during 
processing and serve as a primary seal. The rotary 
sleeves, cavity holding frame and the cathode were 
purchased from industry [8]. All other tooUng was 
designed and built at Jefferson Lab. 

System Features 
The Jefferson Lab EP processing system. Figure 1 and 

2, is designed with the following features: 
• Fully automated controls - programmable 

logic controller with a personal computer 
interface 
Processing horizontally while rotating 
Rinsing horizontally while rotating 
Eh-aining vertically for the electrolyte and 
rinse water 
Straight aluminium cathode with electrolyte 
fill ports located at cell centres 
Tooling variable up to a 60 inch cavity length 
Direct current power supply rated at 50 volts 
and 600 amperes 
Onboard chemical sump that holds 70 gallons 
of electrolyte and an onboard heat exchanger 
Six ton chiller for electrolyte temperature 
control 
An integrated CO2 fire suppression system 
that covers all compartments 

The following are programmed steps for a typical 
cavity process run: 

Lock door and start nitrogen leak test 
Cavity nitrogen purge 
Filter/mix acid 
Rotate cavity 
Fill/overflow cavity 
Sweep voltage 
Start polishing 
Stop polishing 
Tilt to vertical and drain 
Tilt to horizontal and rinse 
Rinse to Resistivity and pH 
Tilt to vertical and drain 
Tilt to horizontal and unlock doors 

Figure 2. Three Cell 700 MHz Cavity Installed in the 
EP Tooling. 

EARLY TEST RESULTS 
During commissioning of the EP systems, a 700MHz 

three-cell cavity was processed to test system 
functionaUty and gain understanding of the control 
system operability. This cavity was processed for 5 Vi 
hours at 350 amperes and 25-40 volts. The material 
removal as determined by ultrsonic thickness gauging 
averaged over four samples at each of seven locations 
along the cavity. The material removal for fliis cavity was 
quite uniform with the equators having approximately 
20% less material removed then the beam-tubes. A visual 
inspection of the cavity showed a smooth interior surface 
that was bright but not shiny. This cavity was not RF 
tested. 

Two additional cavities were prepared for processing, 
both high-P (HB) prototype cavities built at Jefferson 
Lab. One of these HB cavities (Figure 5) was modified to 
allow for small niobixim buttons (HB-button) to be 
inserted at various locations. The second HB prototype 
cavity (HB-proto) will be used for feedback of RF 
performance as a fimction of flie process parameters used. 

During processing of the HB-button cavity several 
leaks occurred at the button locations, forcmg the run to 
be ended early. The current was increased up to the 600 
amperes and approximately 30 volts during this test and 
buttons were removed for inspection. 

The HB-proto cavity was also processed for four hours 
at approximately 445 amperes and 18-20 volts. After 
processing a visual inspection of each end of the cavity 
interior surfaces showed a difference in appearance from 
one end to the other. This cavity was then high pressure 
(HP) rinsed for three hours in the production cleanroom. 
The cavity was dried over night and all test flanges 
assembled with the exception of the evacuation flange. 
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Figure 4. Current-Voltage Curve Taken After Two 
Hours Into The EP Run. 

The cavity was HP rinsed six more hours before 
assembly of the final flange and evacuation. It was then 
vacuum baked for 44 hours at 100°C and inserted into 
vertical dewar for RF testing. Figure 3 shows the test 
result from this cavity with the limitation of a thermal 
quench at 22.5 MV/m. Figure 4 shows the current- 
voltage curve taken after two hours into the run and the 
operating point for the run. A current-voltage curve was 
also taken at the beginning of the run before the 
electrolyte temperature was at 34°C. This curve did not 
show the rapidly increasing potential area where process 
cuirent increases slowly. 

Figure 5. HB-button Cavity Installed Into The Cavity 
Tilt/Rotation Tooling. 

CONCLUSION 
In parallel with production processing of high-P 

cavities, further process optimisation and understanding 
will be pursued. In particular, surfaces roughness, current 
density and surface chemistry will be examined at iris, 
equator, and sidewall locations. The HB-proto cavity 
(Figure 1) will be alternately processed by EP and BCP 
and RF tested for comparative evaluation of performance 
and superconducting parameters. Although existing 
studies indicate that hydrogen absorption will not be a 
problem [9], we will verify this through RF testing for the 
absence of Q-disease. 
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GRADIENT OPTIMIZATION FOR SC CW ACCELERATORS* 

W. J. Schneider^ P. Kneisel, C. H. Rode and the Jefferson Lab SRF Staff 
Jefferson Lab, 12000 Jefferson Avenue, Newport News VA 23606, USA 

Abstract 
The proposed rare isotope accelerator (RIA) 

design consists of a normally conducting radio frequency 
quadruple (RFQ) section, a superconducting (SC) drift 
tube cavity section, a SC elUptical multi-cell cavity 
section and two charge strippers with associated charge 
state selection and beam matching optics. The SC 
elliptical section uses two or three multi-cell beta cavity 
types installed into cryomodules to span the energy region 
of about 84.5 MeV/nucleon up to 400 MeV/nucleon. This 
paper focmes on the gradient optimization of these SC 
elliptical cavities that provide a significant portion of the 
total acceleration to the beam. The choice of gradient 
coupled with the cavity quality factor has a strong affect 
on the overall cost of the accelerator. The paper describes 
the optimization of the capital and operating cost 
associated with the RIA elUptical cavity cryomodules. 

1. INTRODUCTION 
Last May [1] a workshop at Argoime National 

Laboratory (ANL) reviewed the design of a 
superconducting (SC) ion Unac driver for a proposed rare 
isotope accelerator (RIA). The driver for RIA was 
originally outUned m 1999, updated at an earlier 
workshop in 2000 and formally costed for the Harrison 
Review on behalf of National Science Foundation (NSF) 
in 2001 [2,3]. Requirements for RIA are to produce and 
accelerate ions over the full mass range from protons to 
uranium up to 400 MeV/u. The continuous wave (CW) 
beams produced are to have at least 100 kW up to a 
maximum of 400 kW of beam power. The machine is to 
be able to irradiate two targets simultaneously and 
produce a beam spot size of less than 1 mm wide on 
fragmentation targets. The elUptical portion of the super- 
conducting Unac (SCL), discussed here, contains eighteen 
(18) beta (p) 0.47 cryomodules, twenty-three (23) p 0.61 
cryomodules and seven (7) p 0.81 cryomodules for the 
Michigan State University (MSU) design and fifteen (15) 
P 0.47 cryomodules, twenty (20) p 0.61 cryomodules and 
seven (7) p 0.81 cryomodules for the Argonne National 
Laboratory (ANL) design [4, 5]. ANL is also 
investigating another low frequency option. The cavities 
are currently designed for a peak gradient of 27.5 MV/m 
with a cavity quaUty factor (go) of 5.0 lO' at 2.1 K. 
Raising the peak gradient while maintaining the cavity 
quality factor, Qo allows one to reach the desked machine 
energy with fewer modules and a concomitant reduction 

in overaU length, but reqxures additional RF power and 
refrigeration capacity to counter the increased cavity 
power dissipation. For pulsed accelerator like SNS and 
TESLA with low duty factors, one can afford to push the 
peak gradient (E^ much higher. The SNS P 0.81 
cavities are being pushed to 35 MV/m while TESLA is 
working at 45 MV/m. The cryomodule (CM) is based on 
the CEBAF CM with improvements borrowed from LHC, 
TESLA, SNS and the JLab 12 GeV upgrade and uses the 
frequency scaled KEK fimdamental power coupler (ETC). 
Figure 1 is the elevation view of tiie p 0.81 CM, while 
Figure 2 is the flow schematic. 

Figure 1. High Beta Cryomodule 

•Work snjpoited by US DOE Contract No. DE-AC05-84ER40150 
schneide4@coxjiet 

Figure 2. Flow Schematic 

The refrigerator produces a 3 bar, 4.5 K stream, 
which feeds two Joule-Thompson (JT) valves in paraUel. 
The first supplies a small sub-cooler in the CM and then 
cools the cavity. The second feeds the power coupler 
outer conductor. The CM shield is cooled by a 4 bar, 35 K 
stream, which first cools the supply transfer Une (TL) 
shield, then the CM shield, and finally the return TL 
shield before returning to the refrigerator at 52 K. The 
bayonet design permits replacement of a CM in less than 
a day if needed without warming up the entire Unac. In 
the ten years since the initial CEBAF cooldown, the 
linacs have never been warmed and only four CM have 
been replaced during scheduled accelerator shutdowns. 
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The relevant parameters for low, medium and 
high beta cavity cryomodules are given in Table 1. 

Table 1. CM Baseline Parameters/ 4 cavities per CM 
Beta 0.47 0.61 0.81 
Slot lengfli 
CM length 
Ea Gradient 

Qo 
CM cost 

6.34 m 
4.74 m 
8MV/m 

5.0 10' 
$1300k 

7.00 m 
5.4 m 
10.1 
MV/m 
5.0 10' 
$1350k 

7.891 m 
6.291 m 
12.3 
MV/m 
5.0 10' 
$1400k 

The costs indicated are in 2003 dollars and 
assume scaling from SNS experience. Note that for the 
27.5 MV/m peak gradient, the current design for p 0.47, 
0.61 and 0.81 is respectively Eacc 8, 10.1 and 12.3 
MV/m. As E peak increases, Eacc scales. For example, at 
an E peak of 32.5 MV/m Eacc is respectively 9.5, 12 and 
14 MV/m. For purposes of this optimization, the average 
gradient of 10.1 MV/m is equivalent to an Ep^ak of 27.5 
MV/m i.e we will use the P 0.61 cavity, the most common 
cavity as a baseline. 

2. HEAT LOADS 
There are three sources of heat that govern the 

cryomodule primary circuit power dissipation. The first is 
the static heat load, associated with the bore tube, power 
couplers, tuners, bayonets, etc. The cavity dynamic heat 
load is made up of two components - the tenqjerature 
independent resistance caused by localized resistive areas 
where defects, impurities or surface dirt affect the SC 
properties; and flie temperature dependent surface 
resistance or the Bardeen, Cooper, and Schrieffer (BCS) 
theory, which is due to unbound Cooper Pairs of 
electrons. In the earlier work [6] discussing cavity 
optimization, the following approximations were used for 
total power in W/m: 

P total = P static + P res + P bcs (W/m) 
Ptotal = 8/(f/500)"' + EV380(f/500)»' Qres + E^ 
(f/500) •' 0.0000223 Bxp^''-^''^/380280T(W/m) 

Where f is frequency in MHz, E is accelerating gradient 
in V/m, T is absolute temperature in Kelvin and Qres is 
the temperature independent resistive conqjonent of 
cavity losses. [Q=g/R, g = geometry factor ~ 200 Ohm] 

The change in refiigerator efSciency as a 
fiinction of temperature is factored into the overall heat 
load, as shown on figure 3. At 4.4 K one can achieve 30 
% of Camot \n1iile below 1.8 K the efiBciency is less than 
half of fliis value. As reported previously [7], there is a 
significant shift in go the quality factor across the 
Lambda line at higher gradients as a result of the slope in 
go vs. Eacc above Lambda. This change is attributable to 
the heat transfer associated with the superfluid. To 
account for this shift go in the optimization, the Qres is 

reduced by a factor of three once the ten^jerature exceeds 
Lambda to match experimental results shown in figure 4. 
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Figure 3 Refiigerator Efficiency 

Linac capital cost consists primarily of the 
tunnel, cryomodules, RF, and cryogenics, while the 
operating cost consists primarily of the RF and 
cryogenics. The tunnel and cryomodule cost vary as 1/G 
(Gradient). The total RF power increases proportional to 
G and therefore its operating cost since tins is a low 
current accelerator, but the number of RF systems 
decreases as 1/G. Therefore we will model the RF capital 
cost as a constant. The dynamic refiigeratioh wattage 
varies proportional to G; for CW machine above a 
gradient of 5 MV/m this is the predominant load. The 
capital and operating cost for the refiigerator vary to the 
0.7 and 0.85 power of total wattage respectively. 

3. DISCUSSION 
A typical go versus accelerating gradient for a p 

0.47 RIA cavity recently measured at JLab is shown in 
figure 4. At 2.1 K this curve drops from 15 to about 4 E 
09. As the temperature increases over lambda the go 
drops by a factor of two to three. We know the optimal 
temperature for cavities operating at 805 MHz is 2.1 K. 
Figure 5 shows this temperature optimization for a cavity 
with a go 5.0 10* at 2.1 K, the base line design. 

6 C«I|E cavity RIA6-1 ^=0.47 
QiVS.E^ 

I  *T-4.aK     •T-2.6K     ♦T=Z.«      ^l^lSt     ■T.2.ig< *T-1.Ba<     •T-1JK 

E«IMVMi] 

Figure 4. p 0.47 Gradients vs. go Performance 
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The assumed baseline costs, scaled from CEBAF 
to the RIA accelerator [8] for the refrigerator is $40 
million, RF is $21.1 million , cryomodule is $ 70.9 M 
and tunnel is $ 15 M. Operating costs for the refrigerator 
over a ten year period are 49 million and RF is 8.4 
million. As the temperature increases the refrigerator 
efficiency increases from 12 to 30 %; this together with 
the l/T effect generates another minimum above Lambda. 
It is believed that above Lambda and above 15 MV/m 
peak there is severe turbulence and therefore the RF 
system will require large amounts of power to 
compensate for microphonics. Suffice to say that cavities 
at higher frequencies, greater than 800 MHz, the optimum 
is below lambda. 

Normalized Capital & Operating Cost 
10 MV/m 805 Mhz QO = 5 E 09 @ 2.1K 
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Figure 5. Temperature optimization at baseline 

capital & ops Cost as tunctlan or Gradent 
<a»=s*io^ 

Eacc 

[—Capital—lOyrOps    Sum| 

Figure 6 Optimization for go 5 E 09 @ 2.1K 

The optimizations show a minimum in capital 
cost for a given gradient at a particular go- This minimum 
shifts to a higher gradient as the go improves. With a go 
of 5 E 09 the optimum is 10 MV/m, the design for the 
RIA project. As go increases to 10 E 09, the optimum 
shifts to a gradient of 14 MV/m. The higher value would 
represent an E peak of 37.5 MV/m, a major challenge. 
The overall cost of the project, for both capital and 
operating, decreases as the go is improved. Referring to 

figures 6 and 7, as the go increases from 5 to 10 E 09 at 
10 MV/m, equivalent to the 27.5 MV/m peak, the capital 
costs decreases from 147 M$ to 132 M$ and the operating 
cost decreases from 58 to 36 M$ during the 10 year 
operating period. This is a net saving of 37 M$. 
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4. CONCLUSION 

As shown above, the cost optimised gradient for 
an accelerator like RIA is determined by the achievable 
Q-value at the design gradient. Inq)roving the Q-value 
from the present design value of 5 E 09 at a peak surface 
field of E peak = 27.5 MV/m to a value beyond 1 E 10 
will significantly reduce the construction and operating 
costs. Therefore improvement of the Q-value at high 
gradients through proven techniques must become the 
primary focus of the cavity R&D program. 
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MECHANICAL CAVITY DESIGN FOR lOOMV UPGRADE 
CRYOMODULE* 

K. M. Wilson^ E. F. Daly, J. Henry, J. Hogan, D. Machie, J. Sekutowicz, T. Whitlatch 
Thomas Jefferson National Accelerator Facility, Newport News, VA 23606 

Abstract 
To achieve up to 6 GeV, each cryomodule in the 

CEBAF accelerator currently provides about 30 MV of 
acceleration. To raise the accelerator energy to 12 GeV, 
ten additional cryomodules, each capable of providing 
over 100 MV of acceleration, are required. A prototype of 
the 100 MV cryomodule has been designed, is presently 
under construction, and will be completed in 2004. This 
prototype cryomodule comprises two new cavity designs, 
four cavities of the low loss design and four cavities of the 
high gradient design [1,2]. 

Although the cavity shapes were designed for their RF 
properties, the mechanical impUcations must be 
considered. In addition to the new cavity shapes, changes 
have also been made to the cavity end dish assemblies, 
weld joints, and stiffening rings. This paper will present 
the results of the stress and vibration analyses used for 
designing the cavity string. 

STRESS ANALYSIS 
Two critical load cases were examined, one for the 

warm cavities and one for the cold. The highest stresses in 
the cold cavity will result from the superposition of tuning 
and pressure loads. The cavity may be displaced outwards 
by as much as 2 mm during tuning, placing the cavity in 
tension; in theory, this could coincide with a pressure load 
of up to 4 atmospheres in case of system failure. 

For the warm cavity, the greatest stresses will most 
likely occur during alignment. The cavities are held just 
outside the end cells and force is applied to the beam pipe 
flange to bring the beam pipe into alignment for 
assembly. 

Model Description 

During the course of the cavity design, several different 
configurations were considered and analyzed for both the 
low-loss (LL) and high-gradient (HG) cavities. Figure 1 
reflects the final design of the low-loss cavity. 

For the analysis of the cold cavity, a two-dimensional 
part was meshed with axisymmetric parabolic elements. 
As shown in Figure 1, blue elements are titanium, red 
elements are niobium-titanium, and green elements are 
RRR niobium. 

For the warm analysis, only the beam pipe was modeled 
(Figure 4) since it was assumed the cavity would be fiiUy 
fixed just outside the cells and oiily the beam pipe would 
deform. A half-model was used and meshed with 
parabolic solid elements. 

inrv^'^'v^rv^^^^ 

Figure 1: Low loss cavity mesh 

Material Properties 
Material properties used in the models are shown in the 

tables below. 

Table 1: Material Properties of Niobium [3,4,5,6] 
Property 

Modulus - 
Room Temp 

SI Units English Unit^- 
1.03E+llPa 1.49E-K)7psi 

Modulus- 
CryoTemp 

1.23E+llPa 1.79 E+07 psi 

Poisson's 
■Ratio" "•■■■■> ■■^■r.l'^ 

0.38 

Density 8.58E-03 
g/mm^ 

0.31 
Ib/in^ 

Yield-RT 4.83 E+07 Pa 7.0 ksi 
Yield-Cryo 5.77 E+08 Pa 83.7 ksi 

Table 2: Material Properties of Titanium [7] 
, ?,:>Pr6pfeirty Vyi 
Modulus- 
Room Temp 

73r;SItJhit!S-'^5A- iSi^ishlMts V 
1.02E+llPa 1.48 E+07 psi 

Modulus- 
Cryo Temp 

1.25E+llPa 1.81 E+07 psi 

Poisson's 
Ratio-RT 

0.338 

Poisson's 
Ratio-Cryo 

0.305 

Density 4.51E-03 
g/mm'' 

0.163 
lb/in' 

* Supported by us DOE Contract No. DE-AC05-84ER40150 
*kwilson@j lab.org 

In the absence of data on the cryogenic properties of 
niobium-titanium, an assumption was made that the 
modulus would follow the same trend as niobium and 
titanium and increase by about 21% over the room 
temperature modulus. 

0-7803-7738-9/03/517.00 © 2003 IEEE 2866 
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Table 3: Material Properties of Niobium-Titanium 
Property SI Units English Units 

Modulus - 
Room Temp 

7.31E+10Pa 1.06E-K)7psi 

Modulus - 
Cryo Tenq) 

8.83E+10Pa 1.28E-K)7psi 

Poisson's 
Ratio 

0.38 

Density 6.36E-03 
g/mm' 

0.23 
Ib/in^ 

Boundary Conditions 

For the cold cavity, a 2 mm outwards deflection was 
applied to one of the dished heads on the cavity model 
while the other was held fixed, representing the mayitnnm 
displacement during cavity tuning. In addition, a 4- 
atmosphere pressure load, the maximum failure load the 
cavity could experience, was applied to the outside of the 
cavity. (The operational pressure load is actually much 
lower, only 0.034 atmospheres.) 

2 mm displacement 

,^ 

m js^Wy,  ^'WV   ifW>,   ,<W; 

■   If   T'   " 
1 j<'«^y.   ><'•').   i 

i!J> 
\ *," .-ITJtT 

^   ,,>^,\Viai(7/;.^,^ 

-■^w l; L 
Figure 2: Loads on cold cavity 

For the warm cavity, the primary concern was stress 
and plastic deformation from alignment, which might 
cause distortions in the field. The half model shown in 
Figure 4 was restrained m its plane of symmetry and fully 
fixed at the end adjacent to the cavity. The beam pipe 
flange was displaced vertically 1.5 mm and rotated 
sUghtly as mdicated by the arrows in Figure 4. This was 
the largest estimated displacement of the flange during 
aUgnment. 

Results 
On the cold cavity, the greatest stress is at the 

intersection of the stififener and the end cell, as shown in 
Figure 3. The yield strength of niobium under cryogenic 
conditions is about 84 ksi. The maximum Von Mises 
stresses in this area are imder 20 ksi. 

For the warm cavity, the maximum alignment stresses 
occur due to bending in the beam pipe. Since the analysis 
involves plastic deformation of the material, the stress- 
strain relationship is no longer linear. Figure 4 therefore 
shows the strains, which are proportional to the 
deflection, rather than the stresses, which are dependent 
on the stress-strain graph of the particular material. 

Figure 3: Low Loss - 2 mm deflection + 4 atm load 

The ultimate tensile strength of niobium is much 
smaller warm than cold, about 20 ksi [8]. The stress-strain 
properties of this particular material are still being 
investigated. Graphs of typical niobium properties show 
that, for the worst-case material located. Mure (i. e., 
ultimate tensile strength) would occur at 0.026 m/in of 
strain. With the given deflections, the maximum Von 
Mises strains in the cavity beam pipe are about 0.007 
in/in. 

1.5 mm vertical 
+ 0.5 mm axial 

1.5 mm vertical 
+ 0.5 mm axial 

Figure 4: Alignment strains 

NORMAL MODES ANALYSIS 
The natural frequencies of the cavities are of interest as 

any external vibrations which operate at the same 
frequencies as the natural frequencies could induce 
system resonance, an undesirable condition. 

Model Description 

Both the high gradient and low loss cavities consist of 
seven cells with stiffeners between them. Additional 
stiffeners connect the end cells to the end dishes on each 
end. At both the axis and equator of each cell, weld preps 
result in somewhat thinner material, and this was included 
in the model. 

A full three-dimensional model of the cavities only 
(without beam pipes) was meshed with paraboUc shell 
elements. Elements shown in green are niobium and 
elements in red are the niobium-titanium end dishes. 

The material properties used are shown in Tables 1 and 
3, above. 
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ace* 
Figure 5: Shell mesh on high gradient cavity 

Boundary Conditions 

The stiffnesses of both the high gradient and low loss 
cavities were determined, usmg both room temperature 
and cryogenic material properties, to verify that these 
correlate with the natural frequencies. A nominal load of 
100 lb was applied to one end of the cavities and the other 
was held fixed to determine the resulting deflection. The 
spring constant was calculated from this. 

The fimdamental frequencies of the cavities were then 
determined with both ends fully fixed. 

Results 
The cavity stiflSiesses are more strongly influenced by 

the temperature of the cavities than by the difference in 
shape between the high gradient and low loss cavities, as 
shown in Table 4. 

Table 4: Cavity Spring Constants (lb/in) 

Room Temp. Cryogenic 
High Gradient 32,400 38,900 
Low Loss 32.500 39,000 

The stifl&iesses are also largely driven by the location of 
the stiffeners. For comparison, at room tenqjerature the 
spring constant of a low loss cavity with no stiffeners is 
8,000 lb/in and of the high gradient cavity with no 
stiffeners is about 17,000 lb/in. The addition of stiffeners 
increases the spring constants of both cavity designs 
several times, to about the same value. 

The fimdamental frequencies of the cavities are shown 
in Table 5. The second and third bending modes are 
significantly higher, as expected; for a beam, the natural 
frequency of the second bending mode is nearly three 
times higher than the first mode and the third mode is 
about five times higher. These are shown in Table 6. 

Table 5: Cavity Frequencies, First Mode (Hz) 

High Gradient 
Low Loss 

Room Temp. 
114 
112 

Cryogenic 
125 
123 

In addition, an axial mode exists between the second 
and third bending modes. 

Table 6: High Gradient Cavity Frequencies (Hz) 

Room Temperature 
Cryogenic 

Second Mode 
285 
312 

Third Mode 
494 
541 

For comparison, hand calculations (assuming the cavity 
can be treated like a beam) for the high gradient cavity at 
room temperature give the first three bending modes as 
99,270, and 530 Hz. 

Figure 6: Fundamental mode of high gradient cavity 

CONCLUSIONS 
The current cavity design meets sfress and frequency 

requirements, and manufacturing of the prototypes is 
imderway. 

Efforts to verify these anal3rses experimentally are 
ongoing. Tests on other cavities suggest that alignment 
within these limits will not damage the cavities and has a 
minimal effect on field flatness. Tests of the cavity 
stifi&iesses and natural frequencies are currently bemg 
performed on a prototype high gradient cavity, with 
similar tests planned for the low loss cavities in the future. 

Plans for future analyses include a study of the effects 
of Lorentz force detuning. 
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COMMISSIONING-RESULTS OF THE REX-ISOLDE LINAC* 

S. Emhofer, F. Ames, J. Cederkall, D. Habs, O. Kester, K. Rudolph, Sektion Physik der LMU, 
Miinchen, Germany 

T. Sieber, CERN, Geneva, Switzerland 

Abstract 
At REX-ISOLDE at ISOLDE/CERN radioactive ions 

are post accelerated with a 10 meters linac for 
experiments in nuclear-, astro- and solid state physics. For 
the efficient acceleration to energies between 0.8 and 2.3 
MeV/u the principles of charge breeding of radioactive 
ions by an electron beam source was introduced at REX. 
The linac in its current stage consists of a 4-rod RFQ, a 
20-gap IH drift tube cavity and three seven-gap splitring 
resonators. It is able to accelerate up to a mass to charge 
ratio of 4.5. 2002 has been the first year of nuclear 
physics experiments with REX-ISOLDE. The 
experiments done so far usiag Coulomb excitation and 
particle transfer reactions require good beam quality at 
the two target stations. Therefore commissioning 
measurements of the linac were made and are still being 
done. The results of those measurements will be presented 
showing the current energy spreads and radial emittances 
of the different cavities. 

INTRODUCTION 
2002 was a successfiil year for REX-ISOLDE as 

several experiments took place with different accelerated 
Mg-, Na- and Sm- and Li-isotopes. The beam energy 
range of those beam times was starting from 300 keV/u 
for implantation using just the RFQ up to 2.3 MeV/u 
using the RFQ, buncher, IH-cavity and all three 7-gap 
resonators. As an experience of the different beam times 
it had also been discovered how sensitive the system is on 
small changes of amplitude and phases of the different 
cavities. The requirements at the target are to deliver the 
fall beam through a 3 to 5 mm aperture on the target. 
Losses had to be minimized and the beam size reduced. 
Therefore one had to focus mainly on a smaller energy 
distribution of the beam in front of the bender. The energy 
dispersion could otherwise lead to a broad beam in Ihe 
dispersive plane which can result in an activation of the 
target edges. This paper focuses on the recent 
measurements on the first part of the linac namely the 
RFQ, the buncher and the IH-cavity. 

MEASUREMENTS OF THE 
SEPARATOR'S EMITTANCE 

In order to examine the beam quality in front of the 
linac emittance measurements in front of the RFQ were 
done. Two EBIS operation modes have been tested, one 
with highly charged ions from residual gas and one using 
He-ions to reach higher beam currents needed for 
emittance measurements of the linac at higher energies. 
The emittances with ions from residual gas falfil very 

well the expected values with a transverse phase space of 
10 n mm mrad m x-direction and 15 it mm mrad in y- 
dkection. The emittances measured with higher currents 
have grown due to flie fact that one had to saturate the 
EBIS electron beam with helium to get enough current for 
the high energy emittance measurements. Therefore the 
transverse phase space increased to 35 7t mm mrad in x- 
direction and 90 n mm mrad in y-direction. 

MEASUREMENTS ON THE MATCHING 
SECTION 

A very sensitive region regarding the beam quaUty is 
the matching section between the REXRFQ and the IH- 
cavity. After being accelerated from 5 keV/u to 300keV/u 
by the RFQ a re-bimcher is needed to match the phase- 
space to the phase acceptance of the IH-cavity of ±8°. 

Beam energy spreads 
The RFQ itself is rather uncritical as the amphtude is well 
known and its phase is the reference for the other cavities. 
The energy spread was measured to ±1.5% in agreement 
to PARMTEQ calculations and recent measurements 
[1,2]. A more detailed analysis had to be done regarding 
the buncher's properties. As the rf-low level-system was 
modified several times the buncher had to be re-caUbrated 
in phase and amplitude. By using the 0° accelerating 
phase and acceleration at different power levels we could 
gain an effective shunt unpedance of 19.9 MQ/m, which 
is in good agreement with the results from low level 
measurements [3]. Measuring the energy-spread of the 
buncher at different power levels which correspond to 
certain effective voltages one received a curve shown in 
figure 1. Just in the range from about 10 to 40 kV 
effective resonator voltage there is a discrepancy due to 
the energy resolution of flie bending magnet, which is 
about 0.4-0.6% for a 1mm slit m front of the magnet. The 
shape of the energy-curves for different buncher power- 
levels is shown in figure 2. The typical three peak shape 
of the RFQ energy distribution is preserved. The ideal 
injection condition for the foUowmg IH structure is the 
curve vsdth a tank loop level (A^) of 1.42V which 
corresponds to an effective bimcher voltage of 70kV for a 
mass to charge ratio of four. One can see that the buncher 
broadens the RFQ energy distribution and shifts the 
maxima slightly. In order to get a more realistic 
sunulation, the RFQ beam energy distiibution has to be 
taken into account regarding simulations of the 
longitudinal emittance for the other cavities behind the 
buncher. 

*This work has been supported by the BMBF 
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Emittance measurements of the matching 
section 
Emittance measurements of the linac took place at the 
20°-beam line of the REX-ISOLDE linac. As the energy 
spread is increasing the x-emittance values due to the 
bending magnet's dispersion, one should concentrate on 
the values in flie non dispersive plane (y). The normalized 
y-emittance of the RFQ was measured to 0.16 7C mm mrad 
and of the buncher to 0.17 jc mm mrad. So there is no 
significant emittance growth in the re-buncher. 

*   Energyspread Measurement 
■— Energyspread in Theory 

20 40 

effective bunctier voltage [l<V] 
Figure 1: The measured energy spread of the buncher in 
dependence of effective voltage levels  compared to 
simulation results. 

RFQ 
Bun ATank 1,02V 
Bun ATank 1,42V 
Bun ATank 1,80V 

S    3,00E-011 

—    2,00E-O11 

voltage of 4.05MV meaning an effective voltage in the 
gaps of 4.16MV for the maximum A/q-value of 4.5. The 
difference of those two values is used for re-bunching 
using the KONUS-beam dynamics [4]. 

Tuning of the proper amplitude and phase 
The main goal for the IH-drift-tube-cavity was to set 

the proper phase and amplitude. Therefore simulation 
calculations with different phases and amplitude levels for 
the IH were done using the LoraSR computer code [4]. 
The bunch of results has been compared to measurements 
of energy spectra from the IH-cavity. The proper IH 
amplitude was mainly set by reducing the amplitude of 
the IH until the energy spread of the beam was reduced to 
the expected value. Figure 3 shows the simulation for 
95% of the IH-voltage amplitude and the suiting 
measurement-curve. The upper edge of this curve is in 
well agreement with the LORASR calculations. 

-1,00E.011 
300 305 

Beam Energy[keV/u] 
310 

Figure 2: The energy-distribution of the RFQ beam 
compared to the one of the beam with different power 
levels of the buncher. 

MEASUREMENTS ON THE IH-DRIFT 
TUBE CAVITY 

The m-cavity is the booster accelerator of REX- 
ISOLDE accelerating the bunched beam from the RFQ- 
energy of 300keV/u to an energy of max. 1.2MeV/u. 
There are 20 gaps which produce an effective acceleration 
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1.20E-012 

1,00E-012 

£• 8,00E-013 

I 6,00E-013- 

4,00E-013- 

2,00E-013 

0,00E+000 

buncher with 65kV effective voltage; 
tank loop IH{ATank)=1.85V) 

V^^^lA4, 

25 

20- 

>»   15 

(0 
C 
(D 

1,08  1,10  1,12   1,14   1,16  1,18   1,20   1,22 

energy [MeV/u] 

buncher effective 65 KV; amplitude IH 95% 

1,08  1,10   1,12  1,14  1,16   1,18  1,20  1,22 

energy [MeV/u] 
Figure 3: The measured energy-spread of the IH at a tank 
loop voltage of 1.85V compared to theory for 95% of 
amplitude. 

With those measurement it could be proved that 1.95V of 
tank loop amplitude is the proper operation mode for the 
IH at a mass to charge ratio of 4. This level is reached 
with 43kW rf-power. The resulting absolute shunt 
impedance was calculated to 330 Mfi/m and is in exact 
agreement with results from X-Ray measurements of the 
gap-voltages and low level measurements. There one 
obtained 300 to 330 MQ/m [5]. With this amplitude 
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energy-distributions at different phase settings where 
measured and compared to theoretical ones. The proper 
phase was identified. The energy-spectra and the 
calculated spectra at the optimal phase are shown in 
figure 4. They agree very well in width and in the overall 
shape. At the proper phase (0°) the measured energy 
spread is ±0.8% while firom calculations it was expected 
to be ±1%. The energy spreads at different phases agree 
well over the fiill measurable range. Figure 5 shows the 
energy spread over a phase range of more than 40°. First 
analysis of this discrepancy led to the following 
explanation: The simulations were done using waterbag 
distribution of particles in all three phase spaces (6-d). In 
reality the longitudinal emittance is injected into the IH- 
structure does not coincide with a waterbag distribution, it 
is filled less at the edges. This can be concluded fi'om the 
shape of the energy distribution in figure 2. Calculations 
using the simulation results of the longitudinal emittance 
fi-om the RFQ and the matching section Avill be carried 
out in the next step to proof the agreement with the 
measurements. 

1,00E-011 

8,00E-012 

^ 6,00E-012 

"55 
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0 degree from normal input 
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energy [MeV/u] 
1,26 

Figure 4: In the upper part of the figure the measured 
energy-spectra of the IH-cavity is shown, in the lower 
part the simulated one. 

Emittance measurements 
Beam emittances fi-om the IH-structure were abeady 
taken last year, but at that time the amplitude was not 

tuned properly which was resulting in a large emittance 
growth. At that time the normalised emittance was 
measured to 0.27 n mm mrad which would mean an 
emittance growth factor of 1.6 within the IH-cavity. The 
following measurements carried out at known phase and 
amplitude will be done together with the measurement of 
the other cavities in the following beam period in 2003. 
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measurement 

»-^ 

-20 -10 10 20 

Phase compared to usual injection phased] 

Figure 5: The measured energy-spread of the IH 
compared to theory in dependence on the phase. The 
proper phase is marked at 0°. 

The emittance measurement device will be placed at the 
zero degree beam line to be able to measure the x- and y- 
emittances without the dispersion problem of energy 
spread being transformed into radial emittance. One 
expects an emittance growth factor less than 30% 
comparing with the exit emittances fi-om the buncher. In 
the following run the commissioning of the RFQ, 
buncher, IH-cavity and 7-gap resonators will be finished. 
This year experiments are scheduled in July and 
September/October accelerating different Na- and Mg- 
isotopes with the new improved beam quality. In between 
the radioactive beam experiments a new 202.56 MHz 9- 
gap cavity will be installed to energy upgrade the REX- 
ISOLDE linac. With it one will be able to reach a beam 
energy of approximately 3.0 MeV/u. 
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AN ENERGY UPGRADE OF THE REX-ISOLDE LINAC* 
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Abstract 
In 2002 the dominant experiment at CERN/ISOLDE 

was REX-ISOLDE. The LINAC deUvered beams of 
radioactive isotopes at energies of 0.3, 2 and 2.2 MeV/u 
towards the two target stations. E>ue to the charge state 
breeder very different mass regions of the nuclear chart 
could be addressed from Li to Sm. In order to perform 
Coulomb excitation and particle transfer experiments in 
the mass region up to A = 150, an energy of the LINAC is 
required, which is foreseen in two steps. The first step of 
the upgrade to 3.1 MeV/u will be done by using the 
MAFF 202.56 MHz IH-cavity. The second step to 
energies close to 4.2 MeV/u will be a mayor change of 
the LINAC structure. There two 7-gap spiral resonators of 
REX-ISOLDE will be exchanged by a 202 MHz IH- 
cavity. Design calculations, cavity design and first 
measurements with the cavity dedicated for the first step 
of the upgrade will be presented. 

INTRODUCTION 
The radioactive beam experiment REX-ISOLDE at 

ISOLDE/CERN deUvers post accelerated radioactive ion 
beams with a variable energy between 0.8 and 2.2 MeV/u 
[1]. In order to address many nuclear physics aspects, the 
full variety of beams available at ISOLDE should become 
accessible as accelerated beams for experiments. The 
method of charge state multiplication, which was 
introduced for the first time at REX-ISOLDE allows to 
access the different regions of the nuclear chart [2]. The 
charge-state breeder defines the time structure of the 
beam delivered to the LINAC and it adjusts the A/q of the 
ions below 4.5. The higher charge states of the radioactive 
ions allow a moderate size of the accelerator. 

In 2002 first experiments with radioactive nuclear 
beams have been carried out with, REX-ISOLDE. Beams 
have been delivered to the y-detector array MINIBALL 
and to small experiments in the second beam Une at a 
maximum energy of 2.3 MeV/u. In addition the 
commissioning of the LINAC has been performed in 
order to improve the beam quality and to reduce the beam 
energy spread [3]. It has been demonstrated that ions with 
masses up to A=150 could be accelerated vsdth an overall 
efficiency of 2-3% from the ISOLDE target to the 
MINIBALL target. Until now the REX-ISOLDE LINAC 
could accelerate charge bred ions of ^^Na - ^*Na and 'Li 
to 2.3 MeV/u with a transmission through the LINAC of 
about 75%. In the beam time vnth '"Mg the beam could 
be delivered with smaller energy spread at 2.2 MeV/u and 
could be focussed through the target aperture of 5 mm. 
Slightly lowering of the final energy and adjustment of 
the 7-gap cavities 2 and 3 to negative synchronous phases 

•supported by the BMBF and the DFG 

the best longitudinal beam quality could be reached so 
far. For the Lithium run the second beam Une was 
installed in the target area. With the successful 
acceleration of'Li^'^ to 2.3 MeV/u, REX-ISOLDE proved 
for the first time operation at the maximum A/q of 4.5 
above design energy. 

Towards the energy upgrade of REX-ISOLDE and flie 
planned acceleration of isotopes in the mass range of 
Uranium fission products, measurements have been taken 
to test the breeding efficiency of the EBIS in the vicmity 
of A=150. Therefore, a '"Cs beam from the test source of 
REXTRAP was injected into the EBIS. The acceleration 
tests performed so far had to be been done with '^'Cs^^^ 
(A/q=4.16) at a breeding efficiency of about 1%. Earlier 
measurements with Cs have shown a maximum charge 
state at 32+ for a breeding time of 160 ms. 

THE ENERGY UPGRADE 
To use the full range of isotopes from ISOLDE for 

nuclear physics experiments with Coulomb excitation and 
transfer reactions, higher beam energies are required. An 
increased energy of approx. 3 MeV/u allows studies of 
nuclear reactions up to mass A=85 on deuterium targets. 
A beam energy of 4.2 MeV/u would be suitable up to 
mass A=145. Therefore an energy upgrade of the REX- 
ISOLDE LINAC to increase the maxunum particle 
energy at the target has been started. In two steps it is 
foreseen to raise the beam energy to approx. 4.2 MeV/u 
by maintaining the beam quaUty. 

The structure of the REX-ISOLDE LINAC for the two 
energy upgrade scenarios is shown in fig. 1. In order to 
reach 3.1 MeV/u the simplest solution is to include a 9- 
gap IH-cavity operating with 202.56 MHz resonance 
frequency. Due to the delay of die final permission to run 
FRM n, it was proposed to modify the prototype of the 
Munich accelerator for Fission Fragments (MAFF) IH-7- 
Gap resonator into such an IH-9-Gap cavity [4]. A major 
change of die LINAC structure will be required in order 
to reach energies of approximately 4.2 MeV/u. Thus two 
of the 7-gap spiral resonators with 101.28 MHz resonance 
frequency have to be replaced by a 1.5 m IH-cavity with 
202.56 MHz resonance frequency to boost ttie energy to 
required region of 3.75 MeV/u. Then a 7-gap IH- 
resonator of the MAFF type cavity can be used to 
accelerate to final energies above 4 MeV/u. The rf- 
parameter of the 7-gap set-up and the 9-gap set-up are 
specified in table 1. 

The MAFFIH-7gap resonator 
For the MAFF-LD^JAC an efficient 7-gap structure 

compared to the split ring resonators of REX-ISOLDE is 
required for die  energy variation.  Hence die  7-gap 
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Figure 1: Structure of the REX-ISOLDE LINAC for the two upgrade scenarios. Several IH-structures with 202.56 
MHz resonance frequency have to be included in order to raise the final beam energy. 

structure has been designed as an IH-structure. Due to the 
higher shunt impedance of IH-structures a higher 
resonator voltage in combination with a very compact 
design can be achieved with the same rf-power compared 
to spUt ring resonators. Since the resonator is used both 
for acceleration and deceleration respectively, the cell 
length is kept constant. Based on the fact that the beam 
energy at MAFF will be varied between 3.7 MeV/u and 
5.9 MeV/u a cell length of 74 mm was chosen, which 
corresponds to a design speed of B = 0.1. This results in 
an total length of 518 mm for the seven cells. The iimer 
tank lengtii therefore is 520 mm and the overall outside 
length is 646 mm. Low level measurements have been 
carried out to determine Q-values and shunt impedance 
(table 1) of both set-ups. 

Table 1: Specification of the 7- and 9-gap IH-cavity 

7-gap 9gap 
cell length [mm] 74 55 
gap length [mm] 24 22-26 

drift tube length [mm] 50 32 
drift tube diameter [mm] 20/26 16/22 

max. A/q 6.3 4.5 
synchronous particle 6 0.1 0.073 

shimt impedance [MQ/m] 
(low level measurements) 

129 218 

0 (measured) 9800 10100 

Fig.2 shows the power resonator tank in the 7-gap set- 
up ready for beam tests at the MLL tandem. On a high 
energy beam hne of the MLL a test bench for high power 
and beam measurements was installed. It was possible to 
obtain momentum spectra of a dc beam at different 
amplifier power and spectra for beam pulses at different 

phases, using a 70° bending magnet positioned behind the 
resonator tank. The spectra with a dc-beam from the 
tandem were used to determine the effective shunt 
impedance. The measurement with pulsed beam injected 
into the 7-gap structures have been done to determine the 
ability to vary the beam energy by tuning the resonator's 
phase and amplitude. 

Figure 2: The resonator of the 202.56 MHz IH cavity. 

Since the tandem can not deliver ions with A/q = 6.3 
and an energy of 4.15 MeV/u or 5.40 MeV/u respectively, 
a 66.4 MeV ''O^* beam was used (A/q = 3.2). Hence the 
rf-power could be reduced by a factor of 3.9. This way, 
the worst case scenario of deceleration and acceleration 
from 4.15 MeV/u could be examined. Fig.3 shows the 
results of the power measurements. The effective shunt 
impedance remains constant although the calculated 
transit time factor (TTF) increases from 0.81 to 0.87 in 
the range of the rf-power level we have measured. Hence 
the absolute shunt impedance decreases, although the 
resonator's Q-value does not change significantly. Due to 
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the acceleration far of the synchronous particle velocity, 
local changes of the gap voltage distribution lead to a 
drastic change in the TTF, which can compensate the 
expected increase of the TTF from calculations. However 
the requirements for MAFF of 82 MQ/m effective shunt 
impedance are exceeded by far. 
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Figure 3: Measurements of the IH-7-gap resonator 
amplitude and shunt impedance. 

The IH-9-gap resonator 
The 9-gap set-up required for the first step energy 

upgrade has been examined with oxygen beams at the 
MLL test bench as well. A 05+-beam at 2.2, 2.25 and 2.3 
MeV/u from the Munich tandem was used to test the 
ability of the 9-gap IH-structure to post accelerate at 
power levels from 5 to 70 kW. An energy spectrum is 
shown for 70 kW rf-power in fig.4. The tandem peak has 
been used for energy calibration. The drift tube structure 
was adjusted with constant cell length of 55 mm. 
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Figure 4: Adjustment of the gap voltage distribution. 

The measured effective shunt impedance (fig.5) shows 
changes with the rf-power level, which corresponds to 

small values of the TTF below 0.8. This is a result of the 
cell length which was kept constant at 2.5 MeV/u 
synchronous particle energy. Therefore a higher injection 
energy led to higher effective shunt impedances shown in 
fig.5. As a result he drift tube structure has to be installed 
according to the velocity profile in case of the 9-gap set- 
up, otherwise the required energy gain for REX-ISOLDE 
will not be possible. 

0,0 10^0 2I>,0 mo «l,0 50,0 tao TOlO OAO 

Figure 5: EflFective shunt impedance of the 9-gap 
resonator for different injection energies. 
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Figure 6: Adjustment of the gap voltage distribution. 

With MAFIA the gap voltage distribution has been 
calculated for the constant cell length and the adjusted 
velocity profile. Taking that distribution shown in fig.6 
into account, beam dynamic calculations deliver a TTF of 
0.87 and an effective shunt impedance of 165 MQ/m, 
which is sufficient to reach 3 MeV/u at REX-ISOLDE 
with 90 kW rf-power. 
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Abstract 
This paper describes the front end design for the RIA 

driver linac which is able to select, separate and 
accelerate in the RFQ the required ion species of one- or 
two-charge states. The front end consists of an ECR ion 
source located on a 100 kV platform, LEBT, RFQ and 
MEET. The first section of the LEBT is an achromatic 
bending system for charge-to-mass analysis and selection. 
For the heaviest ions with masses above 180, the transport 
system is able to deliver to the entrance of the first 
buncher a two-charge-state beam with similar Twiss 
parameters for both charge states. In order to match two- 
charge-state ions with different mass to charge ratios, the 
straight section of the LEBT upstream of the RFQ will be 
placed on a high-voltage platform. A voltage -30 kV is 
required in order to match velocities of ions with mass to 
charge ratio less than the design value and to maintain the 
possibility accelerating two charge states simultaneously. 
Several beam matching schemes in the transitions LEBT- 
RFQ and RFQ-MEBT have been studied. 

INTRODUCTION 
The RIA driver Unac wUl deliver a wide range of ions 

to secondary beam targets. The linac is designed for 
simultaneous acceleration of ions with different charge 
states to obtain the required beam power, up to 400 kW, 
even with limited intensity of highly charged heavy ions 
available from present ECR ion sources. The dynamics of 
multiple-charge-state beams have to be designed to 
prevent emittance growth in all sections of the Unac. It is 
especially important to form high quality two-charge-state 
beam in the front end of the linac. To achieve this goal 
the front end has been designed taking into account 
higher order terms of focusing and accelerating fields and 
space charge of multi-component heavy-ion beams 
extracted from the ECR. Finally, the design has been 
analyzed and corrected with the help of beam dynamics 
simulation codes in realistic 3D fields. 

LEBT DESIGN 
The LEBT performs two main tasks: 1) an achromatic 

bending system for charge-to-mass analysis selects one or 
two charge state heavy ion beams; 2) a straight section 
forms longitudinal emittance and matches the beam to the 
following RFQ. The design of the straight section which 
comprises a multi-harmonic buncher (MHB), velocity 
equalizing resonator and focusing elements has been 
reported in ref [1]. The schematic layout of the LEBT is 
shown in Fig. 1. According to ref [1] the lowest possible 
longitudinal  emittance  of a two  charge  state beam 

accelerated through an RFQ can be obtained using an 
external MHB. A resonator installed immediately 
upstream of the RFQ entrance equalizes the average 
velocity of ions with different charge states. 

Achromatic bending system 
This section consists of two 60* bending magnets, two 

electrostatic quadruple lenses, four sextupoles and a 
solenoid. A high dispersion area is formed by the first 
magnet where the required one- or two-charge state beam 
can be defined and transported to the RFQ. The basehne 
design of tiie RIA driver linac calls for 100 kW uranium 
beam that requires ~2 pjiA in charge states 28 and 29. 
The estimated total beam current extracted from the ECR 
will be ~2 mA. The space charge of this multi-component 
ion beam effects the uranium beam parameters. To 
compensate the linear component of the space charge 
forces a solenoid magnet between the ECR and bending 
magnet is used. It has been foimd that changing solenoid 
position and field level provides required beam matching 
to the location of the horizontal slits. 

MHB High Voltage Plalform •f 
RFQ 

^^    2 gap resonator 

^9    Electrostatic quadruple lens 

^H    Solenoid 

m     Einzellens 

I   Sextuple 

Figurel: Schematic layout of RIA driver LEBT 

Straight section 
The straight section of the LEBT includes a MHB, a 

velocity equalizer (VE), electi-ostatic quadruples and 
Emzel lens. All elements of this section except the Einzel 
lens are placed on a high voltage platform. The MHB 
consists of two quarter wave resonators. The first 
resonator provides the required voltage at the 
ftmdamental operating frequency, 28.75 MHz, and the 
third harmonic. The second resonator is operated at the 
second harmonic. 

The distance between MHB and VE is determined by 
the need to separate the two charge states into adjacent 
RF buckets of the RFQ and is defined by the following 
expression: 

Work supported by the U. S. Department of Eneigy under contract W-31-109-ENG-38. 
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L = X 2e-Vo    Vgo(go-l) 

JAmoC^ 4q^-^q -1' 
where e is the elementary charge, Vo is the accelerating 
voltage, A is the mass number, mo is the nucleon rest 
mass, qo is the highest charge state of ions, c is the speed 
of Ught. The distance depends on the charge-to-mass ratio 
and is equal to 1.507 m for the heaviest ions U^*^ and U^*"^ 
atF(rlOOkV. 

The LEBT can be tuned to accept any two-charge-state 
ions with masses A>180 by satisfying two conditions: 1) 
provide the design velocity at the RFQ entrance for the 
average charge state; 2) provide the same time difference 
between the two charge states over the distance L, 
between the MHB and VE. The first condition is fulfilled 
if the voltage of the ECR ion source is 

AITIQC Voi=2fil 
•w^+V^o-ij 

The second condition can be satisfied if the MHB and VE 
are biased by the voltage AV = FQI - F02, where 

r \2 

^02 - Ay     2-e 
1 1 

V^o     V^o-l 
This value varies as a fimction of the charge to mass ratio 
of ions. This dependence is shown in Figure 2 which plots 
the voltage AV as a fimction of the charge state qo for 
three different mass mmiber. 

25 30 26        27        28 

Charge number 

Figure 2: LEBT bias voltage as a fimction of charge 
state. 

The electrostatic quadruples are used for beam focusing 
in this section of the LEBT and form a round beam waist 
in the VE. Matching of the low-velocity beam to the RFQ 
acceptance is a challenging task due to the large 
difference in the focusing strength of the LEBT and RFQ. 
The distance between the VE and RFQ should as short as 
possible in order to have effective bunching of two- 
charge-state beams. To minimize this space a relatively 
short Ein2;el lens is used for the matching of the axially 
symmetric beam to the RFQ acceptance which is defined 
by the RFQ radial matcher. 

MODIFICATIONS OF THE RFQ DESIGN 
The detailed description of the RL\ RFQ is given in 

[2]. The main goal of the beam dynamics design of the 
RFQ was to match the parameters of the RFQ with the 
longitudinal emittance formed by the MHB, eliminate 
halo particles fi-om the acceleration process and keep the 
transverse emittance of a two-charge-state beam 
unchanged. The basic RFQ parameters are given in Table 
1. To address the beam matching in the transitions LEBT- 
RFQ and RFQ-MEBT the entrance and exit radial 
matchers have been carefiiUy analysed and modified 
designs of these sections of the RFQ have been proposed. 

Table 1: The main RFQ parameters. 

Average radius RQ 0.6 cm 
Vane-to-vane voltage Uo 68.5 kV 
Output beam energy 199keV/u 
Svnchronous ohase m. -25" 
Normalized trans, acceptance >1.8 Ttmm-mrad 
Vane length 392 cm 

Entrance radial matcher 
The external buncher forms a very short bunch length 

-40° at the entrance of the RFQ. For such a short bunch 
there is no need for a standard radial matcher which 
provides dynamic matching over 360° and requires 
convergent beam to be matched. As was pointed out m 
ref [3], by providing an appropriate RFQ vane profile it 
is possible to form matched conditions of the beam waists 
in both planes at the RFQ entrance. For this modified 
matcher there is no need to have any focusing elements 
between VE and RFQ because the matched parameters 
can be easily provided by quadrupoles placed upstream of 
the VE. The parameters of flie conventional and modified 
matchers are given in Table 2. 

Table 2: Parameters of the conventional and modified 
radial matcher. 

Conventional Modified 
Length 170 mm 300 mm 
Mismatch factor 1.15 1.107 
Emittance growth in the 
upstream LEBT 

14% - 

Twiss parameters  a 
P (cm/mrad) 

1.3737 
0.088 

-0.048 
0.093 

The quoted length of the conventional matcher includes 
Einzel lens. In spite of the fact that the modified matcher 
is longer, it does not increase the total length of the RFQ 
because electrodes behind the horn are modulated so the 
number of accelerating cells is the same as in the initial 
design. The modified matcher mitigates emittance growth 
in the LEBT. 
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Exit radial matcher 
We have found that solenoid focusing in the MEET 

produces a minimal mismatch of two-charge state beams 
compared with any other type of focusing. There is a need 
to match beam between the RFQ and this axially 
symmetric transport chaimel. One solution is using 
electromagnetic or electrostatic triplet quadruple lenses 
immediately after the RFQ. A short transition cell at the 
end of the RFQ vanes is used in this case to obtam the 
beam waists in both transverse planes. The second option 
is using a 4-cell RFQ radial matcher which can form an 
axially symmetric beam as was proposed in ref. [4]. As 
was found both solutions provide required beam matching 
to the MEBT based on solenoid focusing. 

BEAM DYNAMICS SIMULATIONS 
The first order design of the LEBT has been carried out 

using TRACE-2D and -3D codes [5]. Higher order 
optimization has been done using the code GIOS [6]. The 
RFQ has been designed using code DESRFQ [7]. Further 
optimization of the LEBT has been based on simulations 
of multi-component heavy-ion beam dynamics using 
multiparticle codes TRACK [8] and DYNAMION [9]. 

TRACK has been especially developed for the RIA 
driver design and allows us to perform end-to-end 
simulations beginning from the ECR ion source. The 
main feature of the code is the use of a realistic 
preliminary calculated 3D representation of external 
accelerating and focusing fields. DYNAMION has been 
primarily used for the beam dynamics simulations in the 
RFQ. 

Beam simulations starts with a multi-component heavy- 
ion beam exiting the ECR. To produce 60 e^iA total 
uranium two-charge-state beam at the RFQ entrance the 
ECR extracts >2 mA multi-component heavy-ion beam. 
In our design and simulation we have assumed the same 
Twiss parameters for all ion species exiting the ECR. 
Most ion species are eliminated by the first bending 
magnet. Figure 3 shows phase space plots at the location 
of the slits shown m Fig.l. It presents the design uranium 
ions and nearest unwanted ions O^* simulated for a total 
input total current 2 mA. The simulations show the 
system separates charge states rehably over full range of 
total input beam current and provides at MHB similar 
Twiss parameters of transverse emittances for both charge 
states. 

The Fig. 4 shows simulated beam envelopes in a 
modified and conventional radial matcher. The envelope 
for the last case is shown for Einzel lens and RFQ 
matcher. The simulations confirm that the modified 
matcher provides perfect matching not only for short 
bunches, but also in case of unbunched beam. 

The results for both exit matchers are presented in 
Table 2. It shows that the both options solve the task of 
matching the RFQ output beam with a solenoid channel 
but the option with a short transit cell seems more 
practical because it simpUfies the RFQ design and allows 
more flexible control of beam parameters. 

6 12 
X(cm) 

Figure 3: Transverse phase space plots in bending 
section. (A) at slit position shown in Fig.l. (B) - at 
MHB entrance. 
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Figure 4: Envelopes in conventional (A) and modified 
(B) RFQ entrance radial matcher. 

Table 2: Beam parameters of the beam at RFQ exit for 
both charge state 

Twiss 
parameters 

4-cell matcher Short transition 
cell 

X Y X Y 
a -0.446 -0.37 0.04 0.05 
3 (cm/mrad) 0.029 0.030 0.019 0.010 
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Abstract 
The high-power S-band linac KYT-20 with electron 

energy 20 MeV and average beam power up to 20 kW 
was designed and febricated in the NSC KIPT. The linac 
was put into operation in 2002. The accelerator is devoted 
to irradiation applications mainly for radioisotope 
production for medicine. The KYT-20 consists of two 
accelerating structures with variable geometry and the 
injector system. The wave phase velocity in the structures 
is equal to the velocity of the light. Length of the 
accelerating section is 1.23 m. The linac is equipped with 
different output systems to extract the beam. The paper 
contains a detailed description of the main linac systems. 
The results of KYT-20 testing and the beam parameters 
measurement are presents. 

INTRODUCTION 
Development of advanced radiation technologies 

requn-es designing of a proper accelerator technique. In 
the last few years at the NSC KIPT several types of 
technological linacs with an electron energy of 10- 
20 MeV and an average beam power up to 20 kW were 
developed [1]. One of such installations is the powerful S- 
band electron linac KYT-20 [2]. The main purpose of the 
KYT-20 is to produce isotopes for medical needs. The 
accelerator design and accelerated beam parameters make 
it possible to use it for other tasks, for example, radiation 
treatment of materials, gamma-activation analysis, 
carrying out of experiments in the field of radiation 
physics etc. The linac consists of a small-sized injector 
and two accelerating sections with a moving wave. For 
realization of radiation technologies the accelerator is 
provided with different output xmits. Below the 
description of basic accelerator systems and results of 
their testing are presented. 

INJECTOR 
The injector system of the linac KYT-20 comprises a 

low-voltage diode electron gun, a bunching cavity and an 
accelerating cavity. The diode electron gun with an 
impregnated cathode of 14 mm in diameter was used as 
an electron source. The microperveance of the source was 
0.58 AA^''^, that ensured, at an anode voltage of 25 kV, a 
pulse current of 2.3 A. The density of an emission current 
did not exceed 1.6 A/cm^. 

The self-frequency, quality factor and the shunt 
resistance of the bunching cavity were 2797.15 MHz, 
3000 and 0.39 MOhm, respectively.   The accelerating 

cavity is a cylindrical Eom cavity. The quality factor and 
the shunt resistance were 1.1.10'' and 1.1 MOhm, 
respectively. The coefficient of coupling with the 
waveguide transmission Une was equal to 4.5. The cavity 
is provided with a device for fi-equency tuning within ± 
3 MHz. At the 1 MW microwave power the maximum 
field strength along the axis of the cavity without field 
was 56.5 MV/m. At the accelerating cavity exit an 
induction monitor of the pulse beam current was installed. 
The magnetic system of the injector is composed of two 
axially symmetrical magnetic lenses. The first of them, 
arranged between the gun and flie bunching cavity, can be 
used for control of the pulse beam current value. The total 
length of the injectof is 20 cm. 

Experimental investigations of the injector were carried 
out on a special test bench. The investigations included 
measuring the energy spectrum and the emittance, 
evaluating the phase length of bunches. The methods of 
evaluating the phase length of bunches was based on a 
supposition that the phase portrait of particles at the 
phase-energy plane can be represented in the form of a 
line. The phase spread of particles at a given energy is 
substantially less than the phase length of bunch. The Une 
thickness depends, in our case, only on the energy spread 
that occurs due to the action of the space charge force and 
electric field force in the bimching cavity. As it follows 
firom the simulation results (see Fig.l) this spread is rather 
insignificant. 
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Figure. 1: The calculated phase portrait of the beam at the 
injector output (70% of particles are within the phase and 

energy intervals being 24° and 18%, respectively) 

To evaluate the phase length of bxmches we have used a 
Eoio cavity at the exit of the magnetic analyzer. It 
permitted to measure the phases of the centers of gravity 
for particle bunches that passed through the magnetic 
analyzer aperture at different magnetic field values, and 
thus to plot the phase-energy relation of particles. Fig.2 
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shows the measured phase-energy relation and the energy 
beam spectrum for one of realizations of injector 
performances. The data for the plot were taken in the time 
point corresponding to the middle of the current pulse. In 
this case the microwave power supply was 1.26 MW, the 
current at the injector output was 1.25 A. One can see that 
the results obtained are in a good agreement with the 
computer simulation data. 
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Figure.2: The phase-energy distribution of particles at the 
injector output and the energy spectrum 

As is seen from Fig.2, the beam has a core. The FWHM 
energy spectrum is 13%, the phase length is near 25%. 
Nevertheless, the beam contains the particles with 
sufficiently high energy whose phase differs, at least, by 
150°. Since the accelerator is not large and the field 
strength in the beginning of sections is sufficiently high, 
the particle from the bunch "tail' can lead to forming the 
low-energy halo at the linac exit. 
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Figure 3: The beam current and the integral energy 
spectrum width as a fimction of the phase shift between 

the bunching and accelerating cavities. 

The energy spectrum width at the injector output 
depends on the phase shift between the bunching and 
accelerating cavities, while the ou^ut current depends 
slightly on changing this parameter in wide ranges. The 
value of the integral energy spectrum width was 
determined with taking into account the particle energy 
changing during transitional processes in the injector 
cavities. 

The transversal emittance was measured by the three 
gradients method. The results of measurements of the 
vertical beam profile width as a fimction of the 
quadrupole current with a beam current at the injector 
output equal to 0.8 A are presented in Fig.4. 
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Figure 4: The half-width of the vertical particle density 
distribution as a function of the quadrupole current. 

In this case the normalized emittance was 
22 Jcmmmrad. It should be noted, that as the current at 
the injector output increases up to 1.4 A, then the 
transversal emittance increases insignificantly and equals 
to 30 Tcmmmrad. In the course of injector testing, a beam 
autobimching was observed - electron bunching was 
observed even in the case when the microwave power was 
not supplied into the bunching cavity. The effect can be 
explained by the following manner. A part of electrons 
being not captured into the acceleration mode fall into the 
slowing-down phase and are accelerated in the reverse 
direction. The reverse electron flow consists in a sequence 
of bunches following with an operating frequency. The 
flow of "reverse" electrons passes through the bunching 
cavity and excites in it electromagnetic oscillations. In 
turn, the beam coming from the gun interacts with the 
field excited by these electrons that results in grouping the 
electron bunches. In more details this effect is described 
in [3]. 

ACCELERATING SECTIONS 
To reach a maximum efficiency the accelerator is 

provided with two accelerating sections of 1.23 m lengfli 
having a variable geometry of the accelerating structure. 
The phase wave velocity m the accelerating structures of 
the sections is equal to the light velocity. The developed 
novel mathematical model of coupled cavities and 
diaphragmatic waveguides, as well as, the proposed 
methods of tuning [4,5,6] allowed us to solve completely 
the problem of tuning the cells in the nonhomogeneous 
accelerating structures.. The 2jt/3 mode sections with a 
variable geometry were created Using these methods. In 
the first section of the KYT-20 the radius of couphng 
holes is decreased linearly from the entry to the exit of the 
section. The Second section has a quasi-constant law of 
changing the radii of coupling holes linearly with 
decreasing the radii in transition cells. The chosen 
sequence of arrangmg the sections with different sizes of 
accelerating cells decreases a possibility for occurrence of 
BBU efifect. At the input power of 15 MW and the 
accelerating current 1.0 A each of the accelerating 
sections provides an energy gain of 12.2 MeV. 
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OUTPUT UNITS 
In connection with that the accelerator can be used for 

different purposes requiring diverse spatial electron 
distributions on the target we have developed and tested a 
set of systems for the beam extraction. 

The first of them is a magnetic system designed for the 
beam scanning with a 3 Hz frequency Here the beam is 
extracted via the air-cooled titanium foil. The beam 
dunensions on the foil are 10x100 mm. When scanning 
the beam at the pulse repetition rate exceeding the 
scanning frequency, there is the considerable particle 
density nonhomogeneity in time and space. For a number 
of applications such a situation is not acceptable. The use 
of the secondary system eliminates these disadvantages. 
The beam is extracted from the accelerator via the double 
water-cooled foil and incomes into the special quadrupole 
lens where the beam defocusing in the vertical plane and 
focusing in the horizontal plane occur. A required electron 
beam distribution on the target is formed after placing it at 
the distance exceeding the focal length of the lens. The 
design of the device makes it possible to perform 
remotely the quadrupole lens replacement with a special 
target unit designed for target irradiation according to the 
program of radionuclide production. The unit comprises a 
special converter, a system for cooUng the converter and 
remotely operated mechanism for removing of the 
irradiated target and its fiuHier transporting. For carrying 
out of experiments requiring an insignificant energy 
spread a magnetic system of "chicane" type was designed. 
The system consists of four permanent magnets with a 
field of 0.18 T in the 3.5cm clearance. To release the 
energy of a necessary range, m the place of maximum 
system dispersion a coUimator was disposed. 

RESULTS OF ACCELERATOR TESTS 
hi the course of accelerator tests we have adjusted all 

its systems and determined basic beam parameters at the 
accelerator exit as well as their relations. For 
measurement of the pulse beam current there are installed 
fliree beam current monitors. One of them (at the 
accelerator exit) is combmed v«th the induction monitor 
for measuring the position of the beam center of gravity 
[7]. The system of secondary-emission monitors was used 
for monitoring of the irradiation field [8]. The particle 
energy was determined using a magnetic system of the 
scanning device. The tests showed that the beam 
parameters satisfy, m main, the specifications on 
intensity, power and efficiency. Fig.5 presents the 
electron energy v.s. the pulsed beam current at the RF 
power supply of 14.5 MW to each of accelerating 
sections. 

At a pulse repetition rate of 200 Hz, a current pulse 
duration of 3.6 jis and a pulse current of 1.2 A, the mean 
beam power equals » 18 kW. The electi-on efBciency is 
about 87%. From the analysis of beam current passage 
along the accelerator it follows tiiat more than 75% of 

particles mjected mto the first accelerating section arrive 
to the accelerator exit. This value mcreases with pulse 
current decreasing. 
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Figure 5: Electi-on energy versus pulse current. Points - 
experimental data, curve - calculation. 

It has been found that at a pulse current exceeding 
800 mA in the electron energy spectrum at the accelerator 
exit the low-energy halo is observed. Its occurrence is 
related, probably, with featiires of flie injector operation 
m the heavy current mode. We plan to conduct a series of 
mvestigations aimed to removmg this phenomenon. 

To date the accelerator has gained the operating time 
more than 2000 hours for applied and research programs. 
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Abstract 
Pulsed heating is one of the main factors that limit 

accelerating gradient in normal conducting linear 
accelerators. In this paper a special test device is 
described that is designed to determine the maximum 
achievable surface electric field limit due to pulsed 
heating and metal fatigue. The power source for driving 
the test device is to be the Omega^P 34 GHz pulsed 
magnicon. Utilization of a few MW of usec pulse width 
should allow one to obtain pulsed heating excursions 
exceeding 600° C. The test device is designed with a to 
allow measurements for copper, for other materials, and 
for different procedures of surface preparation, 

INTRODUCTION 
Two phenomena limit the practical utility of 

accelerating structures: rf breakdown that limits the 
acceleration gradient, and surface fatigue due to pulsed 
heating that limits the staicture lifetime. * 

Pulsed heating [1] is caused by the eddy currents 
created by a high-power rf pulse. Mechanical stress 
appears in the thin surface layer of metal due to a 
tenq)erature rise AT. When the rise in ten^erature is 
above a "safe" value ATs, the mechanical stress grows 
large enough to create microscopic damages in the metal. 
The damage accumulates with each succeeding pulse and 
the cavity surface is destroyed after a certain number of 
pulses. In practice, the destruction of the metal surface 
occurs when the mechanical stiress exceeds its elastic 
limit, which allows one to estimate a safe temperature 
threshold [1,2], namely AT^'' ZG/OE, where a is the yield 
stress, a is the coefficient of linear thermal expansion, and 
E is the elastic modulus, For copper this estimate gives a 
safe threshold for temperature rise AT, of about 110 C°. 

At present, pulse heating experiments using 11.424 GHz 
cavities have been carried out at SLAC [3]. The 
experiments demonstrated that pulsed heating with a 
ten^erature rise of I20°C showed modification and 
damage of the copper surface after 5.5x10^ pulses. It also 
showed that significant damage had occurred to the 
coupler aperture of the test cavity, where the temperature 
rise was about 250 °C. 

However, for practical needs it is important to know the 
temperature rise threshold and material life-time more 
exactly, because even at the moderately high gradients in 
the NLC design it is bard to reduce the local temperature 
rise to an acceptable level of about 100 C° [4]. Possible 
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progress in increasing the accelerating gradient will make 
pulsed heating even more serious. 

The structure life-time drops exponentially when the 
temperature rise increases; [1,2] thus in order to make 
reliable measurements within a reasonable time one has to 
have a high temperature rise, up to 500-600 °C. Tests at 
34 GHz can produce such temperature rises. The 
asymptotic behavior of the surface degradation may be 
determined based on measurements for different 
temperature rises that will allow firm conclusions to be 
drawn as to structure life-time. 

In present paper a test device is described, to be driven 
with power fl-om the 34,272 GHz magnicon, [5] to 
determine the maximum achievable surface field limit 
imposed by pulsed heating. 

TEST CAVITY DESIGN 
The TE„„ test cavity schematic layout and the rf 

magnetic field pattern are shown in Fig, 1, The cavity 
consists of two main parts, the cavity body which is 
coupled to an input waveguide, and the removable end 
cap, the left-most element in Fig. 1. 

The cavity design has to satisfy two main requirements: 
(a) the cavity geometry including input coupling miKt be 
axially symmetric in order to keep surface electric fields 
negligibly small, and consequently to avoid breakdown 
problems, and (b) in order not to damage the main part of 
the cavity surface, the temperature rise at any point 
(except for the end cap) should not exceed the "safe" 
value of 110°C. Because the end cap has to be tested up 
to 500 °C, the maximum current density on its tip must be 
at least 2 - 2.5 times higher than at any other point on the 
cavity surface. 
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Fig. 1. The cavity schematic layout and the rf magnetic 
field pattern. All dimensions are in mm. 

The test cavity geometry shown in Fig. 1 has been 
developed in order to satisfy both requirements. In Fig 1. 
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one can see that the input coupling diaphragm is elliptical 
in cross section with an eccentricity (i.e., ratio of the 
axial-to-radial semi-axes.) of 0.5, in order to reduce 
surface current density at the iris edge. The end cap has a 
ring with diameter of ~1 cm to achieve the required 
enhancement in surface current density (e.g., RF magnetic 
field). The RF magnetic field distribution along the 
cavity surface and the corresponding temperature rise are 
shown in Fig. 2. 

measurement of the temperature rise, vMch is difficult to 
do any other way. 

Fig. 3. Maximum surface temperature vs. input power for 
an initial temperature of 20 °C. See text for details. 

The design parameters of the test cavity are listed in 
Table I. 

«) 

b) 

Fig. 2.  The magnetic field («) and temperature rise (b) 
distributions over the cavity surface. Input power is 1.5 

MW; pulse width is 1 jisec. 

The axial point / = 0 is the center of end cap (point A in 
Fig. 1). The highest maximum surface magnetic field is 
at point B on the ring, and the last maximum (at / of about 
35 mm) is at point C at the coupling iris. One can see that 
the magnetic field near the ring is at least two times 
greater than anywhere else in the cavity. The temperature 
distribution in Fig. 2b is given for copper taking into 
account the increase in copper resistivity with temperature 
[6]. 

In Fig. 3. the maximum surface temperature of this 
cavity vs. the input power for a pulse width of 1 ^lsec is 
presented. The lower curve corresponds to calculations 
without taking into account ten^erature dependence of 
the copper resistivity. The upper curve corresponds to 
calculations taking into account the cavity surface 
resistivity change during the pulse. The incident power 
reflection due to a mismatch, caused by decrease in the 
cavity quality factor is also taken into account. Note that 
this  effect  can be  used  as  a technique  for  direct 

Table I. Cavity parameters. 
1 operating fi-equency                       | 34.272 GHz    1 
operating mode TEo„ 
quality factor (unloaded) 7000 
mput power 1.5 MW 
maximum surface current density 0.82 MA/m 
RF pulse duration 1 usec 
temperature rise 650 °C 
mput waveguide mode TEo, 

One can see that in order to achieve a temperature rise of 
650 °C on the cavity surface during a 1 \isec rf pulse at 
34.272 GHz, an rf power level of 1.5 MW is sufficient. 

The test cavity mechanical design is shown in Fig. 4. 

Piunpinji 

Fig. 4. Test cavity design. 1- cavity body; 2- end cap; 
3- input waveguide; 4- coaxial chamber; 5- measuring 

chamber 

The cavity is constituted of two main parts: cavity body 
(7) with couplmg iris, and end cap (2). The end cap is 
separated fi^om the cavity body by a gap, which allows 
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one to replace the end cup, pump out the cavity and 
provide the possibility of microwave diagnostics. The 
end cap (2) is water cooled, which allows one to maintain 
constant temperature at before the pulse starts by 
regulating the water flow. One of the important parts of 
the experiment is the means for diagnosis of surface 
degradation due to metal fatigue. The major criterion that 
allows an indication of the state of the cavity surface is 
the g-factor. It is necessary to make periodic 
measurements of the g-factor without disassembling the 
Cavity, so as to maintam high vacuum conditions. A 
hybrid dipole mode is used for this diagnosis. This mode 
has a resonant frequency of about 14 GHz. A substantial 
fraction of its Ohmic loss (~20%) is at the end of the field 
enhancement ring, which makes this mode sensitive to 
small changes in the damaged material conductivity. The 
mode is coupled to both coaxial ehamber (4) and input 
waveguide (3). For this measurement the cavity can be 
excited through one WR-75 waveguide and measured 
through a second one (see Fig. 4). The test cavity input 
waveguide is not cut-off for the 14 GHz dipole mode, and 
in order to prevent propagation of the test signal back to 
the input mode converter, the "measuring chamber" (5) is 
designed to constitute a choke for 14 GHz. 

The schematic arrangement for pulsed heating 
experiment is shown in Fig. 5. All the inagnicoii ports are 
to have directional couplers. Because the minimum 
required RF power is about 2 MW, only one magnieon 
port will be used in the experiments. The three other 
ports will be connected to vacuum loads. The TE„,.TE,„ 
mode converter [7] is used to match the cylindrical 
waveguide in the TE„, mode with the WR28 rectangular 
waveguide at the magnieon output. A ceramic window 
separates the cavity from the magnieon in order to isolate 
high vacuum in the magnieon during the experiments with 
the cavity, e.g. when the cavity end cap is replaced. 

Different materials can sustain different pulsed 
temperature rises, but the most important and common 
material for accelerating cavities is copper. 
Consequently, the first experiments will be done with 
copper. It is planned to perform experiments and assess 
damage to the cavity surface at different temperatures 
(from 500 °C to 200 °C), which will allow one to 
extrapolate results to lower temperatures. After a certain 
mmiber of pulses the end cap will be removed and 
investigated using facilities of the Yale Electron 
Microprobe Laboratory. Two major methods will be used 
for the end cap autopsy. Scanning Elecfron Microscopy 
(SEM), and Energy-Dispersive X-ray analysis (EDX), the 
latter to provide elemental concentration analysis. 

Jtt      ^—^      in   i 
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TE,7-TEo, 
Mode Converter 

Test Cavity 

T.aA    / 
tSe PnmplDg 

Fig. 5.   Test bed layout (14 GHz diagnostics are not 
shown). 
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CONCLUSIONS 
At present the test cavity and the waveguide 

components are in construction. The 34 GHz magnieon is 
undergoing initial tests [8]. Pulsed heating experiments 
are expected to begin within a year. 
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Abstract 
The frontier project for high power proton accelerator 

including the proton injector, LEBT, RFQ and DTL has 
been launched in Sep. 2002. The fabrication and 
installation of the front-end system completed and the 
engineering design of the DTL has been ended. Now we 
are fabricating the 1" tank and RF components for the 
DTL. The purpose of this paper is to overview the 
installed vacuum systems of the front-end system, and to 
check put the designation of the DTL vacuum systern. 

INTRODUCTION 
The high power proton accelerator has been developed 

at KAERI (Korea Atomic Energy Research Institute) for 
basic researches and industrial applications. In the 1" step 
of the project we're plan to develop the system for 
acceleration to 20 MeV until 2005 and will provide beam 
to users in the middle of 2007[l-2]. 

The main design scope of the vacuimi system is to 
select the proper vacuum components and install locations 
to lower the system pressure efSciently At first for this, 
we understood the vacuimi characters and estimated the 
gas loads for respective accelerating structure. And then 
we selected the pumps in which have the sufficient 
pumping speed in order to overcome the gas loads 
evolved from the beam loss, surface out-gassing and leak, 
etc. The required pressures of respective structure are 
decided to limit the beam losses by resident neutral gases. 
The main gas loads on front-end are hydrogen gases from 
beam losses amount of 10 mA, and are surface outgassed 
and leaked gases on the DTL. Another factor to select the 
components is the easiness of operation and maintenance. 
Also flie counter-plan for problems of sudden failure of 
the pumps is to be prepared. 

LINAC PARAMETERS 
The main parameters of the linac are listed in table 1. 

Table 1. The Linac parameters 
- Energy : 50 keV 

Injector   - Current: 30 mA 
- Proton ratio : > 80% 
- Energy: 50 keV 

LEBT   - Current: 10 ~ 40 mA(variable) 
- Transfer efficiency: > 92% 
- Energy: 3.0 MeV 

RFQ    - Output curmt: 20 mA 
-RF power: 417.9 kW 

DTL   - Energy: 20.0 MeV 

- Output current: 20 mA 
- RF power: 225/225/224/221 kW 

FRONT END 
The layout of the front-end vacuum system is presented 

in figure 1. The PEFP linac is designed to accelerate to 20 
MeV both H+ and H- beams and at the front-end the 
beam energy is 3.0 MeV. As showing in the figure, every 
structure has respective vacuum system and they'll be 
operate independently. 

pomp 
|h Primary ' 
f  pump X*v."tXniG,.v.,ve® Total pressure 

Figure 1 : The layout of the front-end vacuum system 

Injector and LEBT 
The duo-plasmatron type proton source to produce the 

H+ beam is installed (refer to the figure 2). The neutral 
hydrogen gas is injected into the source through the MFC 
(mass flow controller) about 4 seem. The large amount of 
the proton and H2+, H3+ beam about 7 mA vanishes at 
the end of the source and the LEBT. The demanded 
pressure on these parts is about 1x10"^ mbar, we installed 
pumps at the injector and LEBT respectively. The 
stainless steel chamber was fabricated to evacuate the 
hydrogen gas evolved from these beam loss and installed 
at the end of the source. The LEBT is the long stainless 
steel pipe having two solenoid magnets. Inner diameter of 
the LEBT is 160 mm and the total length is 2.2 m. The 
conductance of the entire pipe is 887.3 L/sec. We installed 
the TMPs on injector of 720 L/sec pumping speed of H2 
and on LEBT of 370 L/sec of H2. We selected the TMP 
for these parts in spite of the high H2 loads since the 
required pressure is a little high about 10"^ order and the 
regeneration process of the cryo pump will give rise to the 
problems during the beam operation in this operational 
pressure range. 

*This woric is done supported by the Ministry of Science & Technology 
# ex-mypaik@kaerije.lcr 
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Figure 2. Picture of the installed 
ion injector. The vacuum system 
consists of gate valve, TMP with 
rotary pump and penning gauge. 

RFQ 
The pumping efficiency of the RFQ is not good 

because of the low conductance in the accelerating space, 
large surface area and high rate of beam loss. The PEFP 3 
MeV RFQ divided into 4 sections, and all sections are 
bolted with fluorocarbon sealants [3]. The total length of 
the RFQ including a coupling plate located between 2"* 
and 3 section is 324 cm and aperture diameter is 6 mm. 
The OFHC copper was machined and brazed to shape the 
4 vane cavities, and the 16 elements of the vacuum ports 
are located in l" and 4* section. 

Due to the particular geometry of the RFQ, we 
installed the pumping station made of stainless steel pipe 
at the respective cavities to raise the pimiping speed at the 
cavity wall (refer to figure 3). 

We performed the He leak tests on the fabricated 
systems and the leak rate were measured below 2x10""' 
mar L/sec at every joints except the o-ring parts. 
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Figure 3. Installed RFQ vacuum pumping station. 

The expected gas loads on the RFQ are estimated. 
-Outgassing(41,500cm^) :>8xlO'mbarL/sec 
- Joint leaks : >2.8xl0"* mbar L/sec 
- Beam loss (H+, 3 mA) : 7.2x10"' mbar L/sec 
The main pimip for the RFQ is cryo-pump. The cryo 

pump has several advantages such as high H2 pumping 

speed vs. inlet flange and pumping performances of other 
gases are also excellent. For PEFP RFQ, 2 sets of 5000 
L/sec (H2 speed) cyro pumps are installed at the 1^' and 
4 section. The regeneration period is calculated as 65 
days when operate the pump at 1x10"* mbar, so we're 
planning to install a concurrent cryo pump in parallel in 
each pumping station. The 2 sets of the 250 L/min scroll 
pumps are used to rough the system from atm. to 2x10"^ 
mbar and to back up during cryo pump regeneration. 

DTL 
The goal of the project is to end the development of the 

20 MeV DTL in the fu-st step. We fmished the DTL 
engineering design and now fabricating the l" tank [4]. 
The PEFP DTL consists of 4 tanks - each tank divided 
two sections - made by Cu plated steel pipes. The total 
length of the DTL is 18.61 m and inner diameter is 54.44 
cm. Ports for the DTL are mentioned in the table 3. 

The pressure requirement of the DTL is calculated from 
the minimizing the beam loss due to the residual gases [5- 
6]. In table 2, flie calculation results are presented. 

Table 2. Beam loss due to stripping in the DTL 

Tank 
(No.) 

Exit beam 
energy 
(MeV) 

Tank 
length 

(m) 

Beam loss due 
to stripping Max. allowable 

pressure (mbar) 
HA/m HA 

1 6.9 4.45 0.882 3.66 3.00E-07 
2 11.4 4.61 0.488 2.25 3.00E-07 
3 15.7 4.54 0.406 1.84 3.00E-07 
4 20.2 4.74 0.364 1.72 3.00E-07 

Total loss (nA) 9.47 

Seal 
We divide the vacuum and RF seal as fluorocarbon and 

canted coil spring. The compression set of the viton is 
about 20% at below 200 C, and required compression 
force is about 1,6 kg/cm. The force for compression for 
vition is higher than the coil spring, so we considered to 

Vacuum 
Side 

Figure 4. RF and vacuum seal groove design of ports 

this point when designing the groove. The material of 
the coil is silver coated BeCu produce by Bal Seal 
engineering. Seal geometries of each port are similar to 
figure 4. 
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Gas loads 
In the table 3 and 4, the gas loads due to outgassing 

and leak on the DTL are presented. The outgassing rate of 
the OFHC copper is assumed to reach 1.33x10""* mbar 
L/sec/cm after 100 hrs of vacuum and RF conditioning 
[5]. Despite of the low outgassing rate of the copper, the 
main gas loads on DTL was the outgassed gas on the 
large surface area as shown in the table. So we choose the 
PR (periodic reverse) method to plate the inner surface of 
tank [7]. 

Table 3. Gas loads on DTL due to the surface outgassing 

Qty. Area (cm^) Outgas load 
(mbar L/sec) 

Tank 1 75739.10 l.OlE-05 
End wall 2 341.88 4.55E-08 
Drift tube 50 18809.86 2.50E-06 

Stem 50 8449.74 1.12E-06 
Post coupler 17 2872.91 3.82E-07 
Slug tuner 8 3818.24 5.08E-07 

Vacuum spool 1 1431.84 1.90E-07 
1.48E-05 

Table 4. Summary of ports for l"* tank and gas loads 
due to the leaks 

Seal Name Qty. Nominal seal 
dia.(cm)* 

Gas load 
(mbarL/sec) Remarks 

Tank 
2 55.8(54.2) 8.27E-06 Endwall 
1 57.1(55.5) 4.24E-06 Intertank 

Stem 50 2.6(2.6) 6.75E-06 
Post couplers 17 2.6(2.6) 2.30E-06 
Slug tuners 8 15.8(14.5) 9.56E-06 

Vacuum ports 4 17.6(15.8) 5.31E-06 
RF coupler 1 14.9(13.1) 1.12E-06 
RF pick up 5 3.5(2.2) 8.55E-07 
Pump spool 1 15.24 1.36E-07 

Total 3.85E-05 
\^ton O-ring (Coil spring) 

Vacuum components 

The SIP (sputter ion pump) is adopted as the main 
pump for the DTL. Ion pump is reliable, has no moving 
part, using the low outgassing material, and has long life. 
We plan to install the 3 sets of 300 L/sec SIP per one tank, 
and a set of TMP and scroll pump will be used to rough 
the a cavity to 1x10"' mbar. 

The pirani gauges and penning gauges will be installed 
at the pumping spool pipe to measure the total pressure of 
the cavity. They cover the range from atmospheric 
pressure to IxlO"'" mbar. 

RF GRILL DESIGN 
RF grills for RFQ and DTL are showed in the figure 5. 

These grills are installed to less the RF attenuation 
through the pumping ports, but they also reduce the 
conductance. The calculation results are listed in table 5. 

Figure 5. The RF grills for RFQ and DTL 

Table 5. Conductance calculation of the RF grills. 

RFQ DTL         1 
SIP TMP 

Pumping speed 
(L/sec) 3,000 300 400 

Grill conductance 
.(L/sec) 

4,224 
(16896) 2,854 

Spool conductance 
(L/sec) 2,822 - 1,945 

Effective pumping 
speed (L/sec) 1339 271.5 297 

CONCLUSION 
The status of the vacuum systems of PEFP proton 
linac was overviewed. 
The expected difficulties of DTL vacuum system 
are the stem installation of vacuum tight and the 
plating of the copper to reduce the outgassing 
We will design the vacuum systems for the RF 
window region for next plan 
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SERIES PRODUCTION OF COPPER AND NIOBIUM CAVITIES FOR THE 
SPALLATION NEUTRON SOURCE 

S. Bauer, K. Dunkel, B. Griep, M. Pekeler, C. Piel, P. vom Stein, H. Vogel 

ACCEL Instruments, Bergisch Gladbach, Germany, accel@accel.de 

Abstract 
Since about one and a half year ACCEL is working on 

two large scale cavity series production: The normal 
conducting CCL type copper cavities [1] and all 
superconducting 6-cell cavities for the linac of the 
Spallation Neutrcm Soure SNS [2]. For both projects, the 
prototype phase is finished and we are in the middle of 
the series production. Tuning results on the ncsmal 
conducting cavities will be presented as well as the cold 
RF test results of the superconducting medium beta cavity 
production. Experiences gained for future large scale 
cavity production will be presented. 

1 CCL CAVITIES 
Since October 2001 ACCEL manufactures the cavity 

coupled linac segments for the normal conducting part of 
the proton linear accelerator from energies of 87 MeV to 
185 MeV for the SNS project in Oak Ridge. 

The contract has been concluded with Los Alamos 
Natifflial Laboratory and covers the production of 4 
modules, each consisting out of 12 segments (Figure 2) 
and 11 bridge couplers (Figure 1). Each cavity coupled 
linac segment consists of 8 accelerating cells, coupled to 
each other by 7 coupling cells. Two segments are coupled 
by one bridge coupler, which forms together with the two 
endplates of the segments a three cell coupling structure. 

TTie scope of work covers machining, brazing and RF 
tuning of all segments and bridge couplers. In addition 
module assembly, mapping and tuning is within ACCELs 
responsibility. 

Figure 2: Segment at final dimension control 

Figure 3: RF measurements before (upper curve) and after 
(lower curve) tuning 

Comparing |B-e and post tuning results show RF 
measurement rai Segment and Bridge Coupler level show 
good reproducibility within the entire manufacturing 
sequence wiiich will allow easy tuning of brazed 
assemblies. 

Figure 1: Bridge Coupler at final machining 
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2 SC ELLIPTICAL CAVITIES 
The production of the superconducting cavities of both 

types, medium beta (p= 0,61) and high beta (p = 0,81) is 
proceeding well (Figure 4). After an intense tune of 
tooling development and establishing all the work 
procedures for both type of cavities, the series production 
was launched. 

Figure 4: Series production of medium beta cavities is 
finalised 

All 35 medium beta cavities have been delivered to 
Jefferson Laboratory fi-om October 2002 until April 2003 
and test results are exceeding well the design value. 

For the hi^ beta cavity production, the majority of the 
single part production is finished. A first article high beta 
cavity was delivered to Jefferson Lab in February 2003. 
This cavity was tested in the meantime and exceeded the 
design specifications. The producticxi of the high beta 
cavities is now ramping up with a production rate of at 
least one cavity per week. This rate can be established 
with the current infrastructure of two electrai beam 
machines. Both machines are used in a one shift operation 
with an occupation of about 80 % for this project. Tooling 
is used that allows to perform 3 similar welds within one 
pumpdown of the welding chamber. 

Amplitude (Figure 5). Additionally the external Q of the 
fimdamental mode of the HOM couplers is tuned and the 
cavities are chemically polished from fee inside and 
outside in order to remove the so called damage layer. 
Therefore at Jefferson Laboratory only the final 
preparation and fee cold rf-test needs to be done. 

Figure 6 shovre fee cold RF test results of fee first 
delivered medium beta cavities, Ite cold RF test was 
performed at Jefferson Lab after find chemical 
preparation and high pressure rinsing. Up to now all 
cavities delivered reached fee specified perfcamance. 
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Figure 5: SNS medium beta cavity during field flatness 
tuning. 

All cavities are delivered with guaranteed frequency 
and fee field flataess tuned to an accuracy of 5 % in 
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Figure 6: Cold test results of first cavities delivered 
(Courtesy JLab) 

3 CONCLUSIONS 
Bofe projects have been  successfiilly started wife 

!, development of tooling, optimisation of procedures and 
assembly deliveries. The series production of a total 
number of 109 s.c. cavities and 48 n.c. cavities is well on 
track for fee SNS project. 

Based on feis experience (completion of 4 to 6 cavities 
per monfe) we conclude feat production rates of about 40 
sc, cavities per monfe as may be required e.g. DESY X- 
FEL project can be handled. An analysis in view of such 
fiiture projects shows feat production rates can be easily 
handled wife specially designed electron beam welding 
machines and fee surrounding appropriate infrastructure 
for chemical processing wifein fee frame of existing 
infrastructure. 
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CONTINUED DEVELOPMENT OF THE RFILINAC STRUCTURE* 

D.A. Swenson, W.J. Starling, F.W. Guy, and K.R. Crandall 
Linac Systems, LLC   Albuquerque, MM 87109, USA 

Abstract 
The Rf-Focused Interdigital (RFI) linac structure is 

under development at Linac Systems. It promises very 
efficient acceleration of protons, light ions, and heavy 
ions to tens of MeV in relatively small packages. Recent 
developments include the discovery of effective 
geometries for the support of the two-part drift tubes, 
which provide the rf focusing, and efficient geometries for 
the end terminations of the interdigital linac tanks. These 
developments required extensive use of our 3d rf cavity 
calculational capabiUty. A "cold model" of an RFI linac 
has been fabricated and tested. The measured and 
calculated field distributions are in reasonable agreement. 
The beam dynamics of the structure has been studied with 
TRACE-3D and a modified version of PARMILA. The 
structure is capable of remarkably high beam currents 
(space charge limits). The results of these studies will be 
presented. The high rf efficiency of the structure 
promotes the possibility of cw operation. A prime 
application for the RFI linac structure is the challenging 
job of providing intense fluxes of epithermal neutrons for 
the boron neutron capture therapy (BNCT) application. 
Mechanical designs of the RFI linac structure for that 
application will be presented. Other applications for the 
RFI linac structure will be described. 

INTRODUCTION 
The Rf-Focused Interdigital (RFI) linac structure^''^^ 

represents an effective combination of the interdigital 
(Wideroe) linac structure^'^ and the rf electric quadrupole 
focusing used in the Radio Frequency Quadrupole (RFQ) 
and Rf-Focused Drift tube (RFD) linac structures'"'^^. 
This linac structure is two-to-six times more efficient and 
three times smaller than the conventional Drift Tube 
Linac (DTL) structure m the energy range fi-om 0.75 to 6 
MeV. It is ten times more efficient than the RFQ linac 
structure in the 0.75 to 6 MeV range. A comparison of 
the rf efficiencies for these three structures is shown in 
Fig. 1. 

The rf efficiency and size advantages of this new 
structure will reduce the capital and operating costs of 
small proton, deuteron, and heavy ion linac systems. The 
high efficiency will reduce the rf power dissipation in 
their structures, thereby promoting the prospect for cw 
operation, which in turn, offers the possibility of large 
increases in their average beam currents. These features 
will increase the number and types of applications for 
which small linac systems are suitable. 

* Work supported by the U.S. Department of Energy. 

RFI  I 

DTL      i 

0 12 3 4 5 6 
Energy (MeV) 

Fig. 1. Effective Shunt Impedance (Mfi/m) for the 
RFL DTL and RFQ Linac Structures at 200 MHz. 

THE RFI LINAC STRUCTURE 
In an interdigital linac structure, the electric fields in the 

gaps between drift tubes alternate in direction along the 
axis of the linac. The longitudinal dimensions of the 
structure are such that the particles travel firom the center 
of one gap to the center of the next gap in one half of the 
rf cycle. Hence, particles that are accelerated in one gap 
will be accelerated in the next gap because, by the time 
the particles arrive there the fields have changed from 
decelerating fields into accelerating fields. In the 
interdigital linac structure, it is common to support the 
drift tubes alternately from the top and bottom (or left and 
right side) of the cavity to achieve the desired alternation 
in field direction. This same practice has been adopted 
for the RFI linac structure. 

As in the RFD linac structure, rf focusing is introduced 
into the RFI linac structure by configuring the drift tubes 
as two mdependent pieces operating at different electrical 
potentials as determined by the rf fields of the linac 
structure. Each piece (or electrode) supports two fingers 
pointed inwards towards the opposite end of the drift tube 
forming a four-finger geometry, which produces an rf 
quadrupole field along the axis of the linac for focusing 
the beam. 

The longitudinal distribution of the acceleration, 
focusing, and drift actions are quite different between the 
RFD and RFI linac structures. In the RFI structure, when 
the accelerated particles are two thirds of the way 
between the centers of fee gaps, the electric fields are 
passing through zero strength as they change sign and are 
not suitable for focusing the beam. As a result, the 
focusing action must be pushed upstream to lie as close to 
the accelerating gap as possible, leavmg the latter portion 
of flie drift tube solely as a drift action (no focusing, no 
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Fig. 2 RFI Drift Tubes, Exploded and Assembled. 

acceleration). Hence, the drift tubes of the RFI linac 
structure are asynunetrical, consisting of a minor piece 
and a major piece as shown in Fig. 2. 

The analysis of the RFI linac structure breaks 
conveniently into two parts, namely the analysis of the 
interdigital feature of the structure and the analysis of the 
rf focusing feature. For the first part, we analyzed and 
optimized the interdigital feature of the structure with 
simple, one-part drift tubes, having no provisions for rf 
focusing. For the second part, we incorporated two-part 
drift tubes into the optimized interdigital structure in order 
to analyze Hhe rf focusing properties of the structure. As 
the RFI linac structure is highly three dimensional, these 
analyses made heavy use of the 3D rf cavity calculational 
program, SOPRANO'*l 

THE INTERDIGITAL FEATURE 
One form of the interdigital linac structure is a 

cyUndrical tank, loaded with drift tubes, positioned along 
the axis of the tank and spaced by one half of the particle 
wavelength, supported on drift tube stems extending 
alternately from the top and bottom (or left and right 
sides) of the tank. Of concern are tiie rf field distribution 

within the structure, the stability of this rf field 
distribution, the cavity mode spectra in the vicuiity of the 
operating mode, and the rf efficiency of the structure. 

The analysis and optimization of the interdigital feature 
of this structure involved studies of the structure 
properties as a fimction of the rf fi-equency, the beam 
particle, the particle velocity, and the geometry. We 
chose to optimize the structure for proton acceleration at 
an rf frequency of 200 MHz in the energy range of 1 to 20 
MeV. These results can be scaled to otiier beam particles 
and rf frequencies. 

The significant features of the geometry that we chose 
to study are the cell length (L), the cavity radius (R,.), the 
drift tube length, the drift tube radius (Rj), and the support 
stem radius (Rj). For a given proton energy and rf 
frequency, the cell length is equal to pX/2 and the drift 
tube length is three quarters of the cell length. The cavity 
radius is used to satisfy the frequency constraint. Hence, 
for a given proton energy and rf frequency, the 
geometrical parameters to be optimized are R<i and Rj. 

Figure 3 presents an array of data for an interdigital 
linac structure at 200 MHz for cell lengths of 4, 6, 8, 10, 
12, 14, and 16 cm, corresponding to proton energies of 
1.34, 3.02, 5.38, 8.45, 12.25, 16.79, and 22.11 MeV, a 
drift tube radius of 1.2 cm, and a stem radius of 2.0 cm. 
Two important features of the RFI Unac structure, 
resulting in part from its interdigital configuration, are 
immediately obvious from this data, namely its 
exceptionally high effective shunt impedance (ZT^) and 
its small transverse size (cavity radius). 

THE RF FOCUSING FEATURE 
The acceleration gaps (between the drift tubes) and the 

focusing gaps (within the drift tubes) form capacitive 
dividers that place a portion of the rf acceleration voltage 
on each rf focusing lens. In order not to short out this 
focusing potential, the two pieces of each drift tube are 
supported on separate stems, a major stem for the major 
piece and a minor stem for the minor piece. These stems 
form inductive dividers that couple to the rf magnetic 

Cell Lenath    (cm> 4 6 8 10 12 14 16 
Beta (velocity/c) 0.0533 0.0800 0.1067 0.1333 0.1600 0.1867 0.2133 
Proton Energy (MeV) 1.34 3.02 5.38 8.45 12.25 16.79 22.11 

Cavity Radius (cm) 14.0 16.1 17.7 18.7 19.4 19.9 20.2 

Stored Energy (J) 0.0011 0.0026 0.0047 0.0074 0.0107 0.0147 0.0194 
Shunt Impedance {MCiJm) 468.2 313.5 240.5 188.9 155.3 130.5 111.3 
Transit Time Factor 0.960 0.960 0.960 0.960 0.960 0.960 0.960 
Zr*2 (MQ/m) 431.5    j 288.9 221.6 174.1 143.1 120.3 102 6 
Quality Factor 15738 16961 17542 17581 17439 17214 16925 

Power Loss (Total) (W) 85.4 191.4 332.6 529.5 772.9 1073.2 1437.9 
Power Loss (Outer Wail) 49.5 104.2 168.0 250.2 342.6 448.5 5716 
Power Loss (Bars) 34.6 85.2 160.5 171.1 415.1 597.7 821.7 
Power Loss (Drift Tubes) 1.3 2.0 4.1 8.2 15.2 27.0 44.6 

Fig. 3. Geometrical and Rf Properties of the Interdigital Structure. 
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fields of the structure. The geometry of these stems must 
be configured to yield the same potential difference to the 
rf lenses that the capacitive dividers do. This prevents the 
drift tube supports fi-om shorting out the rf focusing 
lenses. 

It is convenient to describe the rf lens excitation as the 
ratio of the lens voltage (VL) to the cell voltage (Vc). The 
desired lens voltage is beam dynamics dependent. A 
good choice is to have a constant lens voltage throughout 
the linac. With a constant acceleration gradient (a 
common design choice), the cell voltage is proportional to 
the cell length. With these choices, the VLA^C ratio 
decreases throughout the linac. In some of our designs, 
this ratio begins as high as 40% and decreases to 
something like 10% at the end of the structure. 

Originally, we had planned to couple to the magnetic 
field surrounding each major stem. This lent itself to a 
two stem configuration emanating from a single base, 
with the minor stem being located a short distance 
upstream firom the major stem. This would allow the two 
pieces of each drift tube to be accurately aligned in the 
manufacturing process and to be installed as a single imit 
in a "hard socket" in the outer wall of the linac tank. 
After considerable study, we found that the total flux 
surroimding the major stem was not sufficient to yield the 
lens excitations that we needed. 

At this point, we realized that we needed to couple to 
some of the longitudinal magnetic fields in the structure. 
This requires that the minor stem be offset to one or both 
sides of the major stem. For symmetry and mechanical 
rigidity, we choose a minor stem geometry that extended 
symmetrically on both sides of the major stem. Once 
again, we tried to achieve a design where both stems 
(major and minor) emanated firom a single base to 
facilitate the manufacture and installation of the drift 
tubes. However, these geometries, when pushed to the 
maximum desired lens excitations, had detrimental effects 
on the rf efficiency of the structure. 

This led to a radial stem approach, where the minor 
stems are essentially radial members extending firom the 
tank wall, and offer unlimited coupling (firom 0% to 
nearly 100% of the cell voltage) to the magnetic fields of 
the structure. The coupling is a simple function of the 
angle between the radial stems and the major stem - the 
greater the angle, the greater the coupling. In one design 
that we have considered, the desired coupling, ranging 
from 29% at 0.75 MeV to 16% at 2.5 MeV, can be 
achieved by radial stem angles ranging from 51 to 33 
degrees. 

To facilitate the fabrication of the RFI linac structure 
under this radial stem approach, we have adopted what we 
call the "Stacked Cell" approach, shown in Fig. 4, where 
the basic unit of the structure is a single cell, complete 
with a two-piece drift tube, supported by major and minor 
stems in a short section of the outer wall. The linac 
structure is assembled by stacking up a sequence of these 
cells, each with the proper dimensions. The stack can be 
held together either by tie-bolts nmning along the 
structure or by welding the cells together into a single unit 
as shown in Fig. 5. 
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Fig. 4. The "Stacked Cell" Approach. Fig. 5. The RFI Linac Structure. 
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UPGRADES OF THE LINAC SYSTEM AT CAMD* 

Y. Wang#, M. Fedurin, P. lines, T. Miller, T. Zhao, CAMD/LSU, Baton Rouge, LA 70806, USA 

Abstract 
The 180 - 200 MeV linac is an injector of Center of 

Advanced Microstructures and Devices (CAMD) 1.3 or 
1.5 GeV accelerator, and was configured, installed and 
commissioned more than 10 years ago[l]. CAMD has 
pursued the upgrades of linac due to the bad reliability 
and performance of linac. In the paper, the latest operation 
parameters of Unac are introduced, the results of recent 
upgrades of linac, such as the linac control system 
upgrade, the linac timing system upgrade, the master 
oscillator upgrade, and the klystron focusing power 
supply upgrades are presented, and the linac energy 
increase is discussed. 

1 INTRODUCTION 
The linac at CAMD as shown in Figure 1 consists of a 

50kV triode electron gun, a 500MHz chopper-prebuncher, 
a 4MeV, 3GHz standing wave buncher, and two 6-meter 
long traveling wave accelerating sections. The RF system 
which drives the linac consists of two 35MW, 3GHz 
Klystrons and modulators, RF drivers, master oscillator, 
and so on. The Unac can be operated in either a 2.5 nS 
pulse of electrons or a 50-500 nS pulse. The current 
operation parameters are below: 

Energy 180 MeV 
Energy Spread ± 0.25% 
RF frequency 2998.2MH2 
Repetition rate 1 Hz 
Pulse Length 150 nS 
Current 50 mA 
Current stability ±15% 

Gun Pre-buncher Vacuum valve Beam Cuirent Monitor Stripline 

Solenoidal Focusing & Steering Triplet Steering 

Buncher Accelerating Section 

Figure 1: Linac at CAMD 

2 THE CONTROL SYSTEM UPGRADE 
The old linac control system consists of a 68020 

microprocessor board and a VME interface board which 

Work supported by the State of Louisiana 
# wangysh@lsu.edu 

makes the link between the VME bus and the I/O bus. 
Due to the poor reliability and the poor performance of 
the old control system, we replace it with the PLC as 
shown in Figure 2[2]. 

~~ 
Console 
Displays 

Networic 
3r 

Line Emitter 
u    n PLC 

Relays Contacts 
LINAC 

ir    ir 
Line Receiver 

Figure 2: The Unac control system 

In the new control system, the servers and console 
display communicate PLC through network. The PLC 
controls Unac by analog inputs/outputs which are 
connected to line emitter/line receiver and logic 
inputs/outputs which are connected to relays and contacts. 

3 THE TIMING SYSTEM UPGRADE 

Figure 3: The time relation between prebuncher 
input(l), klystron output(2) and beam(3) 

Three Stanford Research Systems' DG535 Digital 
Delay / Pulse Generators in the timing system in linac are 
used to realize the time relation between prebuncher 
input, klystron output and beam as shown in Figure 3 and 
to function the protection for the system under abnormal 

0-7803-7738-9/03/$17.00 © 2003 IEEE 
2892 



Proceedings of the 2003 Particle Accelerator Conference 

operation conditions. The old timing system is made of a 
timing board in the VME crate. In order to protect the 
system from noise, TTL to fiber transducers are used; 
therefore, fiber to TTL transducers are used at the 
equipments. 

4 THE MASTER OSCILLATOR UPGRADE 
The master oscillator consists of three main parts: an EMF 
phase locked oscillator, two CTT APN/032-3840 
amplifiers, and a LORCH phase shifter as shown in 
Figure 4. A 499.7 MHz is multiplied by six in the EMF 
phase locked oscillator to 2998.2 MHz as shown in Figure 
5. There is a CW output port which parameters are listed 
iti Table 1 as the reference signal to measure tiie phase 
ripple for the master oscillator output [3,4]; moreover, the 
phase ripple of klystron output power can be measured. 

Figure 4: Layout of the master oscillator of linac 
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Figure 6: Amplitude and phase-ripple at 4W1 output of 
master oscillator at Unac 
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Figure 7: Amplitude and phase-ripple at 4W2 output of 
master oscillator at linac 

Table 1: The test parameters of the CW output port 

Output Power lOdBm, 
Frequency 2998.1883 MHz 
Phase Noise 100 dBc 

Table 2: The output parameters of the master oscillator 

Output Power Phase Ripple 
4W1 36dBm ± 0.3 Degrees 
4W2 36.6 dBm ± 0.3 Degrees 

As mentioned in the introduction, there are two 
klystrons are used at CAMD linac, so the master oscillator 
has two ports to drive the preamplifiers of the klystrons. 
The tested results are shown in Figinre 6 and Figure 7, and 
the parameters are listed in Table 2. 

Figure 5:3 GHz, CW ou^ut measured by spectrum 
analyzer from master oscillator 
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5 THE UPGRADE OF KLYSTRON 
FOCUSING POWER SUPPLIES 

There are six power supplies for klystron focusing in 
the linac. Due to the sense of impeding failure of major 
components which is not easy to get them in spare 
because of the age of power suppHes, the six new 
POWER TEN power supplies are used to replace the old 
power suppUes. All new power supplies are installed in a 
cabinet and tested. They will be used in case of the failure 
of old power supplies. The parameters of power supply's 
current are listed in Table 3. 

Table 3: The current in coils of klystrons 

Klystron 1 
Coill 178.4 A 
Coil 2 120.8 A 
Coil 3 157.1 A 

Klystron 2 
Coill 172.7 A 
Coil 2 102.8 A 
Coil 3 180.6 A , 

6 INCREASE ENERGY 
The purpose to increase energy is to increase the beam 

current in the storage ring at CAMD. Through careful 
study, the 200MeV can be achieved from 180MeV based 
on the measured data. 

The variable voltage-controlled attenuator has been 
installed to the RF loop to the buncher to adjust the input 
power. The characteristics of the attenuator are shown in 
Figure 8 & Figure 9. 

4 6 
Control Voltage/V 

10 

Figure 8: The attenuation of the attenuator at bimcher 

The RF system at Unac is optimized during the last 
shutdown. We should calibrate the output voltage of the 
high voltage power supply for the modulators of klystron 
in the RF system because the power supply is saturated 
when Ae voltage is increased. 

There is another way to increase energy to 250MeV by 
adding another accelerating section in flie linac tunnel. 

This proposal was discussed by the Machine Advisory 
Committee for CAMD/LSU. The transport line is also 
needed to upgrade because its limitation is a little over 
200MeV. 

2 4 6 8 
Control Voltagenr 

10 

Figure 9: The phase of the attenuator at bimcher 

7 FUTURE PLAN 
The linac at CAMD can be used as a user facihty to 

generate a coherent light in DUV or VUV range when the 
injection is completed [5]. We also hope the linac can be 
re-circulated one time to achieve electron beam energy 
more than 300 MeV by used current RF system and 
accelerating sections. 
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LINEAR COUPLING OF RMS EMITTANCES* 

L.C. Teng* Argonne National Laboratory, Argonne, IL 60439 USA 

Then (M+y' = M,and 
Abstract 

A general formulation of the linearly coupled rms 
emittances in two degrees of freedom is given.   This MM* = M'lVI = |M|I,     M+M* = [Tr (M)]I.      (9) 
formulation shows clearly what can be done to the     If M*M = M"M = I, Miscalledsymplecticand |M|= 1. 

The transformations given by M are emittances and how best to design for the necessary 
coupling. 

NOTATION AND DEFINITIONS 
The phase point of the i* particle in a distribution 

(beam) is represented by a column vector 

X= 
X, 

(1) 

(The index i is often omitted as being understood.)   Its 
symplectic conjugate (a row vector) is defined as 

X"'=XS = (xx') 
0 -1 

1 0 
:(x'-x), (2) 

where as shovm S is the unit symplectic matrix. The 
symplectic conjugate of a row vector such as X"^ is 
defined as 

(x*r- SX"" = -X. (3) 

For a distribution of phase points (particles) the second- 
moment matrix is defined as the outer product 

E = -XX"" = (4) 

where a bar means averaging over the distribution. We 
see immediately Tr(E) = 0 and E* = -E. We can 
parameterize E as 

E = e 
a 

-Y 

P 
-a 

= 8J. (5) 

Matrix J is the Courant-Snyder "imaginary" unit matrix 
with |J| = 1 and J^ = -I. The rms emittance e is then given 
by 

e2^lE| = x2x'2-^'. 

We write the transfer matrix for the motion as 

M = 
c   d 

and define its symplectic conjugate as 

^  d   -b^ 
M"'=SMS = 

V 
a 

(6) 

(7) 

(8) 

*Work supported by the U.S. Department of Energy, Office of Basic 
Energy Sciences, under Contract No. W-31-109-ENG-38. 
'teng@aps.anl.gov 

Xx=MX,    X^=X'"M"' 

and 

:MEM'* zi. = ET = M  e 2.2 

(10) 

(11) 

Thus,   the   emittance   is   invariant   for   a   symplectic 
transformation. 

The second-moment (rms) phase ellipse is defined as 

X"'E"'X = -1, (12) 

where X (without index i) is now the running variable. 

Since E ' = we can also vmte the ellipse 

as 

or 

N 

X+EX=|E| (13) 

X"'JX = Yx^+2axx' + Px'^=e. (14) 

We can diagonalize E"' to get the area of the ellipse and 
show that 

1     1 
e = |E| 2 = —(area of ellipse). (15) 

TWO DEGREES OF FREEDOM 

With two degrees of freedom (dof) we will write all 4- 
dimensional (4-D) vectors and matrices in the "block 
form." The phase-point position vector is now 

Xi 
^XjV 

Y: 
V   V 

(16) 

The symplectic conjugate is then 

x* = ^ Y)|^ ?1=^+Y+). 
0   S 

As before. 

(x-r- S   0 

0 s 
x+ 
Y+ 

= -x. 

(17) 

(18) 

For a distribution, the second-moment matrix is 
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(M+)r=M. f   E      K^ 
K""    F 

(19) 

where E and F retain their 1-dof forms and the coupling 
block is 

K = -XY+ = xy' xy^l 
x'y' x'yj 
^-,   ^,     Tr(K)#0.    (20) 

M is symplectic if 

MM*=]VrM = I. 
This gives in terms of the block matrices 

||M| = |N|,    |m| = |n|,    |M| + |mj=l 

]m"'M + N+n=0 

(28) 

(29) 

(30) 

The projection of all the phase points on the, say, X-plane 
will have a distribution given simply by Xi, hence the 
"projection" rms emittance and second-moment ellipse 
are as given in Eqs. (6) and (13). 

We can define the 4-D second-moment "ellipsoid"     This gives in block form 
(bounded by a closed 3-D surface) as 

The propagated (transformed) second-moment matrix is 
then 

ET = MEM^ (31) 

X+E" -'x = -i. 
In block form we have 

E-=i 
e 

A   -C-^ 
C      B 

(21) 

(22) 

where 

A=|F1E+-I-KFK-'=-A"' 

B = |E|F"'-I-K"'EK = -B"' 

C=|K|K-'+FK+E 

(23) 

and 

.H_NJc| 

The equation of the "ellipsoid" in block form is then 

X^AX-X'-C-'Y + Y^CX-t-Y^BYzr-e. (24) 
The Liouville invariant is defined as 

1 

ET =MEM"' +mFm"' +MKm'' -mK'^M'" 

FT =NFN'^ -i-nEn+ -NK"'n+ +nKN''       , (32) 

KT =MKN"'-mK'^n"'+MEn++mFN"' 

which then gives 

exT=|ET| = |MpeMm|'e^+2|M||m|K 

- 2|M|Tr(EKm+M)-2|m|Tr(KFm"'M) 

-Tr^M''mFm+M)-Tr(Km+MKm"'M) 

EyT=|FT|=|Nf8^+|n|'e^+2|N|n|K 

-2|n|Tr^KN"'n)-2|N|Tr(KFN''n)   ,       (33) 

-Tr(En"'NFN+n)-Tr(KN-*-nKN+n) 

Kx =|KT| = |M||n|e^ +|N||m|8^ +(|M||N| + |m||n|)K 

-|M|Tr(EKN^n)-|m|Tr(KFN+n) 

- |n|Tr(EKm+M}-|N|Tr(KFm+M) 

-Tr^n-'NFm-'M)-Tr(KN"'nKm+M) 
^= |E| 2 = — (4-D volume of the ellipsoid)  (25)      where we have defined |K| = K as the "couplance." (Note 

that |K| is not always > 0 as are |E| and |F|.) 
but has nothing to do with emittances. The "projection" 
ellipses are the projections of the ellipsoid on the X and Y 
planes, and their areas are related to the "projection" 
emittances as before. 

If M is symplectic, Eqs. (33) are simplified by Eqs. 
(30) to 

PROPOGATION OF EMITTANCES 
AND INVARIANTS 

The linearly coupled 2-dof motion is given by a transfer 
matrix 

n    N 

The symplectic conjugate of M is defined as 

'M+    n+ 
m'^    N+ 

M^ ^S   OYM    nYs   0^   ' 
0   slin   Njo   S 

/ 
Thus, 

elj =\Mfel +|m|^ej +2|M|m|K-2|M|a-2|m|b + c 

8^T =H^e^ +|M|^e^ +2|M||m|K + 2|m|a + 2|M|b + c,(34) 

Kj =(M|'+|mf )c + |M|m|(e^ +e2)+fM|-|m|Xa-b)-c 

where 

'a = Tr(EKW),        W = m+M 
b^Tr(KFW) . (35) 

c =-Tr(EW+Fw)-Tr(KWKW) 

.27)      Equations (34) show directly 

e^x+eyT + 2KT =e^+e^+2K, (36) 

a well-known invariant for symplectic transformations. 

(26) 
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EXAMPLES OF APPLICATION 
There are two classes of x-y coupled beam transports— 

the skew quadrupole train and the solenoid. 

Class 1 Skew Quadrupole Train 
This is a case of symplectic "deformation" propagation. 

The transfer matrix is 

M = 
Icos— 

4 
T    ■      ^ Ism— 

4 

-Ism— 
4 

T " Icos— 
4 

0^ 

Q 

Icos— Ism— 
4 4 

-Ism— Icos— 
4 4 

fP-fQ   P-Q^ 
P-Q   P-l-Q 

(37) 

where P and Q are the principal 2-D transfer matrices 
along the quadrupole axes and the end matrices rotate the 
quadrupole train 45°. In this case 

M = 7|P + Q|=|[l+|Tr^'Q) 

|m|=i|P-Q|=i[l-iTr^*Q)] .(38) 

W = m''M=-^"'-Q'^)(PH-Q)=i^+Q-Q+p) 

We parameterize the symplectic matrix P*Q as 
P'^Q = cos2(t) + Jsin2(t), 

then 

|M| = COS^<|),      |m| = sin^(|) 

W = m'^M = (sin (|)cos(]))j 

(39) 

(40) 

Substituting Eqs. (40) in Eqs. (34) we get the transformed 
emittances. 

Class 2A Solenoid-Whole 
The transport through a whole solenoid (from exterior 

to exterior where the vector potential is zero) is a 
symplectic "rotation." The transfer matrix is 

'' Rcosvj;     Rsin\|/^ 

with the 2-D 

where 

M = 

K = 

-Rsinv   Rcosv 

1  .     ^ 
cos\(f     — sm\|/ 

-ksinxi;    cos\|; 

(41) 

(42) 

Mf = 
2Bp 

t = U, 

and Bz and i are the solenoid field and length and Bp is 
the rigidity of the beam This gives 

I|M| = cos ^ yif,      |m| = sin ^ v 

[w = ni'^'M = (sin \i/ cos \|/) I 
(43) 

Compared to Eqs. (40) we see that J is here replaced by I. 
This distinguishes the "deformation" of a skew- 
quadrupole train from the "rotation" of a solenoid. 

Class 2B Solenoid — Ends 

The only easily available nonsymplectic case is when 
either (or both) end of the transport is in the interior of the 
solenoid where the transverse vector potential Aj^ ^ 0. 
We give here the thin "entry" of a solenoid. The transfer 
matrix is 

ro   0^ 
M = N = I     m = -m* = n"^ = -n = 

k   0 
(44) 

In this case we have to go back to the general 
(nonsymplectic) formulas in Eqs. (33). We have |M| = |N| 
= 1 and |m| = |n| = 0. For the emittances Eqs. (33) give 

c2 

>yT 

: e^ -I- 2a -f c 

(45) 

K-r =K + aH-b-i-c 

where 

a =-Tr^Km'"M)= kf x ^ x'y - xy xx'l 

b =-Tr(KFm''M)=-kf y^^-^^l 

c = -Tr^M+mFm+M)-Tr(Km+MKm+M)' ^^^^ 

= k    X   y   -xy 

This shows the noninvariance of 

£xT+eyT+2Kx =ex-i-ey+2K-f4(a-hb-fc). (47) 

The "exit" is identical to the "entry" except with the sign 
of k reversed. 

With these three classes of transport one should be able 
to obtain most desired emittance transformations. If, 
indeed, there is a transformation that cannot be obtained 
from combinations of these cases (plus uncoupled 
transports), some yet unknown coupled transports must be 
invented. 

THREE DEGREES OF FREEDOM 
For 3-dof the phase-point position is given by a 1x3 

block vector. The second-moment matrix and the transfer 
matrix are both 3x3=9 block matrices. The inverse 
second-moment matrix and the conditions for 
symplecticity are more complex than the 2-dof case, but 
can be given in a straightforward maimer. 
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PROPOSAL OF PARTIAL SIBERIAN SNAKE BASED ON HELICAL 
MAGNETS FOR AGS 

I.A.Koop, A.V.Otboev, E.A.Perevedentsev, P.Yu.Shatunov, Yu.M.Shatunov 
Budker Institute of Nuclear Physics, Novosibirsk, Russia 

Abstract 
A scheme of partial Siberian snake is considered for 

polarized proton acceleration at AGS. The snake consists 
of four identical helical magnets with the field amplitude 
about 4.0 T on axis and provides proton spin rotation by 
about 32 degrees per one pass at the injection energy 2.5 
GeV. Orbit distortions do not exceed 2 cm inside the 
insertion. The influences of the snake fields' 
nonlinearities on the beam dynamics are discussed. 

INTRODUCTION 
Adiabatical crossing of imperfection spin resonance 

with a partial Siberian snake has been suggested, tested 
and successfully used already 30 years ago [1]. The 
application of this method at AGS has provided an 
acceleration of polarized protons up to 21 GeV with the 
50% beam polarization [2]. Introduction of an RF dipole 
field inducing a coherent vertical betatron oscillation 
results in adiabatical spin flip on four strong intrinsic spin 
resonances with vertical tune at AGS. However, a 
coupling of the betatron oscillations introduced by the 
strong snake solenoid enhances depolarizing resonances 
with the horizontal tune and dramatically reduces the 
polarization level during acceleration up to the top energy 
of 25 GeV. To avoid these problems, a design of the 
partial snake based on the room temperature helical 
magnet was suggested in 1998 [3]. It was shown that the 
helical snake approach creates much smaller coupling 
with the same snake strength 5%. 

The helical approach for the partial snake has an 
evident advantage. In contrast to the solenoid, a DC 
current in the hehx coil will rotate spin approximately on 
the same angle during entire AGS acceleration cycle. 

This paper considers a scheme of partial Siberian snake 
which consists of four 0.5-meter identical helical magnets 
with the field value up to 4.0 T. An analysis of particle 
and spin motions yielded a configuration of the helical 
magnets that can provide proton spin rotation by 32 
degrees per one pass. At that, orbit distortions are zero 
outside the snake and do not exceed 2.2 cm inside the 
insertion on the injection energy 2.5 GeV. 

MAIN PARAMETERS OF THE SNAKE 
AND MAGNETIC FIELD DISTRIBUTION 

It's clear that the 4.0 T magnetic field level can be 
realized only in a superconducting helix. Main parameters 
of the helix are determined by a number of simple 
requirements. The total length of the snake insertion is 10 
feet; the aperture of the magnet does not restrict the AGS 
acceptance; a number of the helixes results from 
symmetry. Taking into account fringe fields, we need to 

insert four identical helixes to exclude outside orbit 
excursions in both transverse directions. So we come to 
the parameters: period of the helix is 50 cm; internal 
diameter is 10 cm, end conductors are each 10 cm in 
length. 

Fig. 1 A cross section view of the MERMAID input file 
model. 

A practical design of the helical magnet has to be based 
on the realistic fields including edges of coils. A 
calculation of the field configuration was done by 
computer code MERMAID [4]. The helix was presented 
as a number of consecutive slices in the transverse cross 
section. The coil size was optimized for coils wound by 
1.26 mm NbTi wire with well knovra critical parameters. 
Fig. 1 shows a cross section view of the helix. 2-D 
distributions of transverse (Bx, By) and longitudinal (Bz) 
components of the magnetic field in the middle cross 
section are presented in Figs. 2-4. 

B^^'T   _3.5 

X, cm 

Fig. 2 Transverse distribution of Bx component. 
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X, cm 

y,cm 

Fig. 3 Transverse distribution of By component. 

Our analysis has shown that the spin rotation is not very 
sensitive to the initial field direction. For simplicity we 
always consider the magnetic field on the helix entrance 
along "y"-axis. 

EQUATIONS OF THE ORBITAL MOTION 
Consideration of the particle and spin motions in the 

calculated fields was done in the rectangular Cartesian 
frame with z-coordinate along the helix axis. Exact 
equations of particle trajectory excursions x(z) and y(z) 
are: 

x"(z) = q{x'{z)y\z)B^ - (1 + x\zf)B^ + y'{z)B^ ) 
Bp 

y\z) = q{x\z)y\z)B  - (1 + y\zf)B^ + x\z)B^) 
Bp ^ ' 

' == ^|l + x\zf+yXzf (1) 

Bz,T 

y, cm 

X, cm 

Fig. 4 Transverse distribution of Bz component. 

An interpolated behaviour of the on-axis transverse 
components along the helix is shown in Fig. 5. 
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Fig. .5. Longitudinal distribution of the Bx and By 
components on axis. 

We calculated two options of the snake with four 
helixes with the right helicity but different polarities. The 
first set of helixes had the polarities: "+ +". More 
serious orbit excursions appear at the AGS injection 
energy of 2.5 GeV. Some residual mismatching of the 
trajectory can be adjusted be existing steering coils in the 
ring. 

The other snake option can be constructed by the helix 
sequence: "+ - + -". This option has no symmetry. It 
results in a big enough x-angle at the snake exit. To 
compensate this angle we calculated dipole correctors 
incorporated in the helix module above the edge 
commutations. Fig. 6 presents a picture of the field on the 
axis with correctors "on". 

M      0 

X 
m 

.'\ ' 1 1 

X    \ 
A  \ -By       1 

/     / 
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\ \ \ \ 
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/      / 

/ 
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1 / 

20 40 60 
z, cm 

30        100 

Fig. 6 Longitudinal distribution of the Bx and By 
components with correctors. 

The particle trajectory in the 2nd snake option, when 
the first and last helixes are equipped by the correctors is 
given in Fig. 7. 

2899 



Proceedings of the 2003 Particle Accelerator Conference 

o     0 

I'V      y ■v 

■ ■ p ■ ' '—— 

 X 1 
1 '\y V \ 

^ 
_y 1 

\ 
i 

1 
1 

1 

• \ 
\/ ̂ / 

1 
1 \ / / 

\ 1 \ 1 V / •* y 

the    angle:     arccos[s'^(z = Z,)]«32°.    This    angle 

practically does not depend on the beam energy and gives 
snake strength » 0.18. 

0 50       100      150      200      250      300 
z,cm 

Fig. 7 Particle's trajectory at 2.5 GeV in case of "+ - + -" 
scheme. 1^' and 4* snakes have correctors. 

EQUATIONS OF SPIN ROTATION 
Similarly to the particle motion, the BMT-equation for 

the spin vector S can be presented in the same frame in 
the form: 

' = 5,-^[(l + ,«)5,-^(^l-l)(x'5,+y5,-.5j 

1 

^ -^ -\y  N •— - 
0   75 ^^^ 

N       0   5 

1 \ / \ 
m    ^•'^^ 1 1 

/ 
m            ^ \ r-.^ 

-0.25 \\ 
Sx \ \' 

-0.5 \ 
300 

BpV 
(l + ya)B^ — 

<1 

s =s y       z Bpl 

V   y 

a 1 

-s. 
Bpl 

{\ + ya)B--\\  
<i\     Y J 

(l + ya)B^-- 
q 

s =s -^ 
"Bpl 

Z X 

V     7 
f 

(l + ra)B^ 
a 

V 

il + ya)B^ — 
'Bp  

i--l^'(^'5.+y5,+5,) 
V     Y 

Here ;' is the relativistic factor, a = 1.7928 is the 

proton magnetic anomaly; all derivatives are taken with 
respect to longitudinal coordinate and field components 
are taken along the particle trajectory given by solution of 
Eq.(l). 

As one can see from the Fig. 8, the final spin rotation 
corresponds to precession around the longitudinal axis by 

0 50        100       150       200      250 
z,   cm 

Fig. 8 Spin rotation along the snake. 

CONCLUSION 
- Presented snake design requires a more detailed 
analysis before the realization phase. Numerical 
estimations shown that the tune shifts are quite moderate, 
0 0.02. Since the snake occupies about 1% of the 
machine circumference we hope that relatively high local 
field   nonlinearities   in   the   helixes   can   be   easily 

-compensated by existing correctors. In any case further 
investigations of particle and spin dynamics should be 
done. 
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ACTION AND PHASE ANALYSIS TO DETERMINE 
SEXTUPOLE ERRORS IN RHIC AND THE SPS * 

Javier Cardona. Steve Peggs, Todd Satogata, BNL, Upton, NY 11973, USA 
Rogelio Tomas, CERN, Geneva, Switzerland 

Abstract 

Success in the application of the action and phase analy- 
sis to find linear errors at RHIC Interaction Regions [1] has 
encouraged the creation of a technique based on the action 
and phase analysis to find non linear errors. 

In this paper we show the first attempt to measure the 
sextupole components at RHIC interaction regions using 
the action and phase method. Experiments done by inten- 
tionally activating sextupoles in RHIC and in SPS [2] will 
also be analyzed with this method. 

First results have given values for the sextupole errors 
that at least have the same order of magnitude as the values 
found by an alternate technique during the RHIC 2001 run 
[3]. 

INTRODUCTION 

Under ideal conditions, the action J and phase ip of be- 
tatron oscillations of a particle should remain constant all 
around the ring. Magnetic errors in the different elements 
of the ring can lead to a change of these two constants of 
motion. These changes are used to determine the location 
of such errors and their strengths. 

Action and phase associated with particle orbits at partic- 
ular position in the ring are obtained from pairs of adjacent 
Beam Position Monitor (BPM) measurements. BPM mea- 
surements are converted into action and phase by inverting 
the equations: 

(1) 

where, Xi and X2 correspond to any two adjacent BPM 
measurements, /3i, ,82. i>i and V'2 are their corresponding 
beta functions and phase advances. 

Eq. 1 is applied to all adjacent BPM measurements in the 
ring to obtain functions of action and phase with respect to 
s, the azimuthal location. 

During the RHIC 2000 run, studies of action and phase 
indicated significant coupling errors at the RHIC IRs. A 
method based on first-turn orbit measurements and action 
and phase analysis was developed to find the naagnitude 
of the coupling errors and to perform the corresponding 
correction [1]. 

The positive results obtained from the previous studies 
stimulate the development of a general method able to de- 

termine no only skew quadmpole errors but also gradient 
errors and non linear errors. This method was used dur- 
ing the RHIC 2001 run to confirm the skew error liiea- 
surements done with orbits taken in the RHIC 2000 run 
(see [4]). The action and phase analysis was then used to 
measure integrated gradient errors giving very precise re- 
sults (see [5]). The accuracy of the method to determine 
skew quadmpole errors and gradient errors as well was also 
demonstrated with a series of experiments performed dur- 
ing the RHIC 2001 run (see [5]). This paper covers experi- 
ments performed during the RHIC 2001 proton run and the 
experiments performed during the RHIC 2003 dAu run to 
determine sextupole errors with the action and phase anal- 
ysis method. Results obtained with SPS orbits with sex- 
tupoles intentionally introduced in the accelerator are also 
presented. 

DETERMINATION OF ERRORS FROM 
THE ACTION AND PHASE ANALYSIS 

The magnitude of the magnetic kick that particles ex- 
perience due to the presence of an optical error located at 
some arbitrary position SQ is given by: 

As'(so) = 
\ 

(jj- + J« - 2 VJ^^COS(# - y.^)) 

0x{so) 

• Work performed under Contract No. DE-AC02-76CH00016 with the 
U.S. Deparment of Energy 

(2) 
where J^, J^, tp^ and tj)^ correspond to the action and 
phases for s < SQ (superindice L) and s > SQ (su- 
perindice R) respectively. There is an equivalent expresion 
for Aj/'(so). 

On the other hand, Aa;'(so) and A2/'(so) can also be ex- 
pressed as function of ^1 and Bi, the skew quadrupole and 
gradient errors present at SQ. and all other non linear com- 
ponents like A2 and B2, the skew and normal sextupole 
errors. Such expression is given by: 

Aa;'   =    [AIVQ - B^XQ 

+2A2Xoyo + B2{-xl + y^) + ...) 

Ay'   =    (^iXo + Sij/o 

+2B2Xoyo + A2{xl + yl) + ...)       (3) 

where XQ and yo are the horizontal and vertical positions of 
the beam at so- The expansion shown in Eq. 3 is valid only 
for an error localized in a single point or in good aproxima- 
tion for a single magnet. When magnet structures Uke the 
RHIC triplets or the RHIC interaction regions are responsi- 
ble for the now so called integrated magnetic kick Ax' the 
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new expressions are [5]: 

Ax'   =   Al'>yo-Blxo + 2A^Xoyo-B^xl + Bly^ + ... 

(4) 
Ay'   =   Al''xo + Blyo + 2B^^xoyo + A^xl-Aly^ + ... 

where the superindices employed in the coefficients point 
to the fact that except for the equivalent skew error, A ^^, all 
the other coefficients are not longer symmetric and hence 
they have to be splitted in two, one with superindice a and 
one with superindice b. It is possible to evaluate the dif- 
ferent multipoles components in Eq. 3 if a set of measure- 
ments of the delta kicks versus the beam position at so are 
available. The procedure to obtain such measurements is 
basically to record orbits with significant betatron oscilla- 
tions (usually produced by adjusting a dipole corrector to 
strengths several times bigger than its normal setting); cre- 
ate the so called difference orbits by subtracting the base- 
line from the orbits created with the different settings of the 
dipole corrector; apply Eq. 1 to the difference orbits to ob- 
tain action and phases before and after SQ, and finally apply 
Eq. 2 to obtain Aa;' and Ay' with an equivalent equation. 
The beam position (XQ, yo) at SQ it is usually approximated 
with the nearest beam position monitor. 

NON LINEAR ANALYSIS OF RHIC 2001 
PROTON EXPERIMENTS 

During the RHIC 2001 proton run, difference orbits were 
taken to study non linearities at one of the interaction re- 
gions of RHIC with the action and phase method. The or- 
bits were taken by changing the strength of a horizontal 
and a vertical dipole correctors 10 times which allows to 
have 10 points in the graphs of magnetic kick versus beam 
position. A fitting of the graphs (see the graphs obtained 
with the horizontal dipole corrector in Fig. 1) obtained in 
both cases give the coefficients defined in Fig. 1. Those 
coefficients are related with the multipole errors by linear 
formulas (see [5]) that were used to obtain Table 1. 

Table 1: Equivalent multipole errors obtained from the fits 
of Fig. 1 and its corresponding figure in the vertical plane. 

A- 0.122 ±0.003 
Bf 0.386 ± 0.001 
By -0.142 ±0.002 
Af 0.0121 ± 0.0003 
Af -0.0012 ±0.0011 
B', 0.0061 ±0.0011 
B^" 0.0037 ± 0.0025 

Table 1 indicates that the linear components can be pre- 
cisely extracted from data and also sextupolar components 
can be extracted but not with the same precision as lin- 
ear errors can be determined. Even though the precision 
of the sextupole errors determined in this experiment is 

E 
E, 
>- 

2 

,Deltax= C1,X + C2,X' 

^^..----Beitay =C1^ Y + C2, "^ 

y = k1x + k2x* + b^ 

-10 -5 

Tue Mav 13 15:08:58 2003 

0 
X[mm] 

10 

Figure 1: Graphs of magnetic kick vs beam position ex- 
tracted from orbits obtained by changing the strength of a 
horizontal dipole corrector in RHIC. Even though the linear 
errors dominated these curves, nonlinear behavior is also 
present and it is possible to determine such nonlinearities 
from polynomial fits. 

not completely satisfactory, these errors are still compa- 
rable with the corresponding values found by an alternate 
method used during the RHIC 2001 run [3]. 

CALIBRATION OF THE TECHNIQUE TO 
FIND NON LINEAR ERRORS 

0.06 

i. 004 

I   0.03 

S   0.02 
to 

0.01 

m = 1.191 +/-0.44 

b = 0.005 +/- 0.008 

I 
I 

0.01 0.02 
Set Strength [1/m^ 

0.03 

Figure 2: Sextupole calibration curve obtained with differ- 
ence orbits collected during the RHIC 2003 dAu run. 

Experiments to calibrate the action and phase method 
to determine sextupole errors were done during the RHIC 
2003 dAu run. The experiment is basically to set a sex- 
tupole corrector to some known strength and then take a se- 
ries of orbits with different strengths of a particular dipole 
corrector, first in the horizontal plane and then in the ver- 
tical plane. The experiment is then repeated for other 3 
different sextupole corrector strengths. From every series 
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of orbits it is possible to measured a sextupole component 
with the method described earlier and a calibration curve 
like the one shown in Fig. 2 can be obtained. The errors 
shown are propagated errors derived from the estimated er- 
rors of the graphs of magnetic kick versus position from 
which the calibration curve was obtained. The calibration 
curve follows the expected trend but the propagated errors 
seem to be very small when compared with the general de- 
viation of the points from the model. There are evidence 
that errors associated with the magnetic kicks from which 
the sextupole were extracted were underestimated. Indeed 
the quadratic fits done to the curves of magnetic kick versus 
the beam position give values for x^ equal to 2.3, an indi- 
cation of too small uncertainties. Apart from this problem 
the general deviation of the data points is still significant 
and more experimentation will be needed to reduce this 
deviation. The uncertainties associated with RHIC 2001 
proton experiments magnetic kicks were 4 times smaller 
than the ones found in the RHIC 2003 dAu experiments. 
This might be due to some temporary condition of the ma- 
chine but also might be related with the particle used. If 
this is the case, then it will be convenient to repeat this ex- 
periment with protons. Another factor that will reduce the 
errors is increasing the number of points used to determine 
each sextupole strength. Due to the time limitations only 4 
points per sextupole strength were used in the RHIC 2003 
dAu experiment. Increasing the amplitude of the betatron 
oscillation will definitively help to resolve the strength with 
better precision but the feasibiUty of increasing the ampli- 
tude beyond the maximum amplitud used of about 10 mm 
must be carefully examined. 

ACTION AND PHASE ANALYSIS WITH 
SPS ORBITS 

Orbits taken originally in the SPS to study resonance 
driving terms [2] were also analized with the action and 
phase method. The graphs of phase (see Fig. 3) obtained 
by inverting Eq. 1 show regular behavior of the phase with 
jumps at some places. Most of these places exactly corre- 
spond to the places were strong sextupole were on during 
the data taking of orbits at the SPS. The jumps are more or 
less clear depending on the turn that is being analyzed. 

The graphs of phase also have a tilt (the phase graphs 
are expected to be horizontal lines with junips at the places 
where the errors are located) that probably is due to the 
fact that the model used for the analysis and the machine 
model were tuned slightly different. The next step in 
the analysis of the SPS orbits with the action and phase 
method is to numerically determine the magnitude of the 
sextupole strengths and compare them with the set sex- 
tupole strengths in the control room. 

CONCLUSIONS 

Very precise measurements of linear components were 
obtaiiied in the first experiment presented in this article 
(RHIC 2001 proton run) and the feasibility of extracting 
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2000 4000 
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Figure 3: Phase analysis of SPS orbits. The sextupoles 
that were introduced intentionally in the accelerator can be 
clearly identified by the jumps in phase. 

non linear errors has been demonstrated with the same data. 
Data collected during the RHIC 2003 dAu run has al- 

lowed to test the calibration of the action and phase anal- 
ysis to determine sextupole components. The calibration 
curve obtained is in agreement with the expected curve but 
more experimental data will be neccesary to improve the 
precision of the measuremerits. 

Application of the action and phase analysis in turn by 
turn orbits of the SPS has allow to identify clearly the 
places where sextupoles were intentionally tum on. Future 
analysis will also give the strengths of such sextupoles. 
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BEAM DIFFUSION MEASUREMENTS AT RHIC * 

R. P. Hiller m t, A. Drees, D. Gassner, G. Mclntyre, S. Peggs, D. Trbojevic, BNL, Upton, NY, 11793 

Abstract 

During a store, particles from the beam core continually 
diffuse outwards into the halo through a variety of mech- 
anisms. Understanding the diffusion rate as a function of 
particle amplitude can help discover which processes are 
important to halo growth. A collimator can be used to mea- 
sure the amplitude growth rate as a function of the parti- 
cle amplitude. In this paper we present results of diffusion 
measurements performed at the Relativistic Heavy Ion Col- 
lider (RHIC) with fiilly stripped gold ions, deutrons, and 
protons. We compare these reults with measurements from 
previous years, and simulations, and discuss any factors 
that relate to beam growth in RHIC. 

1   INTRODUCTION 

The understanding of beam halo is important for current 
and future accelerators. Beam halo can be a major source of 
detector background. Halo can also reduce component life- 
time through induced radiation. Understanding beam halo 
is very impartant for the next generation of accelerators[l]. 
In superconducting machines, significant halo can induce 
magnet quenches. All of these effects can ultimately limit 
accelerator performance by reducing the amount of beam 
than can be injected. 

Beam halo grows because various processes slowly 
move particles from the core of the beam into the halo. 
One way to measure this halo growth is using a colUma- 
tor to measure the diffusion rate of the beam. By measur- 
ing the loss rate at a collimator after it moves relative to 
the beam, it is possible to reconstruct the diffusion coef- 
ficient as a function of the particle action. In this paper 
we discuss experiments carried out at RHIC to measure the 
diffusion coefficient with gold, deuteron, and proton beams 
at 100 GeV/u. 

2   THEORY 

The theory of how to measure beam diffusion with a col- 
limator is treated in detail in references [2]and [3]. A short- 
ened treatment is given here. The diffusion equation is 

|/«*) = J^S(J)^/(J,.) (1) 

where /(J, t) is the beam distribution as a function of the 
particle action J and time, and B{J), given by 

B(J) 
Af (2) 

* Work performed under the auspices of die U.S. Department of Energy 
t rfliller@bnl.gov 

is the diffusion coefficient to be measured. B{J) is gener- 
ally postulated to be a monomial. If it is assumed that only 
particles that are initially close to the collimator will even- 
tually hit the collimator, or equivalently, that B{J) is not 
"too large", then near the collimator B{J) can be written. 

B(J) -©" (3) 

where Jc is the action of a particle that just touches the 
collimator, J^ = xd^/W, ^c is the distance between the 
collimator and the beam center, and /? is the /? function at 
the collimator. 6o = hJ^ is the diffusion coefficient at J = 
Jc- Assuming that /(Jg, t) vanishes at the collimator, and 
that f{Jc,0) increases linearly away from the collimator, 
then the left hand side of Eqn. 1 is just the particle loss rate 
due to the collimator, N{t). For actions near the collimator 
action, B{J w Jg) « bo one can introduce the variables 

z   = 

R   = bo 
2Jc 

(4) 

(5) 

the fractional change in the collimator action, and the nor- 
malized diffusion rate to be determined by a fit, and solve 
Eqn. 1 for the loss rate at the coUmator. For the instance 
when the collimator moves towards or away fi-om the beam, 
one obtains: 

iVW(t)    =   ao(l+    ^    ^'        \ 
[        ^-KRit - to) J 

+ ai     (6) 

JV(2)(i) oo erfc 
Az 

\y/AR{t-to) f    +«i      (7) 

Az = 2|Aa;c|/a;c is the absolute change in z due to the 
change in collimator position Axc, Oi is the count rate from 
background or an activated collimator, measured when the 
collimator is fiiUy retracted, and oo is an arbitrary constant. 
By fitting one of these solutions to the loss rate after mov- 
ing the collimator, it is possible to obtain the normalized 
diffusion coefficient R and then B{Jc) = 2J^R. Sam- 
pling over many collimator positions, it is possible to re- 
construct the diffusion coefficient for the beam halo. 

3   EXPERIMENT 

The RHIC collimaton system is shown in Fig. 1. The 
collimators are 450 mm long copper blocks with an in- 
verted L shape residing downstream of the PHENIX de- 
tector in both the blue (clockwise) and yellow (counter- 
clockwise) rings. Downstream of each collimator there are 
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four PIN diodes that are used to monitor the beam losses 
due to the coUimator. The crystal coUimator and its associ- 
ated detectors were not used for these studies. 

BheBeam(clodwis) ^" Ydloiv Beam (counter clodviise) 

Uo    [■ 

gPO/ I 
FHDIIX 

■H    ■ CCVKSct 

=-s*- 

Figure 1: The RHIC coUimation system 

The coUimators were inserted into the beam and rotated 
to align the face of the coUimator to the beam to minimize 
the secondary halo due to particles scattering from the col- 
limator. Then the coUimator was stepped horizontally into 
and out of the beam varying the coUimator position and the 
stepsize. This way, various actions are sampled, and self- 
consistancy is checked by using different step sizes and/or 
directions to measure at the same action. 

Fig: 2 shows the loss rate at the PIN diodes for the coUi- 
mator moving toward and away from the beam with fits to 
the data. The left picture shows how the losses respond 
with the coUimator moving toward the beam. An inital 
scraping of the beam occurs as it contacts the coUimator, 
with a reduction in the losses to a steady state as beam is 
removed. The right picture shows the losses when the col- 
limator is moved away from the beam. Diffusion slowly 
pushes particles toward the scraper, eventually filling up 
the availible space in typically 30s. 
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GOOOO - 

.^ - 
•   PIN Dkxia Counts 

 Fit 

30000 

20000 

0 

-W^ 
.l..,.l,.,,l....i....i. 

I       Collliwtor Mov— Aw*y Ftom Baam 

22aO  2240  2260  2260  2270  2280  22SO 
Time (s) 

O     2O0O     2820     204O     2060 
Time (s) 

Figure 2: The effect of the coUimator motion on beam loss 
rates with fit. 

For each type of movement of the coUimator, the loss 
rate is fit to either of Eqns. 6 or 7. As one can see from 
Fig. 2, the fit to the loss rate when the coUimator is retracted 
yields a higher R value than the data indicate. This was 
found in some fiUs during the last RHIC run as weU [3]. 

The normalized diffusion coefficient, R is averaged over 
the four PIN diodes. This is used to reconstruct B{Jc) and 
the results are fit to S(J) = 6o-/"- Fig. 3 shows the re- 

constuction of the B(J) for fill 02797. The horizontal and 
vertical error bars are dominated by the uncertainty in the 
coUimator action. This uncertainty is equaUy due to the 
uncertainty in the distance between the coUimator and the 
beam and the knowledge of the (3 function at the coUimator 
[4]. 

5r lo" 
1 i "^ 
c 
S 

I  10- 

4=-t= 

iz^^^ 
H 

0       0.2     0.4     0.6     0.8       1       1.2     1.4     1.6     1.8 
CoUimator Action <mm-mrad) 

Figure 3:   Reconstructed diffusion coefficient for FUl 
02797. Note the vertical axis has a log scale. 

Fig. 4 shows the reconstructed diffusion coefficient for 
the first data set of FiU 03155. There is a large variation 
in the diffusion coefficient for this data set that is not yet 
understood. 

0.4 0.6 0.8 
CoUimator Action (mm-mrad) 

Figure 4: Reconstructed diffusion coefficient for first data 
set of Fill 03155. Note the vertical axis has a log scale. 

4   RESULTS 

Table 1 shows the preliminary results of the fits for all 
runs. There are two data sets missing from the analysis. 
Both were taken in the blue (clockwise) ring of RHIC with 
a deuteron beam. Because of a missing BPM and time 
contraints it was not possible to analyze the data. For FiU 
03155, two data sets were taken, the first immediately after 
the ramp to storage energy. The second was taken two and 
a half hours later. For this fiU, the diffusion measurement 
was done in the vertical plane because of an osciUation of 
the beam orbit caused by the AGS Booster cycle seen in 
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Tabl e 1: Results of Fit to B(J) = bJ'^ 
Store Number Year Ring Beam 6 /im^-"s-i n 

01413 2001 yellow Au 0.17 ±0.09 10.3 ±1.2 
02797(1) 2003 yellow Au (3.6±0.8)xl0-4 2.8 ± 0.3 
02959 2003 yellow Au 0.0081 ± 0.0014 8.3 ±0.8 

03155-01 2003 yellow Au (5.3±4.4)xl0-4 3.5 ±1.0 
03155-02 2003 yellow Au 1.8 ±1.12 8.7 ±0.8 
01874(1) 2002 yellow P 0.045 ± 0.026 8.5 ±1.5 
01924(1) 2002 blue P 0.06 ± 0.02 7.0 ±0.8 
02136 2002 yellow P 7.8 ±5.5 5.7 ±0.6 
02175 2002 blue P 0.0036 ± 0.0005 3.0 ±0.3 

(i) indicates injection energy 

the horizontal plane. All other measurements were done in 
the horizontal plane. Three data sets were taken at injection 
energy. 

The data for the 2003 run were fit with a slightly differ- 
ent method than the other data. We are in the process of 
reanalyzing the data. 

We are still in the process of determining the system- 
atic errors and correlations in the data. Fig. 5 shows 
the distribution of n in all of the data sets. The average 
< n >= 5.7 ± 1.3 is fairly consistant between the data 
sets. 

Figure 5: B(J) exponents in same order as Table 1. The 
dotted line is the weighted average. 

The 6 coefficient generally has a large relative error, this 
is because of the large error in the action. There seems to 
be no consistant change in b with different beams. How- 
ever, there is one interesting correlation. Before the data 
was taken in Fill 02136, a van der Meer scan was done in 
the PHENIX IR [5], and before the second data set in Fill 
03155, orbit bumps were done through the same IR [6]. 
Both of these measurements have a large 6 as compared to 
all other measurements. In these cases, the beam passes 
off center through the IR triplet magnets and samples non- 
linear magnetic fields. This may cause the relatively large 
b in these cases. However, we are still investigating other 
possible reasons such pressure rises, tune shifts, and chro- 
maticity changes. 

5 CONCLUSION 

Diffusion measurments were performed in RHIC with 
Au, proton, and deuteron beams. The data does show that 
n is relatively constant over the variety of measured con- 
ditions. Data analysis will continue, with the emphasis on 
understanding the errors in the measurements and finding 
correlations between the measurements and the configura- 
tion of the machine. 
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MEASUREMENT OF THE NONLINEAR MOMENTUM COMPACTION 
FACTOR IN RinC * 

C. Montagt, BNL, Upton, NY 11973, USA 

Abstract 

During gold beam acceleration in the Relativistic Heavy 
Ion Collider (RHIC), the transition energy has to be crossed 
at 74 « 23. Since close to 7t the longitudinal slip factor 
iT - 7~^ becomes very small, the longitudinal momen- 
tum compaction factor a\ becomes significant. Measure- 
ments of this factor using longitudinal phase space tomog- 
raphy will be reported. 

INTRODUCTION 

The Relativistic Heavy Ion CoUider (RHIC) consists of 
two superconducting storage rings, capable of accelerating 
hadron beams from protons to fully stripped gold ions up 
to energies of 100 GeV/nucleon in the case of gold. Ion 
species other than protons have to cross transition energy 
around 74 = 23.2 during acceleration in RHIC, which is ac- 
complished by a set of 7t-quadrupoles equipped with spe- 
cial power supplies that can switch the sign of the mag- 
netic field within 30 msec, thus providing a 74 jump of 
A74 = 1.0. 
To mimimize longitudinal emittance blow-up during the 74 
jump due to bucket mismatch, a detailed undestanding of 
the beam dynamics is required. Here we report an attempt 
to measure the nonlinear momentum compaction factor a 1 
using tomographic phase space reconstruction. 

TOMOGRAPmC PHASE SPACE 
RECONSTRUCTION 

To fully reconstruct the n-dimensional picture of an ob- 
ject, tomography requires a set of n - 1-dimensional pro- 
jections of this object, taken at different angles spanning 
at least 180 degrees. In the case of tomographic recon- 
struction of the longitudinal phase space in a storage ring, 
this rotation is provided by phase space dynamics. How- 
ever, this dynamics is not just a simple rotation of a rigid 
object, but is intrinsically nonlinear with the rotation fre- 
quency (synchrotron frequency) being a function of the 
phase space amplitude. This difficulty can be overcome 
by taking into account the exact equations of motion which 
can be arbitrarily complex [1]. 
Taking the exact equations of motion, a set of test particels 
launched on a regular grid in phase space are tracked and 
sorted into iVbins bins that correspond to the binning of the 

* Work performed under contract number DE-AC02-98CH10886 with 
the auspices of the US Department of Energy 
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measured profiles each time a longitudinal bunch profile i 
was obtained by the wall current monitor. Each particle k is 
therefore assigned a bin number JV?''°(A;). Next, the num- 
ber iVP"''" ^''°° of test particles in the jth bin at the time 
the ith profile was taken is determined. 
During the reconstruction process an intensity i is assigned 
to each test particle by an iterative back-projection algo- 
rithm according to the measured bunch profiles. This pro- 
cess increases the intensity 4 of all test particles that fall 
into a certain profile bin j at a specific time when the ith 
profile was taken by 

A7, 
■"profiles 

k:Nu^{k)=j 
iVprofilesATPf "'^*-™     JZ E Lmeas 

""hi    ' (1) 

where /i?y^ is the measured profile height of the jth bin in 
the ith profile, and iVprofiies is the total number of profiles 
used for the reconstruction. 
When this has been done for all profiles, the algorithm cal- 
culates the projections of the resulting distribution that cor- 
respond to the profiles measured by the wall current mon- 
itor. The difference between measured and reconstructed 
profiles is then iteratively back-projected. 
The remaining discrepancy between measured and recon- 
structed profiles after a fixed number of iterations is then 
used as a quantitative measure of the quality of the recon- 
struction, which allows for parameter fitting [1]. 

THE NONLINEAR MOMENTUM 
COMPACTION FACTOR 

The frequency-slip factor 77 which characterizes the 
chromatic behavior in the longitudinal phase space is de- 
fined as the relative change of revolution frequency w per 
unit change of the relative momentum 5 = Ap/p, 

1 dw 
(2) 

Here cug denotes the revolution frequency of the syn- 
chronous particle. 
In general, the slip-factor TJ is a nonlinear function of S, 

with [2] 

V = V0 + TiiS + O{S'^), 

Vo    =   Qo ^, 

771    =   2aoai-2rioao + 3^, 
7l 

(3) 

(4) 

(5) 
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where 7^ = (1 - ^|)-V2 is the Lorentz factor of the syn- 
chronous particle, /3s = Vs/c, and QQ = I/T?- 
In the vicinity of 7t, 1/7! = I/72 = CCQ, and therefore 

Vi = 2^+3^ (6) 

While the linear part r/o of the slip factor rj changes sign 
when the transition energy is crossed, the nonlinear contri- 
bution Tji does not. This effect leads to bucket mismatch 
at the transition jump unless a 1 can be specifically chosen. 
With /3s = 1 for relativistic beams, the contribution of 7?i 
vanishes for Qi =—3/2. 

SIMULATIONS 

To test the feasibility of measuring the nonlinear 
momentum compaction factor QI tomographically, sim- 
ulations were performed. A set of 100000 particles with 
gaussian distributions in phase ^ and energy deviation 
S were tracked using the parameter setpoints as given 
in Table 1. To potentially improve the convergence of 
the subsequent parameter fit, a quadrupole oscillation 
was induced by launching the particles with a delib- 
erate bucket mismatch, namely as = 0.2 • ^niax and 
0-0 = 0.1 • ^max = 0.1 • TT, where ^max denotes the bucket 
height. Projections (wall current monitor profiles) of the 
evolving distribution were calculated every 125 turns. 
First, a one-parameter fit for the nonlinear momentum 
compaction factor ai was performed, assuming all other 
parameters as exactly known. As shown in Figure 1, 
several local minima exist in the vicinity of the correct 
value of Qi = 0.35, which may be explained by the limited 
number of particles used to generate the profiles, and/or 
the binning of those profile data. Smoothing the curve 
shown in Figure 1 by regarding those small fluctuations 
as some sort of noise results in a nonlinear momentum 
compaction factor around ai « -0.8, which significantly 
differs from the correct value. 

In a second step, the profiles were used to reconstruct 
the initial phase space distribution, simultaneously fitting 
for three unknown parameters as it is required in the case 
with measured data, the nonlinear momentum compaction 
factor ai, the RF voltage U^F, and the bin position of 
the synchronous phase in the profiles using a simulated 
annealing technique [3,4]. 

The nonlinear momentum compaction factor was fitted 
as Qi = 0.32 ± 0.14, where the error is taken as the rms 
deviation form the average over several fitting runs with 
different inital parameters. This showed that phase space 
tomography together with simultaneous fitting of the three 
unknown parameters may indeed be a feasible method 
to measure the nonlinear momentum compaction factor a 1. 

MEASUREMENTS 
For the measurements, two RF voltage jumps were in- 

troduced 1.0 sec and 0.5 sec before the transition jump to 

Figure 1: Remaining discrepancy as function of ai, using 
simulated data. The RF voltage is set to the exact value 
during this one-parameter fit. 

Table 1: Parameter table for the simulation test. All param- 
eters are set according to the situation in the "blue" RHIC 
ring, oi is chosen according to model calculations with 
both chromaticities set to ^ .x,y -2. 

It 23.7647 
7i 22.85775 

d7/dt 0.4556/sec 
C^RF 145 kV 
''■harm 360 

Ql 0.35 

create some longitudinal quadrupole oscillation, as shovra 
in Figure 2. 50 profiles taken every 125 turns were used for 
the ai masurement, starting 0.1 seconds after the second 
RFjump. 
As in the simulation test, a simulated annealing technique 

was applied to simuhaneously fit for the three unknown 
parameters QI, [/RF, and the position of the synchronous 
phase in the wall current monitor profiles. The resulting 
value for the nonlinear momentum compaction factor is 
oi = -1.37 ± 0.11, which significantly differs from the 
value calculated by the model, ai = 0.35. 
This discrepancy may have several causes. First of all, to- 
mographic phase space reconstruction may not be sensitive 
enough to changes of a 1 on the order of ±1. This explana- 
tion is backed by a similar observation during the simula- 
tion tests, where ai was found with a similar discrepancy 
during one-parameter fits. 
A poor sensitivity of the resulting discrepancy to small 
changes in QI leads to additional problems during multi- 
parameter fits. As Figure 3 shows, different values of ai 
result in different local minima for different setpoints of 
the RF voltage during the reconstruction. In the vicinity of 
Ql ± 1, the remaining discrepancy is clearly dominated by 
fluctuations, which may be interpreted as noise. 

Finally, the nonlinear momentum compaction factor de- 
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BLUE bunch length oround transition, fill 02797        model contribute to changes in the nonlinear momentum 
j ^^______^___^, „ , compaction factor. 

time [sec] 

Figure 2: Measured bunch length with two RF voltage 
jumps (at 1.0 sec and 1.5 sec, respectively) to induce a 
quadnipole oscillation. The transition jump occurs at 
2.0 sec, indicated by the minimum bunch length. 
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; 
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Figure 3: Remaining discrepancy as function of a i for dif- 
ferent RF voltages. The red line corresponds to [/RF = 
140 kV, the green one to J7RF = 145 kV, and the blue one 
tof7RF = 150kV. 

pends on various machine parameters such as the chro- 
maticity, as Figure 4 shows. Since the superconducting 
RHIC dipoles have a non-negligible field-dependent sex- 
tupole component, exact modeling of the machine is not 
trivial. This sextupole component contributes to the chro- 
maticity, leading to a different setting of the regular sex- 
tupoles than in an ideal machine without sextupole contri- 
butions from the dipoles. Furthermore, the sextupole com- 
ponent of the dipoles also results in tune change due to on 
overall radial orbit shift of about 1.3 mm, which in tum re- 
quires adjustment of the tune quadrapoles to keep the tunes 
at their target values [5]. All these corrections to the ideal 

Figure 4: Nonlinear momentum compaction factor a i as 
calculated from the model, for different chromaticities. 

CONCLUSION 

An alternative approach to measuring the nonlinear mo- 
mentum compaction factor QI of RHIC has been made, 
namely the use of tomographic reconstmction of the longi- 
tudinal phase space. The discrepancies with the model may 
be due to discrepancies between the model and the real ma- 
chine itself as well as due to insufficient sensitivity of the 
quality factor of those parameters fits to small changes in 
ai. 
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ADIABATIC CAPTURE OF CHARGED PARTICLES IN STABLE 
ISLANDS: A NOVEL APPROACH TO MULTI-TURN EXTRACTION 

R. Cappi and M. Giovannozzi, CERN, Geneva, Switzerland 

Abstract 

Recently a novel approach has been proposed aimed at 
performing multi-turn extraction from a circular machine. 
Such an approach consists of splitting the beam by means 
of stable islands created in transverse phase space by non- 
linear magnetic elements such as sextupoles and octupoles. 
Provided a slow time-variation of the linear tune is applied, 
adiabatic with respect to the betatron motion, the islands 
can be moved in phase space and eventually charged parti- 
cles may be trapped inside the stable strucmres. This gen- 
erates a certain number of well-separated beamlets. Origi- 
nally, this principle was successfully tested using a fourth- 
order resonance. In this paper the approach is generalised 
to other type of resonances and some examples of adiabatic 
capture performed by using various low-order resonances 
are presented and described in detail. 

INTRODUCTION 

A special technique is normally used to fill the CERN 
Super Proton Synchrotron (SPS) with a high-intensity pro- 
ton beam from the Proton Synchrotron (PS), the so-called 
Continuous Transfer (CT) [1]. The beam is sliced using 
an electrostatic septum: by properiy defining a closed or- 
bit perturbation and by setting the horizontal tune equal 
to QH = 6.25 the beam is extracted from the PS over 
five consecutive turns. A continuous ribbon four-tum long 
is extracted first, while the remaining central core is ex- 
tracted last thus generating a proton spill five-tum long (see 
Refs. [1,2] for more details). Such a multi-turn extraction 
might not be the best choice for the planned CERN Neu- 
trino to Gran Sasso (CNGS) proton beam [3], especially in 
case of an intensity upgrade [4], due to the intrinsic losses 
(of the order of 15 - 20 % of the overall proton intensity) 
onto the electrostatic septum as well as the poor betatron 
matching of the resulting slices. 
An alternative method was proposed [5, 6]. The beam is 
split in the transverse horizontal phase space by the com- 
bined effect of a slow tune variation and the presence of 
stable islands created by nonlinear elements: the beam is 
trapped inside stable islands, creating a number of beamlets 
corresponding to the order of the resonance used. For the 
specific CERN application the fourth-order resonance was 
studied [5]. Following the encouraging results, numerical 
simulations were performed also for the third-order reso- 
nance [6] showing the validity of the method even in that 
case. 
Preliminary experimental results obtained during the 2002 
run of the PS machine allowed observing the trapping pro- 
cess into stable islands of phase space in real machines [7]. 

In this paper the latest results of numerical simulations are 
presented, showing how to perform multi-tum extraction 
for a small number of turns (2-6) using adiabatic trapping 
inside a properiy chosen resonance. 

NUMERICAL MODEL 

By assuming that the nonlinear magnets are located at 
the same place in the ring, that they are represented in the 
single-kick approximation [9], and that the vertical mo- 
tion can be neglected, the one-turn transfer map can be ex- 
pressed as X„+i = M„(X„): 

r'^=R{2nUr,)(^ X 
x'^ + xi+KXl (1) 

where {X, X') are obtained from the Courant-Snyder co- 
ordinates [8] {x, x') by means of the non-symplectic trans- 
formations [9] 

{X,X') = 
K 2 0T {x,x') K,= 

L       d^By 
Bop dx' ' (2) 

K2 (K3) being the integrated sextupole (octupole) strength, 
L the length of the nonlinear element. By the vertical com- 
ponent of the magnetic field, BQ p the magnetic rigidity, 
and PH the value of the horizontal beta-function at the lo- 
cation of the nonlinear elements. R{2 TT i/„) is a 2 x 2 rota- 
tion matrix of angle i/„, the fractional part of QH, and K is 
expressed as 

K=^^^ (3) ZPHKI 

RESULTS OF NUMERICAL 
SIMULATIONS 

Two-Turn Extraction 

The case of a two-tum extraction is considered first, as it 
deserves special consideration. In fact, the map (1) does not 
possess any stable islands related to a resonance of order 
two (more details on this point can be found in Ref [10]). 
To overcome this difficulty, a solution consists in assuming 
that the sextupoles and octupoles are not placed in the same 
location in the ring. In the numerical simulations they have 
been located 7r/2 apart in betatron phase advance. Figure 1 
reports the tune as a function of turn number. The four 
points labelled with letters refer to the tune values at which 
the beam distribution is shown in Fig. 2. The adiabatic cap- 
ture inside the two stable islands is clearly visible. A small 
fraction of particles remains near the origin of phase space. 
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Figure 1: Evolution of the tune for a two-turn extraction. 

while the majority of them migrates to the islands as the 
tune is swept through the half-integer resonance. Once the 
two beamlets are created, it is possible to move the islands 
towards higher-amplitudes, hence increasing the beamlets 
separation so to prepare for extraction. 

Bum disbibution after    0 (urns Beam distribution af^ 8000 tums 

Figure 2: Beam distribution during the trapping process 
with two islands (8.1 x 10^ initial condition). The initial 
distribution is a Gaussian centred on zero, with a standard 
deviation a = 0.11. Only a few particles are left near the 
origin of phase space. 

Three-Turn Extraction 

In this case the model (1) is used in the numerical sim- 
ulations without any modification. The time-evolution of 
the linear tune is presented in Fig. 3, while the evolution 
of the beam distribution is shown in Fig. 4. The fact that 
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C 

0.314J 
16000 24000 

Turn number 

Figure 3: Evolution of the tune for a three-turn extraction, 

the resonance is intrinsically unstable makes it possible to 

deplete almost perfectly the region near the origin of phase 
space, thus generating three beamlets as a final resuh of the 
capture process. 
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Figure 4: Beam distribution during the trapping process 
with three islands (8.1 x 10^ initial conditions). The initial 
distribution is a Gaussian centred on zero, with standard 
deviation a = 0.04. Even in this case very few particles 
are left in the central part of phase space. 

Five-Turn Extraction 

The fourth-order resonance is the one used in the original 
proposal [5] for a novel multi-tum extraction to replace the 
present CT extraction mode. As the fourth-order resonance 
is stable for the system (1), the beam will be split into five 
beamlets. The evolution of the beam distribution is plotted 

01    0.253 
C 

3    0.251 

16000 24000 

Turn number 

Figure 5: Evolution of the tune for a five-turn extraction. 

in Fig. 6. The four outermost beamlets are created by adi- 
abatic trapping inside the stable islands, while the fifth one 
is generated by those particles left unperturbed near the ori- 
gin of phase space. This fact has deep implications on the 
properties of the beamlets. In fact, for the previous multi- 
tum extraction processes (two- and three-turn) the various 
beamlets had the same number of particles trapped inside 
as they represent a unique ribbon of length two or three 
times the machine circumference. However, when the cen- 
tral part of phase space is filled at the end of the capture pro- 
cess, the beamlets need not be equally populated, unless a 
dedicated optimisation of the free parameters is performed. 
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Such an optimisation concerns mainly the sigma of the ini- 
tial beam distribution, the nonlinear elements strength, and 
the properties of the tune-variation. 

m distribution after    0 lums Beam distribution after 4000 turns 

Beam distribution after 7500 turns Beam distribution after 20000 turns 
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Figure 6: Beam distribution during the trapping process 
with four islands (8.1 x 10^ initial conditions). The initial 
distribution is a Gaussian centred on zero, with standard 
deviation a = 0.073. 

Six-Turn Extraction 

By using even higher-order resonances it is possible to 
increase further the length of the extracted spill. Here, the 
case of a resonance of order five is shown in Figs. 7 and 8. 
However, it is clear that there are intrinsic limitations on the 
resonance order. In fact, the higher the order, the smaller 
will be the islands, thus enhancing the difference between 
the first turns and the last one, represented by the parti- 
cles left around the origin in phase space at the end of the 
capture process. Furthermore, it will be more and more dif- 
ficult to create enough free space between the beamlets to 
accommodate the blade of an extraction septum. 

8000 16000 24000 

Turn number 

Figure 7: Evolution of the tune for a six-turn extraction. 

CONCLUSIONS 

In this paper various schemes for multi-turn extraction 
based, on adiabatic capmre of charged particles in stable 
islands of phase space were presented. By choosing the ap- 
propriate resonance, two-, three-, five-, and six-turn extrac- 
tion have been computed. In all the cases shown here, par- 

ticles can be trapped inside islands without any loss. Fur- 
thermore, it is possible to move the beamlets by acting on 
the tune so to increase their separation, which is the neces- 
sary condition to allow the actual beam extraction to take 
place. Further studies are in progress to quantify a number 
of issues such as the adiabaticity of the process and the de- 
pendence of the extracted beam parameters on the strength 
of the nonlinear elements. 

Beam distribution after    0 turns Beam distribution after 2000 turns 

Figure 8: Beam distribution during the trapping process 
with five islands (8.1 x 10^ initial conditions). The initial 
distribution is a Gaussian centred on zero, with standard 
deviation a = 0.08. 
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OPTICS STUDIES FOR THE CERN PROTON SYNCHROTRON: LINEAR 
AND NONLINEAR MODELLING USING BEAM BASED 

MEASUREMENTS 

R. Cappi, M. Giovannozzi, M. Martini, E. Metral, G. Metral, R. Steerenberg, CERN 
A.-S. Miiller, ISS, Forschungszentrum Karlsruhe, Germany 

Abstract 

The CERN Proton Synchrotron machine is built using 
combined function magnets. The control of the linear tune 
as well as the chromaticity in both planes is achieved by 
means of special coils added to the main magnets, namely 
two pole-face-windings and one figure-of-eight loop. As 
a result, the overall magnetic field configuration is rather 
complex not to mention the saturation effects induced at 
top-energy. For these reasons a linear model of the PS main 
magnet does not provide sufficient precision to model par- 
ticle dynamics. On the other hand, a sophisticated optical 
model is the key element for the foreseen intensity upgrade 
and, in particular, for the novel extraction mode based on 
adiabatic capture of beam particles inside stable islands in 
transverse phase space. A solution was found by perform- 
ing accurate measurement of the nonlinear tune as a func- 
tion of both amplitude and momentum offset so to extract 
both linear and nonlinear properties of the lattice. In this 
paper the measurement results are presented and the de- 
rived optical model is discussed in detail. 

PS LATTICE AND MAIN MAGNET 

The PS lattice consists of ten super-periods each made 
of ten combined function magnets 4.4 m long, interlaced 
with eight 1.6 m and two 3.0 m drift spaces [1]. Every 
magnet is composed of two half-units, each made of five 
blocks with small gaps m between, with gradients of oppo- 
site sign (|G| = 5.2 T/m), separated by a central junction. 
The control of the tunes and chromaticities is obtained by 
means of the three currents of the pole-face winding and 
figure-of-eight loop devices located on the magnet poles. 
As an example, the layout of a PS magnet unit in the ex- 
traction region is shown m Fig. 1. The latest PS magnetic 
field measurements using Hall probes were undertaken in 
1992 [2] for different settings of the currents in the mam 
coil, pole-face and figure-of-eight loop windings. The data 
of the vertical field, including measurements of the central 
field, the end and lateral stray fields, as well as the field 
in the junction between the two half-units, produced a dis- 
crete 2D field map [2]. 

The field measurements were carried out in a Cartesian 
co-ordinate frame (see Fig. 1 for its definition). In this re- 
ference system a regular mesh is defined and for each point 
in the mesh the value of By was measured in the median 
plane. The step size is 20 mm along the longitudinal z- 
axis and 10 nom along the radial x-axis. The mesh extends 

from -2.55 m to 2.73 m and from -70 nom to 310 mm ui 
the longitudinal and radial directions respectively. As an 
example, the fitted 2D field map for the 26 GeV/c work- 
ing point is shown in Fig. 2 (see Ref. [3] for more details). 
When the effect of the additional coils is taken into account. 

Figure 1: Layout of the PS magnet unit 16 (upper part). 
The vacuum pipes for both the circulating beam and the 
extracted one are visible. The cross sections of the entry 
face (open gap) and exit face (closed gap) are shown on the 
lower left and lower right respectively. 

nonlinear field components have to be considered. Multi- 
polar components may be derived from the measured field 
map to model the machine lattice. However, they hold only 
for the specific set of currents in the pole-face and figure- 
of-eight loop windings. Unfortunately, these values change 
according to the machine setting, thus a magnetic measure- 
ment is required for each new working point, which is not 
possible in practise. 

Bytn 

z   (m) 

Figure 2: Polynomial field map fitted to the measured field 
values By = By{x, z, 0) for the 26 GeV/c working point. 
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MEASUREMENT RESULTS 

Measurement Technique 

The technique used resembles that one used to derive 
the nonlinear field components using beam based measure- 
ments for the Super Proton Synchrotron (SPS) [4]. The 
tunes, both horizontal and vertical, are measured as func- 
tions of the momentum offset generated by a proper rf- 
perturbation. A polynomial fit of the measured curve is 
performed to extract numerical information on the different 
orders. Then, virtual nonlinear elements, represented by 
thin lens elements, are inserted in the machine lattice model 
and they are used as fit parameters to reproduce the fitted 
polynomial. This procedure is applied order-by-order, i.e. 
the quadrupole components are used to reproduce die con- 
stant term in the polynomial, the sextupole components the 
linear term and so on, up to the dodecapolar components. 
Due to the structure of the PS main magnet, the virtual non- 
linear elements are located at both dipole ends, thus giving 
two free parameters per each element type. The computa- 
tions on die PS model were performed by using the MAD 
program [5]. 

Injection Plateau - 2.14 GeV/c 

The first case considered here, refers to the modelling 
of the injection flat-bottom. Although the tunes at injec- 
tion are normally controlled by means of the low-energy 
quadrupoles, in recent years it was tried out to use the ad- 
ditional coils, i.e. pole-face windings and figure-of-eight 
loop, to improve the machine control, also including the 
chromaticity. Of course, this might lead to introducing un- 
wanted nonlinear effects, particularly harmful for a high- 
intensity (hence large emittance) proton beam at injection. 
The measurement results shown in Fig. 3 show clearly a 
third-order effect on top of the expected linear behaviour. 
The coefficients of the best fitting polynomial are: 

Qx{5) = -3.92 X 10* <J^ - 96.94 5^ - 4.49(5-1-6.179 

Qy{6) = -2.64 X 10* 6^ - 146.26 J^ - 4.62 5 + 6.222 

In the model, nonlinear elements have been added up to 

5 

Figure 3: Tune vs. momentum offset: experimental data 
(markers) are compared with curves obtained using the lat- 
tice model with the fitted virtual thin lens multipoles. 

decapoles only, as the agreement with measurement results 
is already quite good (see Fig. 3). 

Intermediate Plateau -14 GeV/c 

High-intensity proton beams are normally extracted to- 
wards the SPS at 14 GeV/c. A detailed model of the PS 
machine for such energy is crucial for the proposed multi- 
turn extraction based on adiabatic capture inside stable is- 
lands of phase space using nonlinear magnets [6, 7] and 
also for the experimental measurements of this novel tech- 
nique [8]. To this end, two main configurations were con- 
sidered, i.e. standard working point (ST) and a special set- 
ting (SP) with reduced horizontal chromaticity (see Ref. [8] 
for more details). For each configuration, two sets of mea- 
surements were performed, namely with and without the 
sextupoles and octupoles necessary to create the stable is- 
lands for capturing and splitting the beam in the transverse 
phase space. Figure 4 refers to the normal working point 
and the results of the fitted PS model are directly compared 
with the measurements. A rather good agreement is visible 
for the horizontal tune curve, while a slightly worse situa- 
tion (particularly for negative values of momentum offset) 
is visible for the vertical tune curve. The same considera- 
tions hold when the strong nonlinear elements are excited. 
It is worthwhile stressing that no fitting procedure was ap- 
plied in this second case, i.e. the virtaal kicks obtained 
without dedicated sextupoles and octupoles were kept un- 
changed when the special nonlinear elements were excited 
in the PS model.  A somewhat different situation occurs 

' ' ...|.i 1.1 fr378 
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ReL momcntUDi ofTsct 

Figure 4: Tune vs. momentum offset: experimental data 
(markers) and fitted model (curves) without (upper) and 
with (lower) nonlinear elements used for the adiabatic cap- 
ture tests. The standard working point is used. 

when a special working point is used (see Fig. 5). The fit- 
ted model agrees quite well to measurement resuhs without 
the dedicated nonlinear elements. However, the same vir- 
tual kicks do not give good enough results when comparing 
with measurements performed with dedicated sextupoles 
and octupoles. Two considerations might explain this ob- 
servation. Firstly, the fitting procedure produces only an 
effective model: the details are not exactly reproduced, but 
the average behaviour is well described. Secondly, the non- 
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linear effects in the dynamics break the superposition prin- 
ciple. Therefore, in some cases, the final result of com- 
bining a good fitted model (computed without dedicated 
nonlinear elements) with the effect of dedicated sextupoles 
and octupoles might not be in good agreement with experi- 
mental results. The fitted polynomials for the two configu- 
rations, including dedicated sextupoles and octupoles are 

Qf^{S) = -1.96 X 10'^ J4 _^ 1 97 X 10^ ^3 - 362.15 J^ 

-6.79(5-1-6.255 

Ql'^{6) = 3.60 X 10^ (5 - 4.30 x 10* 6^ + 688.01 J^ 

-2.88(5-1-6.285 

Ql'iS) 1.40 X 10* J'^ - 249.90 6^ + 1.266 + 6.243 

QyiS) = 1.76 X 10* 6-^ + 599.03 6^ + 5.43 6 + 6.282 

-0.006      -0.004      -0.002       0.000       0.002       0.004 
ReL momentum ofTset 

Figure 5: Tune vs. momentum offset: experimental data 
(markers) and fitted model (curves) with nonlinear ele- 
ments used for the adiabatic capture tests. The special 
working point with low horizontal chromaticity is used. 

Top Plateau - 26 GeV/c 

Finally, the model of the PS machine at top energy 
(26 GeV/c) is considered. This is particularly interesting 
as the main PS magnet shows signs of saturation effects at 
high-energy that could enhance the nonlinear components 
introduced by the special coils used to control the working 
point. The measurement results are shown in Fig. 6, where 
the good agreement with the fitted model is clearly visible. 
The best fit polynomials for the measured tune curves are: 

Q^{S) = 1.72 X 10^(5* - 1.97 x 10^ 6^ - 317.10 (5^ 

-t-2.27J-l-6.239 

Qy{6) = 4.57 X 10^ 6^ + 9.03 x 10^ 6^ - 63.67(5^ 

+ 0.27 J-1-6.266 

In this case magnetic field components up to dodecapole 
have been used in the model. The summary of the values 
of the fitted multipolar components is presented in Table 1, 
the expansion of the magnetic field in multipoles being: 

M 

By + iBx = Bo /9o ^ [Ks + iJn] 
{x + iyY 

i=l 
n! 

-Bo 

Kr, = e- 
1 ^   J.^e^ 9"B. 

Bopo  9a;" '     "       Bopo   Src" ' 

where po is the nominal bending radius and £ the length of 
the magnetic element. 

6.268 

s 

Figure 6: Tune vs. momentum offset: experimental data 
(markers) are compared with curves obtained using the lat- 
tice model with the fitted virtual thin lens multipoles. 

GeV/c (10-4) 
K2 i^3 K4 K5 

2.14   F 
D 

-10.3 
10.2 

0.013 
-0.0014 

0.026 
-0.17 

-105.53 
150.79 : 

14      F 
(ST)   D 

-0.96 
1.29 

0.04 
-0.03 

0.07 
-0.06 

-1.79 
0.11 

-478.81 
462.27 

14      F 
(SP)    D 

-2.51 
2.21 

0.06 
-0.05 

0.02 
0.01 

1.05 
-2.04 

— 

26       F 
D 

-3.29 
3.50 

0.04 
-0.03 

-0.63 
0.69 

-36.21 
39.89 

5013.04 
-7239.44 

Table 1: Summary of virtual kick values in units of m  " 
(F, D stands for the half-unit type of the PS magnet). 

CONCLUSIONS AND OUTLOOK 

A model of the PS machine derived from measurements 
of the tune as a function of the momentum offset was suc- 
cessfully computed for various situations, i.e. injection 
energy, intermediate extraction energy and top-energy, in- 
cluding different configurations of dedicated nonlinear ele- 
ments. The outcome of these studies will be beneficial for 
many other topics under investigation, such as the nonlin- 
ear resonance benchmarking experiment [9], the measure- 
ments [8] as well as the simulations conceming the adia- 
batic trapping inside stable islands of phase space [7]. 
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MEASUREMENTS OF TRANSVERSE SPACE-CHARGE EFFECTS 
IN THE CERN PROTON SYNCHROTRON 

M. Giovannozzi, M. Martini, E. Metral, G. Metral, R. Steerenberg, CERN, Geneva, Switzerland 

Abstract 

Several beam dynamics codes are used in the design of 
the next generation of high beam power accelerators. 
They are all capable of simulating the full six- 
dimensional motion through a machine lattice in the 
presence of strong space-charge effect and beam-to-wall 
interaction. A key issue is the validation of these codes. 
This is usually accomplished by comparing simulation 
results against available theories, and more importantly, 
against experimental observations. To this aim, a number 
of well-defmed test cases, obtained by accurate 
measurements made in existing machines, are of high 
interest. This paper reports and discusses precise 
measurements of transverse emittance blow-up due to 
space-charge induced crossing of the integer or half- 
integer stop band. 

1 INTRODUCTION 
Space-charge tune shifts can drive the beam onto linear 

and/or non-linear resonances generating transverse 
emittance blow-up and sometimes subsequent beam loss. 
Depending on how the space-charge tune spread overlaps 
the resonance, i.e. whether the centre or the tail of the 
particles distribution is in the stop-band, the beam 
behaviour will be completely different. The fu-st case 
leads to a loss-free (if the mechanical aperture is 
sufficiently large) core-emittance blow-up, where the 
distribution is almost conserved. The second case leads to 
difEiision of the tail particles into a halo of increasing 
size, which may lead to particle losses due to the reduced 
dynamic aperture close to the resonance, extracting the 
halo particles [1]. 

Benchmarking experiments, which have been carried 
out in the CERN Proton Synchrotron (PS) for the 
transverse emittance blow-up due to space-charge 
induced crossing of the integer or half-integer stop band, 
are presented in this paper. 

2 MEASUREMENTS 
Three cases have been examined m detail, recording 

the evolution of the transverse beam profiles and 
emittances. All the measurements have been performed 
with no measurable loss. The study has been made on the 
long 1.2 s injection flat-bottom at 1.4 GeV kinetic energy. 

using a single-bunch beam of 1.7x10'^ protons, with 
nominal horizontal and vertical rms normalised 
emittances of 3.3 jun and 2.6 nm respectively, and 
varymg both the bunch length and the working point. A 
small amount of linear coupling due to skew quadrupoles 

Case 1 
6.2 

# w a=6.16 
6.1 

/^ 

Qy = 6.24 

t 
5.9 

5.9 

6.1 * 

Figure 1: Plots of the computed necktie-shaped area in 
the tune diagram for the three cases of space-charge tune 
spreads considered. Case 1: fiiU (4o) bunch length of 180 
ns, and relative momentum spread (2a) of 2.15x10'^. 
Cases 2 and 3: full (4or) bunch length of 106 ns, and 
relative momentum spread (2<j) of 4x10"'. 
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was introduced to damp a horizontal head-tail 
instability [2]. The skew quadrupole current was -0.33 A, 
which corresponds to a closest tune approach of 
0.043 [2]. The three cases of space-charge tune spreads 
are represented in Fig. 1. 

Note that the space-charge tune spreads of Fig. 1 have 
been computed using the Keil formula, which considers a 
bi-Gaussian in the horizontal and vertical plane [3]. A 
gap without particles between the low-intensity working 
point and the incoherent working points is observed as 
the third (longitudinal) distribution is not taken into 
account (see Ref [4] where a tri-Gaussian in the 
horizontal, vertical and longitudinal plane is considered). 

2.1 First case 
The first case has been chosen to be close to the 

emittance blow-up limit. Figure 2 shows the evolution of 
the horizontal and vertical rms normaUsed emittances 
(in nm) vs. time (in ms). The horizontal axis is labelled 
"C Time", as all the processes in the machine are 
referenced with respect to a certain timing CO. In this 
notation, the injection is at C170. The vertical scale on 
the right-hand side of the picture is used for three 
parameters, the RF voltage (in kV), and the fractional part 
of the horizontal and vertical tunes (xlO'). In this first 
case, the RF voltage is kept constant at 25 kV, as well as 
the horizontal and vertical tunes, which are equal to 6.16 
and 6.24 respectively. Three data have been recorded for 
each measurement point. It is seen in Fig.2 that there is 
no emittance blow-up in this case. 
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Figure 2: Horizontal and vertical rms normalised 
emittance vs. time, from C180 (i.e. 10 ms after injection, 
which is at C170) to C1300 (i.e. 1120 ms after). 

The transverse beam profiles with a Gaussian fit are 
represented in Fig. 3. It can be seen that there is no core- 
emittance blow-up and fliat the particle distribution is 
conserved. 

[mm] 

• [mm] 

Figure 3: Initial (C180) and final (C1300) horizontal and 
vertical beam profiles with a Gaussian fit. 

2.2 Second case 
In the second case, the initial (at C180) parameters are 

the same as in the fu^t case. Then, steps in the RF 
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Figure   4:   Horizontal   and   vertical   rms   normalised 
emittance vs. time, from C180 to C1300. 

voltage and the transverse tunes are programmed between 
C185 and C200, and C1200 and C1215 (the steps are 
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performed at the same time for the three parameters). The 
results for the transverse emittance blow-up and beam 
profiles are summarized in Figs. 4 and 5 respectively. 
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Figure 5: Initial (C180) and final (C1300) horizontal and 
vertical beam profiles with a Gaussian fit. 
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Figure   6:   Horizontal   and   vertical   rms   normalised 
emittance vs. time. 

2.3 Third case 
The results for the third case are summarized in Figs. 6 

and 7. 

[mm] 

■ tmm] 

Figure 7: Initial (C180) and final (CISCO) horizontal and 
vertical beam profiles with a Gaussian fit. 

Flat bunches with reduced peak line density have also 
been looked at, expecting a higher transverse space- 
charge limit. Unfortunately, no measurable improvement 
has been observed. This may be due to the fact that the 
increase of bunchmg factor was less significant than what 
has been akeady achieved (-10% during these 
measurements, compared to -20-30% during the 2001 
run). Furthermore, the bunching factor was already very 
good due to the longitudinal blow-up. These 
measurements have to be re-done. 

3 CONCLUSION 
Measurements of transverse emittance blow-up due to 

space-charge induced crossing of the integer or half- 
integer stop band, have been performed in the CERN PS. 
These results could be used to benchmark the beam 
dynamics codes, which are used in the design of the next 
generation of high beam power accelerators. 
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BEAM-BASED BPM ALIGNMENT 

R. Talman and N. Malitsky, Collider Accelerator Development Department 
Spallation Neutron Project, Brookhaven National Laboratory 

Abstract 

An operational, beam-based, null-measurement, control 
room procedure designed to steer the closed orbit through 
the effective (no steer) center of every quadrupole is de- 
scribed. Performance of the procedure is simulated using 
UAL (Unified Accelerator Libraries). Matching SNS hard- 
ware availability, quadrupole strengths are assumed to be 
trimmable, but only in families, not individually. The ac- 
curacy of the procedure is unaffected by geometric and/or 
electrical misalignment of BPM's (beam position monitors) 
but calibration of their misalignments is a byproduct of the 
procedure. Some of the many possible failure mechanisms 
have been modeled, and have been found not to invalidate 
the procedure. 

DEFINITION OF THE TASK 

We are concerned with steering the closed orbit through 
the centers of all quadrupoles. Magnet imperfection may 
cause significant displacement of the effective quadrupole 
center (position of no particle deflection) from its geomet- 
ric center and electronic imperfection may cause significant 
displacement of the eifective BPM center (position the data 
acquisition system reports to be zero) relative to its center. 

In this report, to avoid ambiguity, when "center" is used, 
be it quad center or BPM center, the meaning will always 
be effective center that is meant. From the control room 
the absence of steering is the determinant of beam pas- 
sage through effective quadrupole center and output of zero 
from the BPM is the determinant of beam passage through 
the effective center of the BPM. The present paper de- 
scribes a control room, beam-based, procedure that is inde- 
pendent of the installed BPM alignment and can therefore 
corroborate, or even supercede, the installation accuracy. 

An ideal arrangement would supply every quadrupole 
with a full "detector/adjuster package" consisting of trim 
winding, horizontal and vertical kickers, and horizontal and 
vertical BPM. There is a natural "null measurement" opera- 
tional procedure that can be performed using a quadrupole 
(call it quad i, and let its mverse focal length be qi) en- 
dowed with such a package. Taking the quad effective cen- 
ter as origin, let the closed orbit position be (a;,, j/i). The 
effect of the quadrupole is to cause angular orbit deflections 

Ax'i = -QiXi,    Ay'i = Qiyi. (1) 

The effect of making fractional change / (absolute change 
fqi) in the quadrupole's strength is to introduce a further 
kink {SAx'i = -fqiXi, SAy'i = fqiVi) that changes the 
closed orbit. This changes not only local position {xdi, Vdi) 
but also the complete set of closed orbit measurements at 

all Nd BPM locations, {xdj,ydj),j = 1,2, ...,Nd. A sim- 
ple operational procedure is then to adjust the local kicker 
values to "null out" this closed orbit change; the kicker 
strengths will be Sx'^ = -SAx'i, 5y'i = -5Ay[. In prin- 
ciple the nulling could employ a single BPM (which need 
not be the i'th) but a more robust (less subject to noise) 
procedure would be to average numerous BPM's. From 
the available data one obtains 

5x^ 
yi = - Syi. 

fqi' 
(2) 

This information can be used to center the beam on the 
quad, or more practically, if there is a local BPM, to cal- 
ibrate the BPM so that its electrical center coincides with 
the quad center, both horizontally and vertically. The BPM 
will then serve as a secondary, or transfer, standard. Af- 
ter all BPM's have been calibrated in this way they can be 
used for a grand smoothing that puts the beam through the 
centers of all quads. Even if a quad lacks a BPM the closed 
orbit can be adjusted to pass through the quad center, pro- 
vided there is a local steering elements that can be used for 
the null measurement. 

Unfortunately, in practice, all quadrupoles are not nec- 
essarily supplied with the full detector/adjuster package. 
In the case of SNS, though there are trim windings on 
all quadrupoles, the quadrupole trims are not individually 
powered. Rather the quadrupoles are grouped in families 
of 8 having trim windings powered from a single power 
supply. The purpose of this report is to generalize the null 
calibration procedure in this circumstance and to simulate 
its performance using UAL. 

ORBIT SMOOTHING ALGORITHMS 

It has to be assumed that there is a control program 
which uses Nd detectors (BPM's) and Na adjusters to 
smooth the orbit, say horizontally, where "smooth" may 
mean that all measured offsets are zero. More commonly 
there is a redundanfly generous distribution of BPM's so 
that Nd> Na, so the "badness" 

B{Sx[,Sx'2,...,Sx'ffJ E 
id=l ^^id /? 

,(x) (3) 

can be minimized but not be made to vanish. Here 
B is expressed as a function of the adjuster deflections 
6x[,6x'2,..., Sx'pf^ since they are the quantities to be var- 
ied in order to minimize B. Mathematically this leads to 
the equations 

dB 
d{6x'J 0,      ia = 1,2,...,Na. (4) 
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In this report the UAL algorithm (TEAPOT module) that 
simulates orbit smoothmg is called hsteer and the cor- 
responding vertical algorithm is vsteer. Programs like 
this rely on the optical model of the lattice to calculate 
an "influence function" Ti^{id) which is the closed orbit 
displacement at detector id caused by unit deflection at ad- 
juster location ia. Starting from closed orbit displacements 
x]J, the effect of applying kicks dx[^ is to produce dis- 

placements x\ ' given by 

.(0) JVa 

+ E ^^JiAid). (5) 
ia = l 

Letting Q = {Sx'i, Jx'j,..., Sx'^^J'^ be the (transpose of 
the) vector of unknowns and substituting Eq. 5 into Eq. 4 
yields equations (in matrix form) 

MQ = V, (6) 

where 

Nd Afd       ^{0) 

(7) 
Solving Eq. 6 yields kicker values which minimize the bad- 
ness. 

BPM ALIGNMENT AT SNS WITH 
QUADRUPOLES GANGED IN FAMILIES 
Consider, for example, the family consisting of the 

Nq{=%) quadrupoles labeled QFH in the SNS lattice 
shown in Fig. 1 for which the MAD lattice description 
file is BmBasedBPMAlign.mad. This file differs only 
from file ff_sext_latnat.mad by name changes made 
for the present simulation. Both files are available at 
http://www.ual.bnl.gov, along with a detailed de- 
scription of the simulation. The task is to measure all 
Nd horizontal misalignments and all Nd vertical misalign- 
ments. Of course there are also many other quadrupoles, 
grouped in other families. The procedure described here 
is immediately applicable to all such families. It is not 
even required that all nominal quadrapole strengths in the 
same family be equal or that the fractional trim strengths be 
equal. But, for this report, these simplifications have been 
made. 

The strategy to be followed is much the same as with a 
single quadrupole trim. An intentional systematic change 
of the strengths of the quadrupoles in a single family causes 
the closed orbit to shift because of the (random and un- 
known) displacements of the quadrupoles in the family. 
Using an orbit smoothing algorithm the associated kicker 
magnets can be adjusted to undo this change. Then the indi- 
vidual quad misalignments can be inferred from the kicker 
strengths and the nominal quadrupole strengths using Eq. 2. 
At that time all BPM offsets would be recorded to enable 
subsequent use of the BPM's as "secondary standards". 

QFH bus 

Figure 1: SNS lattice showing the particular family 
of quadrupoles used in the paper to illustrate beam- 
based quadrupole alignment when quadrupoles cannot be 
trimmed individually. The QFH elements are half-quads. 
In real life the BPM's and kickers would be somewhat dis- 
placed from the actual full quads. 

Concentrating first on the horizontal measurement, it is 
essential now to restrict the adjusters being used to pre- 
cisely those associated with the quadrupoles in the QFH 
family. Therefore Na = iVq. For noise suppression it 
would be appropriate to use Nd » Nq but, for simplicity, 
we assume Nd = iV,. So from here on the term "per- 
fectly smooth closed orbit" is equivalent to B = 0 where 
B is given by Eq. 3 with Nd — Nq. Because Na = Nd, 
the number of Eqs 4 is equal to the number of unknowns. 
Therefore the equations have a unique solution. If the lat- 
tice were ideal (except for the misalignments being inves- 
tigated) this would be the end of the story. But because of 
coupling and nonlinearity, when the calculated kicker val- 
ues are installed the value of B is still found to differ from 
zero. This may necessitate proceeding by successive ap- 
proximation. 

In any case one eventually achieves the resuh B = 0, 
be it in simulation or in the control room. Repeating, for 
emphasis, what has aheady been implied, this only means 
that the orbit is perfect as far as the QFH detectors are 
concerned. Let us refer to this restricted closed orbit as the 
"QFH closed orbit". The orbit shown by all BPM's in the 
ring will not necessarily improve in the successive approx- 
imations described in the previous paragraph. In fact, our 
simulation shows that the closed orbit at points outside the 
QFH family frequently is made worse by a next approxima- 
tion. Though disconcerting this is what is to be expected. 

In the control room the QFH closed orbit appears to 
be perfecriy smooth when all BPM outputs from the QFH 
family are zero. But this only means that the closed orbit 
has been adjusted to pass through the electrical centers of 
every QFH detector. 

Next we apply the systematic fractional strength change 
/ to all quadrupoles in the QFH family. This causes 
the QFH closed orbit to be no longer smooth. Apply- 
ing hsteer and vsteer again yields the kicker strengths 
needed to re-smooth the orbit. Finally the misalignments 
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being sought are given by Eq. 2. This completes the de- 
termination of closed orbit displacement relative to quad 
centers at all quads in the family. 

FUNDAMENTAL LIMITATIONS 

As with all operational procedure, the BPM calibration 
can be compromised by world realities. Some BPM's may 
not function at all and electronic noise will cause fluctua- 
tion of the measured positions. These effects are perhaps 
the ones most likely to limit the practicality of the proce- 
dure being described here. For this procedure the absolute 
accuracy of BPM's is irrelevant, but it is important that their 
least count correspond to a very small distance—or rather 
that they be capable of stably and reproducibly recording 
very small beam position changes. 

Another practical complication is that BPM's, though 
physically close to their associated quadrupoles, cannot be 
precisely superimposed. But, provided they are reason- 
ably close and that signals are available from other nearby 
BPM's, values can be accurately interpolated to the precise 
quadrupole locations. Even if vertical quads are restricted 
to vertical focusing quad locations, and horizontal to hori- 
zontal (as is common) there are reliable interpolation pro- 
cedures to produce the signals assumed in this report. Simi- 
larly, even though kickers are not precisely in their ideal lo- 
cations, the kicker strengths can be appropriately adjusted. 

There are other more fundamental effects that potentially 
limit the practicality of the proposed method. The effect of 
increasing a quadrupole strength is not just to cause a steer- 
ing effect proportional to the quad offset. There are also 
changes in the lattice optics, both tunes and beta functions. 
At worst the change in quad strength could make the lattice 
unstable and, at a minimum, the changes in lattice optics 
will cause the closed orbit fitting programs to be somewhat 
inaccurate. Such a limitation is already present in the single 
quadrupole procedure. In the interest of increased signal 
to noise ratio one wishes to make the quad strength incre- 
ment fqi as large as possible, but the need to limit lattice 
distortion forces one to compromise. Nonlinear elements 
present in the ring also limit the accuracy of the procedure. 
Nonlinear elements would not affect the one quadrupole, 
null measurement, but their presence reduces the accuracy 
of the closed orbit algorithms. All effects mentioned in 
this paragraph are subject to investigation using UAL or 
another simulation code. Our (very limited) investigations 
started with the guess that a one percent alteration of quad 
strengths (/ = 0.01) would be satisfactory. At this level we 
find the algorithm to be essentially unaffected by changing 
the chromaticities from their natural (all chromaticity sex- 
tupoles off) values to being zero in both planes. Similarly 
the procedure is litfle affected by the inclusion or exclusion 
of magnet imperfections at anticipated levels. 

The achievable accuracy can be estimated as follows. 
Let us concentrate on vertical orbit smoothing. If the lat- 
tice is taken to consist of nothing but 90 degree FODO cells 
and the tune is Q there will be 8Q quads altogether, each 

with its local BPM. But of these only half are close to verti- 
cal quads where their accuracy is high and only about half 
of those are favorably located relative to a particular ver- 
tical steering that is being nulled. If the r.m.s. position 
error at a quad of strength qi is CTJ,, the r.m.s. deviation of 
the deflection to be nulled for trim factor / is fqidy The 
downstream displacement caused by such a deflection is 

<^d  < ftyp./gjfj, (8) 

For individually trimmed quads the 2Q "useful" detectors 
would improve the nulling precision by a factor 1/ \/2Q. 
The effect of being forced to trim the Nq quads in a family 
wiU exact a loss of accuracy which wiU erode this factor 
to l/yj2Q/Nq. Incorporating this estimate in Eq. 8, using 
the estimate Ayp.^i ~ 1 and solving for ay yields 

~   (Td 
(9) 

as the estimated accuracy with which the closed orbit can 
be steered through the quadrupole center. Taking the square 
root factor as 1, the precision with which the orbit can be 
steered through the quad is approximately the BPM preci- 
sion eroded by factor 1//. With / being of order 0.01 the 
steering accuracy is 100 times worse than the measurement 
accuracy. To achieve 0.1 mm steering accuracy will require 
something like 1 /um BPM reproducibility. Note, though, 
that it is short term reproduceability not absolute or even 
long term relative accuracy that is required. Perhaps the re- 
quired precision could be attained using very low frequency 
excitation with lock-in detection. Least count precision of 
the steering power supplies may also be an issue, as the 
required deflections are very small. 

CONCLUSIONS AND COMMENTS 
An algorithm for centering the beam on all quadrupoles 

has been described. The algorithm is applicable even when 
multiple quad trims are powered from the same bus. Some 
effects that could potentially cause the algorithm to fail 
have been investigated. Sextupoles of strength needed to 
adjust chromaticities to zero have negligible effect. So 
also do the random and systematic magnetic field errors 
assumed in the only lattice file investigated. 

Other effects, potentially more limiting, have not been 
investigated. A simulation such as this one could, however, 
anticipate the degree to which this calibration procedure 
would be reliable. Electronic noise and stability could be 
estimated and included. Also instrumentation issues such 
as the required least count precision of analog to digital 
conversion could be addressed. 
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BARRIER RF STACKING AT FERMILAB* 

W. Chou*, J. GrifFin, K.Y. Ng, D. Wildman, FNAL, Batavia, IL 60510, USA 
A. Takagi, KEK, Tsukuba, Japan, H. Zheng, Caltech, Pasadena, CA 91125, USA 

Abstract 
A key issue to upgrade the luminosity of the Tevatron 

Run2 program and to meet the neutrino requirement of the 
NuMI experiment at Fermilab is to increase the proton 
intensity on the target. This paper introduces a new 
scheme to double the number of protons from the Main 
Injector (MI) to the pbar production target (Run2) and to 
the pion production target (NuMI). It is based on the fact 
that the MI momentum acceptance is about a factor of 
four larger than the momentum spread of the Booster 
beam. Two RF barriers - one fixed, another moving - are 
employed to confine the proton beam. The Booster beams 
are injected off-momentum into the MI and are 
continuously reflected and compressed by the two 
barriers. Calculations and simulations show that this 
scheme could work provided that the Booster beam 
momentum spread can be kept under control. Compared 
with slip stacking, a main advantage of this new method is 
small beam loading effect thanks to the low peak beam 
current. The RF barriers can be generated by an inductive 
device, which uses nanocrystal magnet alloy (Finemet) 
cores and fast high voltage MOSFET switches. This 
device has been designed and fabricated by a Fermilab- 
KEK-Caltech team. The first bench test was successful. 
Beam experiments are being planned. 

MOTIVATION 
A major performance parameter of the Fermilab 

Tevatron collider program Run2 is the total integrated 
luminosity. The goal is 10-15 fb"' by 2007. There is also a 
neutrino program NuMI at Fermilab. It uses the 120-GeV 
proton beams from the MI to generate high intensity 
neutrino beams for a long baseline experiment at Soudan, 
Minnesota. This experiment will start in early 2005. 

In order to reach the goals of the luminosity in Run2 
and the neutrino flux in NuMI, one needs to increase the 
proton intensity on the production targets. In the present 
Fermilab accelerator complex, the Booster is a bottleneck 
that limits Ae proton intensity on the targets. The number 
of protons per cycle from the Booster cannot exceed 6 x 
10 . Otherwise the beam loss would become prohibitive. 

To get around this bottleneck, one method is to use 
stacking. Namely, to put more than one Booster bunch 
into a Main Injector RF bucket. This is possible because 
the longitudinal acceptance of the Main Injector (0.4 eV- 
s) is larger than the longitudinal emittance of the Booster 
beam (0.1 eV-s). There are several possible ways to 
perform stacking. This paper introduces a new method 
based on employing a barrier RF system. The goal is to 
double the number of protons per bunch in the Main 
Injector, which would then give twice as many protons on 
the production targets per cycle. The average production 
rate of antiprotons and neutrinos would increase 50-60%. 

For more information about this study the readers are 
referred to Ref.[l]. 

METHOD 
A straightforward way to do barrier RF stacking is as 

follows. Inject two Booster batches into the MI, confine 
them by RF barriers, and then move the barriers to 
compress the beam. When the beam size is reduced to half 
of its original length (i.e., to the size of one Booster 
batch), the main RF system (53 MHz) in the MI is turned 
on to capture the beam and starts acceleration. The 
drawback of this approach is that the compression must be 
slow (adiabatic) in order to avoid emittance growth. This 
would lengthen the injection process and thus reduce the 
number of protons on the targets per unit time. 

A better way, which was first proposed by J. Grifiin [2], 
works as follows. Inject the Booster beams into the MI 
with a small energy offset (a few tens of MeV). Two RF 
barriers are employed. One is stationary, another moving. 
The stationary barrier serves as a firewall preventing 
particles from penetrating. The moving barrier bends the 
beam of successive injections so that the total beam length 
is continuously compressed. A detailed analysis and 
simulations have been performed by K.Y. Ng and can be 
found in Ref. [3]. 

There is a difference between the barrier RF stacking 
for Run2 and that for NuMI. In Run2, the stacking 
process is 2-to-l, that is, two Booster batches compressed 
to the size of one. In NuMI, it is 12-to-6, that is, twelve 
Booster batches compressed to the size of six. Figs. 1 and 
2 illustrate the two different stacking processes. 

Figure 1: Barrier RF stacking for Run2. Two Booster 
batches are confined and compressed to the length of one. 
The two small rectangles, one red and one white, 
represent the two RF barriers. 

0-7803-7739-9 ©2003 IEEE 2922 
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Figure 2: Barrier RF stacking for NuMI. Twelve Booster 
batches are confined and compressed to the length of six. 
The two small rectangles, one red and one white, 
represent the two RF barriers. 

A BARRIER RF SYSTEM 
An ideal barrier RF system is a wideband system rather 

than a resonant one, although the latter has also been used 
for this purpose [4,5]. One can use a wideband amplifier 
driving a 50 Q gap to generate the required isolated 
voltage pulses, as is done in the Fermilab Recycler [6]. 
But this is an expensive approach. Instead, we adopt the 
design using an inductive device with a low quality factor, 
which is driven by high voltage solid-state switches. 

System Description and Parameters 
The system consists of an RF cavity and a power 

supply. It generates isolated square voltage pulses of both 
polarities. There are two different types of RF barriers: 

• Stationary barrier: This is a series of bipolar pulses 
(+ and -) generated once every MI turn (11.2 us), 
as shown in Fig. 3 (top). This barrier is similar to 
the one that was built and tested by a Fermilab- 
KEK-HIMAC team for an RF chopper [7]. 

• Moving barrier: This is a series of separated 
bipolar pulses shown in Fig. 3 (bottom). The 
spacing between +V and -V pulses varies from 0 
up to 11 [is. They are also generated once every MI 
turn. 

This barrier RF system works in burst mode. It 
generates a burst of pulses for a short period (150 ms for 
Run2). The time between two bursts is fairly long (about 
2.2 sec). Therefore, the duty factor of this system is low. 
This makes the use of solid-state switches possible. Table 
1 is the design parameters of this system. 

Cavity 
The cavity uses 7 Finemet cores. Finemet is a nanocrystal 
magnetic alloy developed by Hitachi. Compared with 

*Work supported by Universities Research Association, Inc. under 
contract No. DE-AC02-76CH03000 with the U.S. Dept. of Energy. 
'chou@fnal.gov 

ferrite, it has higher permeability in the frequency range 
of several MHz and can stand a much higher magnetic 
field. Its Q value is less than one. 

Stationary barrier +v 

\ 
-V 

Moving barrier +v 

-V 
Figure 3: Two types of barriers. 

Table 1: Barrier RF System Parameters 

Pulse peak voltage ±6kV 

Pulse maximum length 0.3 (is 

Pulse gap O-ll^is 

Max pulse repetition rate 100 kHz 

Burst length 150 ms 

Burst repetition rate 0.5 Hz 

High-Voltage Fast Switch Circuit 
The switches need to have high peak voltage and high 

peak current. Because the load is inductive, the switches 
must be bipolar in order to avoid flyback when the pulse 
is terminated. The HTS 161-06-GSM solid-state switches 
made by Behlke Co. are chosen. Fig. 4 is the circuit 
designed using SPICE. It has four switches forming a full 
bridge circuit. Snubber and damper circuits are applied to 
reduce the voltage flyback and peak current. 
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Figure 4: SPICE model of the circuit for the barrier RF 
power supply. 

Bench Test 
A bench test (with no beam) has been carried out on 

this system. The pulse pattern and peak voltage meet the 
specifications. The burst width reaches 200 ms. Fig. 5 
shows the results. 
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Figure 5: The four traces are, respectively, green - trigger, 
yellow - current, blue - switch output voltage, purple - 
cavity gap voltage. Top: single pulse. Bottom: a pair of 
pulses with a period of 10 ^ls. The distance between the 
twin peaks can be varied, forming a moving barrier. 

DISCUSSIONS 

Comparison with Slip Stacking 
Stacking beams in the longitudinal phase space can also 

be achieved by the slip stacking method, which was first 
proposed at CERN in 1979 for the PS [8,9]. A main 
problem was beam loading. It caused large particle loss 
and emittance blowup at high beam intensities. This 
method is being reinvestigated at the Fermilab with an 
improved beam loading compensation technique [10]. 

The barrier RF stacking has smaller beam loading 
effects, because the peak beam current is lower and its 53 
MHz component much smaller thanks to a debunched 
beam. This is a main advantage of this new method. 

Emittance Dilution and Particle Loss 
The simulation assumes 0.1 eV-s for the incoming 

Booster bunch longitudinal emittance. During the process, 
the Booster beam is debunched, compressed, stacked, 
rebunched and captured by the 53 MHz RF bucket. The 
final bunch has an emittance of 0.32 eV-s. So the blovmp 
factor is 3.2, which is tolerable, because the MI 
acceptance is 0.4 eV-s. The particle loss in the simulation 
is negligible. 

A Key Issue 

In order to make the barrier RF stacking work, a key 
issue is to keep the energy spread AE of the injected beam 
small. Simulation shows that AE of the Booster beam 
must be below ±6 MeV so that the beam will be contained 

in the RF bucket after stacking. However, the M of the 
present Booster beam is 2-3 times larger due to coupled 
bunch instabilities. Several measures are being tested to 
reduce the energy spread: (1) a longitudinal feedback 
system, (2) RF frequency modulation to provide Landau 
damping [11,12], and (3) bunch rotation. 

Other Issues 
This system wdll be installed in the MI for beam 

experiments. A potential concern is the radiation hardness 
of the switch, because it must be placed next to the cavity 
in order to minimize stray inductance and capacitance. 
Data are being collected. 

Switch power dissipation for NuMI stacking is another 
concern, because the duty factor will be higher. One may 
use oil-cooled switches as a possible solution. 
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FERMILAB BOOSTER MODELING AND SPACE CHARGE STUDY* 

W. Chou*, A. Drozhdin, P. Lucas, F. Ostiguy, FNAL, Batavia, IL 60510, USA 

Abstract 
The Fermilab Booster is a bottleneck limiting the 

proton beam intensity in the accelerator complex. A study 
group has been formed in order to have a better 
understanding of this old machine and seek possible 
improvements [1]. The work includes lattice modeling, 
numerical simulations, bench measurements and beam 
studies. Based on newly obtained information, it has been 
found that the machine acceptance is severely 
compromised by the orbit bump and dogleg magnets. 
This, accompanied by emittance dilution from space 
charge at injection, is a major cause of the large beam loss 
at the early stage of the cycle. Measures to tackle this 
problem are being pursued. 

INTRODUCTION 
The Fermilab Booster is a 30 years old machine and the 

only machine at Fermilab that has never been upgraded. It 
is the bottleneck in the accelerator complex limiting the 
proton beam intensity. The linac upstream from the 
Booster can deliver 5 times more protons than it does 
now. The Main Injector downstream from the Booster can 
also accept 5 times more protons. However, the Booster, 
which sits in between, can provide no more than 6el2 
protons per cycle. Otherwise the loss would be prohibitive 
(Fig. 1). Most of the losses occur at the early stage of the 
cycle (about 25-30%); in particular during the first few 
ms. (The cycle time is 66.7 ms.) In order to understand 
the cause of the early loss, a study group was formed 
about 6 months ago. It launched a systematic investigation 
on the Booster. A comprehensive lattice model using 
MAD is established. The space charge codes ESME 
(authored by J. MacLachlan) and ORBIT (authored by J. 
Hohnes) are employed. With the help of the Proton 
Source Department and other departments/divisions, a 
series of beam studies and magnet field measurements are 
also carried out. 

ForO. 2. 4. 6. 8. 10.12. 14 Injected Turas 

Figure 1: Proton intensity (in green) and integrated beam 
power loss (in red) during the cycle, (courtesy R. Webber) 
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PERTURBATION ON LINEAR OPTICS: 
THE DOGLEG EFFECT 

One surprise in this study (first discovered by A. 
Drozhdin) is that the linear optics of the Booster is 
significantly perturbed by the edge focusing of the 
injection and extraction orbit bumps. The latter is termed 
"dogleg" at Fermilab. As can be seen in Figure 2, in the 
horizontal plane, the maximum beta function is increased 
from 33 m to 47 m, maximum dispersion from 3 m to 6 
m; in the vertical plane, the maximum beta from 20 m to 
26 m. The edge focusing strength of a bending magnet is: 

50      100     ISO     200     250     300     350     400     450 

Path ienqth, m 

50       100      150      200     250      300     350     400      450 
Patti tengHi.m 

l//=tane/pse7Z, (1) 

Figure 2: Lattice function perturbation due to edge 
focusing of the orbit bump and dogleg. Red: original, 
green: perturbed. Top - Px, middle - Py, bottom - D^. 
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in which 6 is the bending angle, p the bending radius, L 
the magnet length. For the Booster doglegs, L is small 
(0.2 m) and 6 large (60 mrad). There are two doglegs, 
each with 4 bending magnets. The focusing effects are 
additive, giving rise to a significant amount of extra 
focusing (0.1152 m"\ close to one main magnet which has 
1//= 0.1567 m"') and leading to a big perturbation to the 
linear lattice. Both the injection orbit bump (horizontal 
bend) and extraction doglegs (vertical bend) are 
rectangular bends. Therefore, their edge focusing acts in 
the non-deflecting plane. That is, vertical for the injection 
orbit bump and horizontal for the dogleg. The former is 
pulsed (pulse length about 150 jts), while the latter DC. 
Hence, the doglegs cause more damage to the beam. 

This effect was quickly confirmed in a beam sttidy. The 
measured tune shift and dispersion perturbation are in 
good agreement with the MAD prediction. When one of 
the doglegs was removed in a machine experiment, the 
beam transfer efficiency showed a considerable 
improvement (Fig. 3). A milestone of the MiniBooNE 
neutrino program (5el6 protons per hour) was reached. 
There was a champagne celebration. 

♦   ♦ * ««^v;7 
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Figure 3: The beam transfer efficiency is improved when 
one of the doglegs is removed during a machine study. 
The X-axis is the injected number of protons (xio'^). Blue 
- normal operation; pink - one dogleg removed, (courtesy 
J. Lackey) 

CHROMATICITY MODELING 
The present setting of the chroraaticity during the cycle 

is somewhat confusing. For instance, the horizontal 
chromaticity is positive below transition, which could 
cause the head-tail instability that has not been seen. It is 
decided to try other chromaticity ramp curves by 
compiling a spreadsheet relating the sextupole setting 
with the machine chromaticity. There are four major 
contributors to the chromaticity: lattice (main quads), 
dogleg (edge focusing), sextupole of the main magnets 
and chromaticity sextupoles. 

% = ?(lat) + ^(dogleg) + ^(mag sext) + ^(chrom sext)   (2) 

The direct contribution form the dogleg is small. 
However, it has big impact on the chromaticity, because it 
changes the local beta and dispersion functions at the 
chromaticity sextupoles. One unknown parameter in this 

equation is the sextupole component of the main magnets, 
which comes not only from the body but also from the 
ends. In order to get a reliable value of this parameter, a 
"blind check" method was applied. Two teams, one 
working on the chromaticity and another on the field, 
carried out the measurements independently without 
communication between them. The results were then put 
on the table for a comparison. The agreement is very 
good, as listed in Table 1. It is seen that the ends 
compensate the body sextupole of the F magnet almost 
perfectly, but nearly doubles that of the D magnet. 

Table 1: Sextupole component of the main magnets 

Magnet 
type 

Body 
only 

Body + Ends 
field meas. 

Body + Ends 
chrom meas. 

F 0.026 0.0045 -0.003 

D -0.021 -0.0413 -0.0454 

SPACE CHARGE STUDY 
Space charge is a dominant factor limiting the beam 

intensity in low energy proton machines. It causes tune 
shift, emittance grovi^h and resonance. Analytical tools 
have limited use for this complicated phenomenon. 
Therefore, we invoke nimierical simulations. Two codes, 
ESME (longittidinal) and ORBIT (transverse) are 
employed for this purpose. (Another group also uses a 
code called Synergia.) 

Figure 4 shows 805 MHz micro-bunch injected into the 
Booster simulated by ESME. The energy spread matches 
the measured value (± 0.88 MeV). Figure 5 is the tune 
footprint obtained from ORBIT. The tune spread (-0.3) 
agrees with that predicted by the Laslett formula. Figure 
6(a) is the transverse emittance growth simulated by 
ORBIT. It shows two distinct regions. One is a fast 
growth during the 10-ttim injection, another a slow 
growth after injection. Measurement from the ion profile 
monitor (IPM) seems to support this observation, see 
Figure 6(b). (Note: The IPM data processing is 
complicated and sometimes even controversial. Fig. 6(b) 
shows the raw data. But the processed data demonstrates a 
similar qualitative behavior, namely, a fast growth during 
injection and a slowdown after that [2].) 
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Figure 4: 805 MHz micro-bunch simulated by ESME. 
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Figure 5: Tune footprint due to space charge simulated by 
ORBIT. The red point is the nominal tune (6.7, 6.8). 
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Figure 6: (a) Top: Emittance dilution during the first 50 
turns fi-om ESME. The injection time is 10 turns. From 
the bottom trace to the top, the space charge effect (beam 
intensity) is increased, (b) Bottom: Emittance dilution 
during the first 50 turns fi-om IPM measurement. The first 
injection starts at the valley of the curve. The injection 
time is 10 turns. 

BEAM LOSS IN THE FIRST FEW MS 
Based on the results in the previous sections, one can 

develop a coherent picture of what happens in the first 
few ms in the Booster and why the large beam loss should 
occur. 

Longitudinal Loss 

The measured Booster longitudinal acceptance is small 
(±0.15-0.2%). It is about the same as the linac beam 
momentum spread (±0.13%). When the RF is turned on to 
capture the beam adiabatically, the momentum spread of 
the bunched beam will increase to about ±0.3% and 
exceed the acceptance, resulting in loss. 

Transverse Loss 
The machine transverse acceptance is: 

A = {Pmax X eN/Pv}'"^ + D^ax X Ap/p + c.o.d.       (3) 

in which c.o.d. is the closed orbit distortion. Take the 
horizontal plane as an example. The magnet good field 
region is small (~ ±1.2 inches). For the regular values of 
Pmax and DmM, the maximum allowable EN is about 167t 
mm-mrad. However, the dogleg effect blows up the lattice 
functions and reduces the acceptable EN to 87t, whereas the 
incoming linac beam is about 1%. The situation is 
worsened by the space charge. It dilutes the emittance 
during multi-turn injection. The beam is scraped 
transversely, resulting in loss. 

These losses are most severe in the first few ms. When 
beam energy goes up, the situation improves rapidly due 
to a number of factors: the relative momentum spread 
Ap/p becomes smaller, the dogleg effect (oc 1/7^) and 
space charge effect (« \l^) reduce quickly, the beam 
size also shrinks from adiabatic damping. 

A systematic investigation of various measures for 
correcting the dogleg effect, reducing the space charge 
and increasing the machine acceptance is xmder way. This 
will be the content of another paper that will be published 
later. 
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ION PRODUCTION AND TUNE SHIFT IN THE RECYCLER RING 

K. Gounder *, J. Marriner, and S. Mishra 
FNAL, Batavia, IL 60510, USA. 

Abstract 

We calculate the ion production rate for a beam of 2 
X10^^ antiprotons in the Recycler Ring using the known 
vacuum residual gas composition. We study the effect of 
ion buildup around the antiproton beam on beam lifetime 
and stability. We compare the ion production rate with the 
actual measurement using the beam tune shifts when the 
RF gap in the circulating beam is removed. Work sup- 
ported by the U.S. Department of Energy under contract 
No. DE-AC02-76CH03000. 

INTRODUCTION 

The Recycler Ring [1] located in the upper portion of the 
Main Injector tunnel at Fermilab is designed as a storage 
ring for antiprotons. Antiprotons transferred from the Ac- 
cumulator and the residual Tevatron stores will be cooled 
and stored in the Recycler Ring before reinjection into the 
Tevatron. The stacking rate of the antiprotons in the Ac- 
cumulator is improved by steady transfer of antiprotons to 
the Recycler Ring when the stack size becomes sufficiently 
large. Thus, as a part of Run II upgrade, the Recycler Ring 
is expected to provide a factor of 2-3 improvement in lumi- 
nosity. Pressently, the Recycler Ring (RR) is being com- 
missioned using protons as well as antiprotons. As a begin- 
ning phase of the integration of RR in the Fermilab collider 
complex, we expect to have a circulating beam of 2 x 10 ^^ 
antiprotons. From the known residual gas composition of 
the RR vacuum, we study the ion production rates^ and the 
effects of ion trapping by the antiproton beam on lifetime 
and transverse tunes. The relevant RR parameters used are 
listed in Table 1. More detailed description of the Recycler 
Ring can be found elsewhere [1]. 

Table 1: The basic Recycler Ring parameters relevant for 
the computations detailed in this note. 

Parameter Value 
Acceptance (mm-mr) 40.07r 
Average /3 (m) 40.0 
Average beam pipe radius (in m) 0.023 
Beam energy (GeV) 8.89 
Average beam /? 0.998 
Average beam 7 9.48 
Maximum energy loss (GeV) 0.089 

RECYCLER RING VACUUM RESIDUAL 
GASES 

The RR ultra high vacuum is maintained by arrays of 
Titanium sublimation pumps (TSP) and Ion pumps has a 
total pressure of a fraction of a nano Torr. The types of 
gases present in the vacuum and their partial pressures 
can be obtained from RGA measurements and Ion gauge 
readings done often around the ring. The major consti- 
tutents of the vacuum (average of RGA measurements 
normalized by Ion gauge readings) are listed below. We 
have also detected some very minor quantities of hydro 
carbons such as Ethane, Etheylene etc. and denoted them 
as the 'unknown' component. The observed gases and the 
relevant parameters are listed in Table 2. 

Table 2: The Recycler Ring vacuum residual gases as mea- 
sured by RGA and Ion gauges located around the ring. The 
'unknown' component will be treated as Nitrogen for com- 
putational purposes. 

Gas Avg. Pres. Gas Density 
[Torr] [M-3] 

H2 0.354E-09 1.25E+13 
H2O 0.380E-10 1.35E+12 
CO 0.190E-10 6.73E+11 
Ar O.OlOE-10 3.54E+10 
CHi 0.050E-10 1.77E+11 
CO2 0.150E-10 5.31E-I-11 
Unknown 0.105E-09 3.72E+12 
Total 0.537E-09 1.90E+13 

ION PRODUCTION RATES 

The rate of ionization Rj for a given gas type can be 
written as [3]: 

Rj = njnbCTjV 

with nj density of the gas type, ns beam particle density, 
aj ionization cross section and v the beam particle velocity. 
The aj can be parametrized: 

nieC' 

2_ 
<^J = Mz^jHMf[^^ln{^) - 1] + ^} 9i 

* gounder@ fiial.gov 
where h is Planck's constant, me the electron mass, c the 
speed of light and /3 associated with the ionizing beam. 
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The parameters Mj and Cj have been tabulated for vari- 
ous types of gases [4]. Knowing the partial pressure of 
each gas as given Table 2 and beam distribution for a beam 
of 2 X 10^^ antiprotons, the total ion production rate can 
be computed. The rate for the above composition of gases 
considered is 5.0 x W^/meter/second. Now for the whole 
ring, this becomes 1.7 x 10^^ ions/second - or each beam 
particle roughly creates an ion per second in the ring. 

THE TUNE SfflFT DUE TO IONS 

The presence of ion cloud around the beam can induce an 
incoherent tune spread due to the static transverse electro- 
static field generated by the cloud. For a gaussian beam of 
longitudinal density Aft, the transverse beam density nb{r) 
is given by: 

"^(^) = 2^^"^ 
where a^ is the radial width of the distribution. Assum- 
ing similar distribution for the ion cloud, the electric field 
(beam fully neutralized) generated by the ions is given by: 

Er{r) = 
27reor {1 '} 

where eo is the permittvity for free space and q, unit charge. 
The radial space charge force Fr{r) for small distances can 
be by obtained using Lorentz equation as: 

Fr{r) q'h 

Converting this resuU into the form of a quadmpole gradi- 
ent error AX as: 

J-QA 
AK- 

113^ 
The tune shift due to this gradient error can be cast as: 

Ai/=^ f dsl3(s)AK 

where ro is the classical proton radius. For simplicity, we 
assume an average beta of 40 meters around the ring, and 
for a beam of 1.0 x 10^^ antiprotons with total ionization 
case, the transverse tune shift will be: 

■ 0.021 

MEASUREMENT RESULTS 

Measurements were carried out with a beam of 
fa 2 X 10^^ antiprotons in the Recycler Ring. The 
longitudinal gap usually left in the beam is 64 RF buckets. 
The transverse mnes and beam lifetime were measured 
using Schottky and beam current monitors. After turning 
off the gap, lifetime and transverse tunes were remeasured. 
Then the mne Trambone was used to reset the tunes 
to its original values. The transverse tune and lifetime 
measurements were repeated. The measurement results are 
summarized in Table 3. 

Table 3: Antiproton lifetime (Tap) and transverse tunes 
(horizontal, vertical) measurements with and with out the 
longitudinal gap in the circulating beam of « 2.0 x 10^^ 
antiprotons in the Recycler Ring. The measurements indi- 
cate tune shifts due to ion trapping. 

Scenario Tap 

[hours] 
Transverse Tunes 

[Fractional] 
Beam 

Longitadinal 
beam gap on 

135 (0.4166,0.4193) 2.00E+11 

No longitudinal 
beam gap 

86 (0.4180,0.4215) 1.91E+11 

No longitudinal 
beam gap but 
tunes reset 

120 (0.4166,0.4193) 1.90E+11 

THE EFFECT OF IONS ON BEAM 
LIFETIIME 

To study the additional beam-gas scattering due to ion 
trapping, let us assume that about 2.0 x 10^^ antiprotons 
circulating in RR with a gaussian beam shape of ar = 
0.005m. Now assuming the ionization rate is complete 
that each antiproton traps an ion, there will be 2.0 x 10^^ 
ions trapped along the beam with a similar gaussian 
distribution. To estimate the maximum effect, the ions are 
taken to have a similar composition as the normal vacuum 
shown in Table 2. Using the convention that all the beam 
resides in the ±3(Tr region, we expect all the ions to be 
contained in a tube of radius Sur along the ring (3320 
meters in length).Therefore the average ion density for 
each gas can be written as in Table 4. 

Table 4: Average Ion densities trapped around the beam 
assuming the extreme case of full neutralization of a beam 
of 2.0 X 10^^ antiprotons. The ion distribution is assumed 
to be same as that of the beam - Gaussian with a Cr = 0.005 
meters. The vacuum gas composition given in Table 2 is 
used here. 

Ions Gas Fraction Ion Density Par. Pres. 
[M-3] [Torr] 

H2 0.66 5.62E+11 1.59E-11 
H20 0.07 0.60E+11 1.69E-12 
CO 0.04 0.34E+11 0.96E-12 
Ar 0.00 O.OOE+11 O.OOE-12 
CHi 0.01 0.09E+11 0.03E-12 
CO2 0.03 0.26E-I-11 0.07E-12 
Unknwon 0.19 1.61E+11 0.45E-11 
Total 1.00 8.52E+11 2.31E-11 
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Comparing two tables above we see that the partial 
pressures are roughly two orders of magnitude smaller for 
ions compared to that of normal gases. At this level we can 
assume that this additional density the particles see along 
with normal gas densities. On the otherhand, if we assume 
that we can stack an order of magnitude higher, then we 
may not be able to treat the ion densities as independent of 
the normal gas densities! But in this case, we assume that 
they are independent, and compute the lifetime to compare 
with the case of no ion trapping. 

The lifetime due to beam-gas scattering has four com- 
ponents: (a) Single coloumb scattering where a particle is 
lost due to a single scattering of beam particle with a gas 
atom; (b) Multiple coloumb scattering when particle is lost 
at the beam pipe limiting aperture due to emittance growth 
of the beam atttributed to multiple scattering of beam with 
gas atoms ; (c) Nuclear scattering when a beam particle is 
absorbed by the nucleus of a gas atom; and (d) Inelastic 
scattering when a particle is lost due to energy loss from 
gas atom ionization, bremsstrahlung etc. All four types of 
processes of beam loss can be combined to produce the 
total lifetime of the beam. The lifetime due to multiple 
scattering process is computed for the asymptotic case 
when the beam is already grown and filled the whole beam 
pipe aperture. More details of the lifetime computations 
can be found elsewhere [5]. We use RR parameters listed 
in Table 1 along with gas densities shown in Tables 2 and 
4. The results of lifetime estimations are summarized in 
Table 5. 

Table 5: The lifetime comparisons with full neutralization 
of the 2.0 X 10^^ antiproton beam with case of no neutral- 
ization. The vacuum residual gas composition in Table 2 
and ion densities shown in Table 4 were used for the above 
lifetime estimations. 

Physical Process No Ions 
(Normal Case) 

[hours] 

Neutralization 
(100%) 
[hours] 

Single Coloumb 4.64 X 10^ 4.62 X 10^ 
Inelastic Scatt. 8.06 X 10^ 8.02 X 10^ 
Mult. Coloumb 5.55 X 101 5.53 X 101 
Nuclear Scatt. 1.61 X 10-* 1.60 X 10^ 
Total Life Time 4.54 X 10^ 4.50 X 10^ 

ION CLEARING IN THE RECYCLER 
RING 

If the ions produced are not effectively cleared from 
beam pipe, this will affect the beam stability by tune shifts, 
induce coherent ion-beam transverse oscillations etc. The 
ion cloud will increase the concentration of gas molecules 
near the beam and can cause additional beam-gas scatter- 
ing affecting beam lifetime adversely. This effect as shown 
above may be considerable for higher intensity low emit- 
tance beams. The trapped ions are cleared in the RR using 
two sets of ion clearing electrodes located in each half cell. 
In addition to the clearing electrodes, a longitudinal gap 
in the circulating antiproton beam is maintained using RF 
cavities. Also transverse dampers will be installed in the 
RR to combat coherent instabilities due to beam-ion oscil- 
lations. They are designed to have electronics capable of 
exciting the beam at the resonant frequency of the ion os- 
cillations about the beam centroid. 
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From Table 5, the effect of full neutralization is small on 
lifetime due to beam-gas scattering for a beam of 2.0x 10 ^^ 
antiprotons, less than 1%! Forabeamof2.0xl0i^antipro- 
tons, this could become easily noticeable - about 8%! 
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ANALYSIS AND MEASUREMENTS OF EMITTANCE DILUTION FROM 
VACUUM WINDOWS IN THE FERMILAB RECYCLER TRANSFER 

LINES* 
C. Johnstone*, C. Gattuso, D. Johnson, M. Syphers, FNAL, Batavia, IL60510, USA 

K. Paul, UIUC, Urbana, BL 61801, USA 

Abstract 
Round-trip beam transfers between the Fermilab Main 

Injector and Recycler (antiproton accumulator) have been 
plagued by an emittance dilution of about a factor of 2 
with corresponding beam loss. The source of the large 
dilution was traced to two Ti vacuum windows, one 
installed in each of the two transfer lines that connect the 
machines for beam injection/extraction. The dilution can 
be accounted for by calculating the increase in beam 
divergence due to multiple scattering in the windows 
followed by an amplitude mismatch that serves to fiirther 
enhance the instantaneous dilution immediately 
downstream of the window. This work presents the 
analytical basis for the phase-space, or emittance, dilution 
due to the window, the subsequent optics mismatch, and 
then presents an analysis of beamline measurements that 
evidences the effect and validates the analytical argument. 
The data showed a strong skew quadrupole component in 
the transfer line optics that initially complicated the 
analysis, but was effectively eliminated in some of the 
data samples acquired under specific beam conditions. 

INTRODUCTION 
For some time beam transfers of 8-GeV protons between 
the Main Injector synchrotron and the Recycler 
permanent-magnet storage ring were plagued by beam 
loss and immediate emittance dilution, with evidence of 
an amplitude function mismatch between the accelerators 
presumably generated in the transfer lines. Of concern 
were Titanium (originally beryllium) vacuum windows, 
estimated to be ~3 mil thick, installed in each transfer 
line. The effects on emittance and subsequent second- 
moment oscillation amplitudes due to beam passing 
through these windows will be first derived followed by 
experimental verification in a later section. 

The emittance dilution can be derived in several forms. 
All forms depend on solving the linear equations of 
motion (linear magnetic fields: quadrupole and dipoles 
fields) piecewise which results in constraining the 
coordinates of particle motion to an elliptical envelope 
given by: 

e^YK^ + 2ocKx+Px'^ 
where P, a, and y (which is (l+a^)/P) are the so-called 
Courant-Snyder parameters and e is the area of the ellipse. 
These lattice parameters evolve according to the optical 
solutions along the line, but the area of the ellipse, or total 
phase space, remains conserved, and in a predominately 
linear   system,   particles   remain   on   their  respective 

elliptical contour. Further, if the system is periodic, the 
phase ellipse is also repetitive, and particles move around 
the given contour according to the phase advance of the 
lattice. 

EMITTANCE DILUTION FROM 
MULTIPLE SCATTERING 

When beam passes through material, the dominant 
process is Coulomb multiple scattering, which changes 
the direction but not the energy or position of the incident 
beam particle if the material is thin. Multiple scattering is 
a statistical process which is azimuthally symmetric about 
the particle's trajectory (this symmetry will be exploited 
later). The phase space of a distribution immediately after 
a thin window is expanded in one coordinate only, x'. 

The change in a particle's phase coordinates is 
represented by a discrete jump to a different ellipse 
generating, on average, a clearly different aspect ratio; the 
change in the distribution is govemed by the statistics of 
the scattering process. Since the original distribution is an 
even function in x and x', and the scattering process is an 
even-function convolution of the original distribution, the 
rms of the distribution is a particularly powerful 
description—there is not only an rms value for x and x', 
but also an rms emittance, e, and an rms multiple 
scattering angle specific to the composition and thickness 
of the window (values for multiple scattering angles will 
be given later in this paper). 

Statistical Ensemble Description 
This derivation is facilitated by conversion to 

"normalized" coordinates which always reduces the 
ellipse to a circle; the phase space of the beam just 
upstream of the vacuum window is circular when 
expressed in {x, (Px' + ax)} coordinates. (One plane 
conveniently remains the original transverse coordinate.) 
Initially we assume an otherwise perfecfly matched beam 
between the two accelerators, and look at the effect of the 
particles passing through a vacuum window. The process 
is depicted in Figure 1. 

**Work supported by the Universities Research Association, Inc., 
under contract DE-AC02-76CH0O30O with the U.S. Department of 
Energy. 
*cjj@faal.gov 
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Px'+coc 

Figure 1. Phase space in normalized coordinates 
showing the new oscillation amplitude a, a single particle 
may acquire after multiple scattering in a window. 

The particles are initially following trajectories around 
the inner circle, each has a radius ft, with a corresponding 
transverse amplitude of: 

,M=(x^y'=(py2) \V2 

Upon passing through the window, the ith particle's 
amplitude will change from Pi to aj according to: 

af =pf+me, f - ipp,^e, cos (z>. 
where P is the amplitude function at the window, and A9j 
is the final scattering angle through the material due to 
multiple Coulomb interactions. The phase angle, (();, 
depends upon the phase of the particle in its phase space 
oscillation, and is randomly distributed among all the 
particles, and is thus uncorrelated with either p or 
scattering angle. Therefore, after averaging over all the 
particles in the beam, we have 

i/) = (p') + fi'(M') - 2j3{p A^cos(Z>) 

= {p') + fi'(A0J - 2fi{p){A0){cos <p) 

={p')+p\Ae') 
Note that the scattering angle, M, and cos(Z>, 

independently average to zero, as there is no preferred 
direction. The resulting phase space distribution 
subsequently tumbles through the lattice of the beamline 
and through the downstream machine, resembling an 
amplitude function mismatch in that a transverse beam 
profile monitor will see a "quadrupole oscillation" ensue 
at twice the betatron tune until the coherent oscillation 
amplitude dies away due to filamentation. Filamentation, 
as depicted in Figure 2, proceeds through unavoidable 
field nonlinearities, which simply implies differences 
exist in phase advance as a function of particle amplitude. 
(Chromatic correction sextupoles are usually the largest 
contributor to this effect.) 

Figure 2. From top left to bottom right: phase space 
distributions, a) before undergoing scattering in the 
window, c)-e) during filamentation, and f) after 
filamentation is conplete. For each plot the horizontal 
axis is X and the vertical axis is (Px' + ax). The scales are 
arbitrary units. 

Each particle now oscillates in phase space with its new 
betatron amplitude (or single particle invariant ellipse) 
acquired in the scattering process. If the new phase space 
distribution has not been "re-matched" after the window, 
then, through filamentation, a final equilibrium 
distribution is reached within a larger matched ellipse 
concentric to the original one (or circle in normalized 
coordinates). In normalized coordinates, the new 
amplitude <a^>"^ describes the final redistribution. 
Again, since the new envelope is circular. 

or 

(T\{x) = al{x) + ^P^e, 'f 
.2 
rms' 

In the second equation, 0^^ is the rms scattering angle 
due to multiple Coulomb interactions in the window 
material as projected into a transverse plane (the specific 
equation used to compute this angle is given later in the 
text.) The rms emittance enhancement then follows from: 

or 

for the 95% normahzed emittance (this derivation can 
also be found in references [1]).   One observation which 

2 
rms 
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stands out is that the increase in emittance is not 
dependent on the incoming emittance upstream of the 
window, only on the p function, or optics, at the vacuum 
window itself. This is an interesting result and derives 
from the fact that the scattering angle adds in quadrature 
to the beam divergence—thus the higher die beam 
divergence, or the smaller the beam size as indicated by 
the beta function, the lower the increase in emittance. 

Coulomb Multiple Scattering 
The projected rms scattering angle resulting from 

multiple Coulomb interactions in a material can be 
estimated using[2] 

Siiiiiii^ Sf3^E?TI?TT^E'»^I^^^^S?S|55t 

0, 
l3.6MeV   // 

Pfi -•rad 

I 
-[1+0.038 ln(-j^—)] 

had 

where I is the thickness of the material, L^ad is the 
radiation length (which is 3.56 cm for Ti), p the 
momentum of the particle, and /3 here is the relativistic 
velocity. 

With 3 mil Ti windows the predicted emittance blowup 
at 8 GeV is l.lii and 4.2JI mm-mr horizontally and 
vertically, due to the 13 m and 50 m beta functions, 
respectively, at the location of the windows. 

EXPERIMENTAL MEASUREMENTS 
In the following data, the beam emittance has been 

measured using flying wires in the Fermilab Main Injector 
before and after completing a round-trip transfer to and 
from the Fermilab Recycler. The beam passes through 
two Ti windows in the process. The measured blowup 
was Ae = 7.67i(horz) + In (vert) = 14.671 mm-mr total- 
(blowup in both planes -60%). No asymmetry was 
observed in the blowup. If the vertical and horizontal 
planes were completely mixed by the time of the 
measurement, then the combined expected blowup of at 
least 10.671 mm-mr is, in fact, completely consistent with 
the observed dilution (about 3-47C mm-mr can be 
attributed to nonlinearities in the accelerator systems). 
The mixing of the two planes was, in fact, verified 
through a pencil-beam measurement which evidenced 
blowup in the vertical plane only. Strong skew 
quadrupole components in the transfer line have been 
identified. 

In a shutdown last winter the vacuum windows were 
completely removed and the flying wire data retaken. 
The large dilution disappeared leaving only the expected 
3-471 mm-mr. 
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Figure 3. Flying wire data taken before and after transfer 
to the Recycler. The last nuniber is the 95% normalized 
emittance as calculated from the data and the optics. 
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AUTOMATIC BEAMLINE CORRECTION 
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Abstract 

In the MiniBooNE experiment, a simple linear algorithm 
is used to maintain the correct beam position throughout 
the beamline and at the target. The algorith is explained, 
and key features of the implementation are discussed. 

INTRODUCTION 

Experience has shown that in any fixed target experiment 
at Fermilab, the primary beam tends to "drift" over time. 
There are many causes for this drift, such as diumal vari- 
ation in temperature affecting control cards. Traditionally, 
it was the role of the operations group to monitor the beam 
position and make apropriate corrections. 

When several HEP programs are run simultaneously, the 
number of operators needed to monitor the beamlines be- 
comes large. Additionally, the work is extremely tedious- 
watching several monitors, making small corrections (and 
usually only being able to correct one position at a time). 
Even when features such as "three bumps" are incorpoated 
in the control system, an operator can only adjust one posi- 
tion at a time. 

Thus, making corrections to a beamline is a job well 
suited to automation. The response of the beam to chang- 
ing individual magnets can be well characterized; the beam 
can be continuously monitored; appropriate limits can be 
placed so that the program "calls an expert" (for example, 
by setting an alarm) if conditions change too severely. 

THE ALGORITHM 

The algorithm used is simply the inversion of a set of 
linear equations. 

A set of magnets, h, and a set of beam positon monitors, 
X, are chosen. As each magnet is varied, the change in 
beam position at each beam position monitor is recorded. 
This leads to the linear expression: 

5x = M5h (1) 

To implement the algorithm, one simply inverts the equa- 
tion. Note that cross-plane coupling is naturally accomo- 
dated in this algorithm. 

Exact Solution versus Least Squares Fit 

One will note that in order to implement the algorithm, 
the matrix, M, must be invertable. A commonly asked 
question is "Why not implement a least-squares fit?" There 
are several reasons to choose an exact solution over a least- 
squares fit: 

•Operated by Universities Research Association, Inc. under contract 
number DE-AC»2-76CH03000 with United States Department of Energy. 

• An exact solution isjustthat—it always puts the beam 
where it should be, not just close. 

• Having more beam position monitors than adjustable 
magnets provides no additional usable information. 

• Having more adjustable magnets than beam positon 
monitors implies that at some point along the beam- 
line the trajectory is not known. 

• The algorithm will fail if any one BPM fails. This is 
good—when instrumentation breaks it must be fixed. 

Reasonable people may disagree with the relative mer- 
its of an exact solution versus least squares fit. Ultimately, 
one must make a decision and evaluate the outcome. Ex- 
perience with the exact solution algorithm at Fermilab has 
shown that it is highly reliable [1], and thus was chosen for 
MiniBooNE. 

General Implemenation Concerns 

Although inverting the set of equations gives an exact 
solution, the measured changes in beam position are never 
exact. Thus, one should never implement the full calculated 
change every spill. The present correction program also 
allows the user to specify a tolerance and a convergance 
factor for each beam position. 

Thus, the corrections will not be applied unless the beam 
position is out of tollerance at one or more locations. The 
toUerance is usually 2 to 3 times the RMS position change 
during stable running, although at tight apertures the toller- 
ance is smaller. Furthermore, only a fraction of the correc- 
tion (typically 80%) is made. 

Additionally, one must check that beam is actually 
present when the measurement is made, and that no magnet 
will beset beyond its operating limit. 

IMPLEMENTATION SPECIFIC TO 
MINIBOONE 

The generic name of the program is "Autotune". Vari- 
ations of this program will be implemented for various 
beamlines as needed; the MiniBooNE autotune is the first. 
Autotune written in Java using a client-server model. The 
server part runs inside an Apache Tomcat servlet engine. 
The client runs on a user's desktop and communicates with 
the server via Xml-Rpc. 

The Autotune Server 

The Autotune server runs continuously inside an Apache 
Tomcat servlet engine. In simplest terms, it is an infinite 
loop that monitors the position of each beam pulse and, if 
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necessary, computes and makes new settings for the trim 
magnets. 

For the MiniBooNE beam, a complication is the fact that 
the beam is composed of a series of "pulse trains". Each 
pulse train contains a set of pulses arriving at 15 Hz in- 
tervals, with the trains separated by 2-3 seconds. Trying 
to correct each individual pulse at that rate is not feasible. 
Consequently, the pulses in each train are averaged and the 
correction applied before the next pulse train arrives. 

The average of the pulses is a weighted average of the 
positions of each pulse in the train. The weight for each 
pulse is determined by a combination of the intensity and 
position of that pulse. Three weighting algorithms are cur- 
rently defined: 

• Use the intensities only. All pulses below a threshold 
intensity are given a weight of zero; those above are 
given a weight of one. Note that if all the weights are 
zero, we effectively assume that no beam is present. 

• Compute an initial set of weights and the average po- 
sition using the above algorithm. Any pulses farther 
from this average than a threshold distance are reas- 
signed a weight of zero, and the average position re- 
calculated. 

• Like the above, but the threshold distance is based on 
a multiple of the rms of the initial average, rather than 
being a simple constant. 

The parameters used for monitoring and controlling the 
beam (averaging algorithms, cut thresholds, lists of BPMs 
and trims to monitor, the matrix, etc.) are stored in a set of 
"control files" (implemented as a set of relational database 
tables). Any number of control files may be kept. The op- 
erators may load, unload, and modify the files as necessary. 

The control loop operates as follows: 

1. Initialize. Load the control file designated as "active", 
and initiate data acquisition. 

2. Wait for a pulse train to arrive. 

3. Get the position and intensity ofeach pulse as returned 
by each position/intensity monitor. 

4. If any retumed an error code, goto step 2. Else calcu- 
late the average position of the beam at each monitor. 

5. If the average position of each pulse is within tol- 
erance at each monitor, then no tuning is ncesssary. 
Goto step 2. 

6. If the average position of any pulse is farther from the 
nominal than a given limit then we will not move the 
beam. Goto step 2. Rationale: if the beam is too far 
from the desired position at any point, it is assumed 
that the operating conditions have changed, or that 
something is seriously amiss. In either case operator 
intervention is indicated. 

7. We will attempt to move the beam. Compute the 
change in trim magnet settings using the algorithm de- 
scribed in section 2. Note that the deltas in the settings 
are multiplied by the convergence factor (setion 2.2). 
The convergence factor is currently a constant; in the 
future it may be made a function of the distance of the 
beam from the nominal. This would effectively merge 
steps 6 and 7. 

8. Get the current setting of each magnet and add the 
delta computed above. 

9. Set the new current for each trim magnet. Note that 
the operators have the option to suppress this step. 
This allows them to confirm that the calculations are 
correct before taking the program "live". 

10. Goto step 2. 

Testing indicates that the above loop takes about 200-300 
ms. 

The Autotune Client 
The autotune client runs on a user's desktop and graph- 

ically displays the progress of the above loop. The hori- 
zontal and vertical position of the beam between adjacent 
monitors is indicated by a color-coded line: Green if the 
position is within tolerance at both monitors. Yellow if the 
intensity is low (at either monitor). Red if the position is 
out of tolerance (at either monitor). 

Control buttons and dialog boxes are provided to allow 
the user to: 

• Tell the server to suppress the setting of the trims (step 
9) in the above loop. 

• View the current readings (and possibly settings) in 
tabular format. This provides a more analytic view 
than the graphical display on the main screen. 

• Create, modify, delete and load control files. 

• Designate certain individuals (e.g., operators) as hav- 
ing the authority to make changes to the control files. 

• View a log file of beam settings. That is, the server 
will keep a log of the times it has moved the beam. 
This gives an operator the opportunity to restore the 
trims to a prior state. 

CONCLUSION 

A simple algorithm has been implemented to correct for 
beam motion in the MiniBooNE experiment. The algo- 
rithm is easily extended to other beamlines. 
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INCREASING THE INTENSITY OF THE FERMILAB BOOSTER 
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R. Tomlin, R. Webber 

FNAL, Batavia, IL 60510 

Abstract 

The Fermilab Booster is a fast-cycling synchrotron which 
accelerates protons from 400 MeV to 8 GeV of kinetic 
energy. Until recently, the primary demand for protons 
was for antiproton production, which typically uses about 
7E15 protons per hour. Over the next few years, the 
Fermilab neutrino program will increase that demand 
dramatically, possibly beyond 1.8E17 protons per hour. 
This paper discusses the issues involved in reacWrig these 
intensities, and the plan for achieving them. 

INTRODUCTION 

Overview 
The Fermilab Booster [1] is the synchrotron which 

takes 400 MeV protons from the Fermilab Linac and 
accelerates them to 8 GeV for use by all of the lab's 
physics programs. It is 472 m in circumference and has a 
harmonic number of 84. The 96 combined function 
magnets which form it's 24-fold symmetric lattice are 
configured in an offset 15 Hz resonant circuit. 

Projected Proton Demand 

Figure 1 shows the projected proton demand through 
the next few years. The primary users of protons are the 
two major neutrino experiments: MiniBooNE and 
NuMI/Minos. 

8 GeV Proton Demand 

o* o" o- o^ c? o"- o^ ^ o' o" o- o^ o'' o" o> o-^ <? o* 
Calendar Quarter 

Figure 1: Projected Proton Demand 

Limiting Factors 

There are several factors that limit the total flux from 
the Booster: 

• Maximum batch size: ~5E12 protons, limited 
by beam stability. At the moment, there is no 
plan for increasing this. 

• Maximum average repetition rate: ~7.5Hz, 
limited by heating of the RF cavities and the 
magnets in the injection dogleg. This may 
have to be increased to 10 Hz or more by 
2006 or so. 

• Aboveground radiation: limited by shielding 
and the occupancy classes of the buildings 
above. 

• Beam loss in the tunnel. This is discussed in 
detail shortly. 

PREPARATIONS FOR HIGH INTENSITY 
A great deal of work has been done to prepare the 

Booster for high intensity. 

Longitudinal Damping System 

At high batch intensities, coupled-bunch oscillations 
become a problem, so a longitudinal damping system [2] 
was developed which is crucial to high-intensity 
operation. 

Shielding and Shielding Assessment 

Initially, aboveground radiation was a severe limitation 
to total Booster flux, primarily because of the office space 
located above the ring. To address this problem, a large 
amount of shielding was added and a number of offices 
were moved and their space reclassified "minimum 
occupanc/'. 

As a result, we believe we can meet even the ultimate 
requirements of the Booster without exceeding the 
aboveground limits. 

Extraction Septum 

Formerly, heating in the Booster's primary extraction 
septum limited the average repetition rate to about 2.5 Hz. 
Recently, both the septum and its power supply were 
replaced with a system which is capable of operating at 
the full 15 Hz rate. 

MONITORING BEAM LOSS 
The Booster is now physically capable of delivering the 

protons that are requested of it, and intensity is limited by 
the maximum acceptable beam loss in the tunnel. This is 
of concern both because of potential radiation damage to 
accelerator components and because activation of these 
components makes it difficult to service them. 

We have generally attempted to keep the activation at 
key locations in the Booster tunnel to within a factor of 
two of what it was prior to the start of the neutrino 
program    Recall that we hope to achieve this while 
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ultimately increasing the total proton flux by more than a 
factor of 40. 

We have two methods for monitoring beam loss during 
Booster operation. The first involves a system of 60 beam 
loss ionization monitors arranged around the ring. For 
each of these, a 100 second running sum is calculated, 
which is compared to a limit. Broadly speaking, limits 
have been set to be roughly twice the loss levels observed 
prior to the start of the neutrino program, but they have 
also been fine tuned based on observed activation in the 
tunnel. Booster operation is inhibited if any of these 
exceeds its limit. 

In addition to the individual beam losses, the average 
beam power loss is calculated by measuring the derivative 
of he number of protons in the ring, weighting it by beam 
energy, and integrating it through the cycle Presently, we 
limit this power loss to 400W. The limit was chosen in 
similar manner to the individual loss limits, but it is 
remarkably close the IW/m limit specified for the SNS. 

KNOWN LATTICE PROBLEMS 
Both of the Booster's extraction regions involve a four 

magnet dogleg to vertically steer the beam around the 
extraction septum during acceleration. These doglegs 
operate at fixed current, and bend the beam by 42 mr at 
injectioiL It has recently been discovered that edge 
focusing effects in these doglegs cause severe lattice 
distortions [3], which are worst at injection and fall off as 

1/ p . Figure 2 shows the effect of these doglegs at 
injection. It is now believed that these lattice distortions 
are a major cause of losses early in the cycle. 
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Figure 2: Lattice distortions due to the extraction doglegs. 
The ideal horizontal lattice functions are shovra in (a) and 
(b), respectively, while (c) and (d) show these functions 
including the effects of the extraction doglegs. 

RECENT PERFORMANCE 
Figure 3a shows the output of the Booster in protons 

per minute starting in August, 2002. Although the proton 
flux has increased by more than a factor of 12 during this 
period, the average activation in the Booster tunnel has 
only increased by about a factor of two to three. This is 
illustrated in figure 3b, which shows the energy loss per 
proton over the same period. The primary reasons for this 

improved performance are increased attention to beam 
losses, and specific tuning to minimize the dogleg current. 
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Figure 3: Booster performance since Aug. 2002. 

MAJOR UPGRADE PROJECTS 

Collimator Project 
The biggest single project to increase the Booster 

intensity is the implementation of a collimation system 
[4]. Figure 4 illustrates the principle. High amplitude 
particles are intercepted by a thin primary foil, and 
subsequently absorbed by thick stainless steel secondary 
collimators. Each of the secondary coUimators intercepts 
the beam on one edge in each plane. 

r 
A scraping foil deflects the orbit of 
tialo particles... 

.. .and the>- are absortied by tbidi coIUniatcri 
in the next periods. 

Figure 4: Collimation principle of operation. 

The otherwise simple design is complicated by the 
need for fairly extensive shielding of the secondary 
collimators. We lack a quantitative model for Booster 
beam loss, so the shielding needs were calculated based 
on the assumption that the collimation system would 
intercept more or less all of the beam which is currently 
observed to be lost during the acceleration cycle. For the 
sake of calculation, the loss was taken to be 30% of the 
beam at injection energy (400 MeV) and 2% near 
extraction energy (8 GeV) with the Booster delivering the 
maximum proton flux which is forseen. 

This leads to a shielding requirement of about 4' long 
steel 2' thick around each of the three secondary 
collimators. To avoid the need for moveable parts or 
vacuum seals in the extreme radiation environment inside 
the shielding, we settled on a design in which the 
secondary collimator jaws are fixed within monolithic 
steel shielding blocks. Each block is attached to the beam 
pipe on either end with bellows, allowing the entire 
assembly to move over the range required by collimator 
operation. 

The design of the coUimator system is more or less 
complete and construction is underway. Installation is 
planned for the 2003 summer shutdown. 
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Large Aperture RF System 
The 18 cavities of the Booster RF system have 2V4" 

drift tubes. This aperture restriction is of particular 
concern because it results in activation of the cavities 
themselves, which are a high maintenance item. 

A powered prototype of a new cavity with a 5" aperture 
was built and tested last year. Based on the success of 
these tests, work is proceeding on two vacuum prototypes. 
In order to reduce the cost of these cavities and expedite 
the fabrication, a substantial number of the parts have 
been machined at universities involved in the lab's 
neutrino program. 

All the major parts have now been completed and 
assembly of the cavities has begun. We are on schedule 
to replace two of the existing cavities with these new 
cavities on the summer shutdown. Based on our 
evaluation of the effectiveness of these prototypes, we 
will make the decision whether to proceed with the 
complete replacement of the RF system over the next few 
years. 

Extraction Dogleg Improvements 
As mentioned before, ameliorating the dogleg problem 

has become one of our primary goals. 
In the fairiy near term, there's a plan to stretch out the 

distance between the magnets of the doglegs. Over the 
summer shutdown, we hope to increase the distance 
between the dogleg magnets of the primary extraction 
region from 18" to 41". Because the effect goes as the 
square of the bending angle, this will be almost a factor of 
five reduction for this dogleg. Ultimately, we hope to do 
the same for the second extraction region. 

We are also considering ways to completely eliminate 
the need for the doglegs. These include: 

• Putting large aperture lattice magnets 
upstream of the extraction septum, so that the 
septum blade may be moved completely out 
of the beam. 

• Adding a pulsed bump within the extraction 
period which is only energized near extraction 
time. 

• Develop a septum that mechanically moves 
into the beam near extraction. This would 
involve motion of about 2-3 cm at 15 Hz. 

Beam Orbit Control 
While the main lattice elements of the Booster ramp 

sinusoidally, the correction dipoles have historically been 
operated DC. This means that the beam position moves 
on the order of several millimeters over the acceleration 
cycle. Among other things, this will complicate the use of 
the collimation system. 

A system has been designed to use ramped current 
controllers to maintain beam position during acceleration. 
Details are described elsewhere [5], but the basic idea is 
that beam positions will be measured at discrete times in 

the cycle and corrections will be calculated to move these 
orbits to the ideal orbit, subject to the limitations of the 
power supplies. 

This system is currently in the commissioning phase. 

Lattice Improvements and Space Charge 
Mitigation 

Recently, there has been a dramatic increase in the 
effort to accurately model the Booster, with particular 
interest in space charge issues [6]. 

One immediate result of the improved model was the 
discovery of the dogleg problems. 

This effort continues on a number of fronts, which are 
too numerous to mention here, but we have hopes that 
other problems and solution will be found. 

CONCLUSIONS 
The 30 year old Fermilab Booster has made impressive 

progress toward meeting the demands of the Fermilab 
neutrino program. The proton flux has increased by 
roughly a factor of 12 over that prior to the start of the 
MiniBooNE experiment in August, 2002. This has been 
accomplished with only roughly a factor of two increase 
in the activation of tunnel components. 

On the other hand, we are still delivering only about 
45% of the MiniBooNE baseline request. With this, the 
tum-on of the NuMI beamline in 2005, and proposed 
increases in the needs for antiproton production, the 
Booster flux will have to increase by about another factor 
of five over the next few years. 

A number of improvements are planned which make us 
optimistic that we can reach these goals. 
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FNAL BOOSTER: EXPERIMENT AND MODELING 

P. Spentzouris*, J. Amundson, FNAL, Batavia, IL 60510, USA 

Abstract 

We present measurements of transverse and longitudinal 
beam phase space evolution during the first two hundred 
turns of the FNAL Booster cycle. We discuss the experi- 
mental techinque, \i\ac\i allowed us to obtain tum-by-tum 
measurements of the beam profile. The experimental re- 
sults are compared with the prediction of the Synergia 3D 
space charge simulation code. 

INTRODUCTION 

The Fermilab Booster is a rapid-cycling, 15 Hz, alter- 
nating gradient synchrotron with a radius of 75.47 meters. 
The lattice consists of 96 combined function magnets in 
24 periods, with nominal horizontal and vertical tunes of 
6.7 and 6.8 respectively. The Booster accelerates protons 
from a kinetic energy of 400 MeV to 8 GeV, at a harmonic 
number h=84, using 17 rf cavities with frequency which 
slews between 37.7 MHz (at injection) and 52.8 MHz (at 
extraction). The revolution time at injection is 2.2 // s. A 
comprehensive technical description of the Booster as built 
can be found in reference [1]. The injection system utilizes 
the H~ charge-exchange injection technique. The typical 
linac peak-current is 45 mA; usually up to eleven turns of 
H~ beam are injected in the booster. The injected beam is a 
stream of bunches equally spaced at the linac rf frequency 
of 201.2 MHz. During injection, a pulsed orbit bump mag- 
net system (ORBUMP) is used to superimpose the trajec- 
tories of the circulating (protons) and injected (H ~) beams. 

There are many factors affecting the behavior of the 
Booster beam, including the energy and emittance of the 
incoming beam, nonlinear field errors and space charge ef- 
fects, which are believed to be responsible for a significant 
fraction of the observed losses in the Booster [2] during 
the first 2 ms of the cycle (injection, capture, and bunch- 
ing phase). Since the performance of the Booster is what 
makes or breaks the FNAL neutrino program, and its sta- 
ble operation is required for the FNAL collider program, it 
is essential to study and quantify these effects. In order to 
achieve this goal, we have developed a fully three dimen- 
sional (3D), Particle In Cell (PIC) model of the booster, 
based on the package Synergia [3]. The Synergia pack- 
age has been developed under the DOE SciDAC initia- 
tive for accelerator modeling. Advanced Computing for 
27** Century Accelerator Science and Technology. Syner- 
gia incorporates existing packages for modeling 3D space 
charge and computing transfer maps using Lie algebraic 
techniques. It utilizes a split operator technique for particle 
propagation, includes a parser of the Methodical Acceler- 

* spentz@feal.gov 

ator Design (MAD) language, and has multi-turn injection 
modeling capabilities. The code has the capability to com- 
pute higher order transfer maps, but linear maps were used 
for the simulations presented in this paper. 

In the following sections, we describe measurements of 
Booster beam evolution during the first 200 turns after in- 
jection, and present comparisons with the Synergia model. 

EXPERIMENTAL DATA AND 
COMPARISON TO SIMULATION 

The objective of the experiments was to study the beam 
evolution in the first few hundred tums after injection, by 
comparing transverse and longitudinal beam widths to the 
simulation, with single turn time resolution, for different 
beam cuirents. The FNAL Booster has two measuring de- 
vices capable of measuring of beam widths with such res- 
olution: the Ion Profile Monitor detector (IPM) [4], which 
utilizes the ions from ionization of the residual gas by the 
proton beam to measure transverse beam profiles, and the 
Resistive Wall Monitor (RWM) device, which utilizes the 
induced current on the beam pipe by the particle beam, to 
measure the longitudinal beam profile. Since the response 
of the IPM depends on the charge of the beam, and since 
the goal of the experimental program is to use this detector 
for a quantitative study of space charge effects, we installed 
a third measuring device, the "flying beam" wire, in order 
to check and calibrate the performance of the IPM. 

IPM calibration 

The IPM detector measures the projection of the beam 
distribution on each one of the transverse coordinates. An 
applied transverse clearing field of 8 kV causes the ions 
to drift to a micro-channel plate (MCP). (The beam direc- 
tion defines the longitudinal coordinate). The detector is 
0.5 m long, with a transverse gap of 12 cm. The MCP 
plate is 8 X 10 cm^and has strip spacing 1.5 mm. For an 
ideal measurement of one projection, the ions' drift should 
be parallel to the other (non-measured) coordinate. The 
external clearing field is applied on the beam along the 
non-measured coordinate to achieve this objective. The re- 
sponse of detector is complicated by the effect of the fields 
of the beam itself. The field due to the beam is not trans- 
verse, so it distorts the behavior from the ideal. As a result, 
the response of the IPM depends on the charge of the beam, 
so it has to be calibrated as a function of the injected num- 
ber of protons. 

In order to perform an experimental measure of the IPM 
calibration, we took width measurements simultaneously 
with the Booster IPM, the MI-8 extraction line wire cham- 
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ber and the so-called "flying beam" wire [5]. The "flying 
beam" wire is a single wire measuring device at the Booster 
Long 1 section, which can be parked just outside the beam 
envelope of the injected beam, i.e beam envelope with the 
ORBUMP magnets on. At injection, the ORBUMP mag- 
nets keep the beam trajectory displaced by ~4 cm with re- 
spect to the nominal beam orbit, so that the injected H" ions 
will pass through a stripping foil. The wire is placed be- 
tween the displaced and nominal orbits. As the ORBUMP 
current decays, the beam sweeps through the wire, provid- 
ing a measure of the horizontal beam profile. By recording 
the ORBUMP current as a function of time, I(t), and the 
response of the wire as a fiinction of time, a(t), we can re- 
construct the horizontal profile, a{x), as measured by the 
wire by using the known beam position as a function of 
current, x(I). The result of the calibration is a parameteri- 

2 5 

h 

uncalibratod v.idth 
calibrated width 

0 10        20        30        40 50        60        70        80 

turn number 

Figure 1: IPM horizontal beam width in the Booster (mm) 
as a function of time (in Booster turns -2.2 micro seconds), 
at injection. Both the calibrated (blue) and uncalibrated 
(red) widths are shown. Also shown (green curve) is a si- 
multaneous measurement of the beam current in the ma- 
chine, in units of lO^^protons/tum. 

zation of the true width as a function of the measured width 
and the charge injected in the machine. 

The importance of the calibration for the Booster IPM 
detector and the size of the beam self-field induced effects 
is demonstrated in Fig. 1, where both the calibrated and un- 
calibrated IPM beam profiles are shown, together with the 
beam cuirent, as a function of time. The effect is most dra- 
matic during the first eleven mms in the machine (injection 
time), since the beam current is changing. The change of 
the uncalibrated beam width clearly tracks the beam cur- 
rent change. The calibrated width shows a much smaller 
variation during the injection period. 

IPM transverse profile measurements 

We collected data with the IPM detector in three dif- 
ferent time periods and for different configurations of the 
Booster injection bump magnets (ORBUMP). The different 
data sets were collected on November and December 2002, 
and April and May of 2003. We took measurements for dif- 
ferent injected beam currents, for different timings of the 
injected beam with respect to the ORBUMP current pulse 

flattop, and for different shapes of the ORBUMP pulse (this 
change was implemented in 2003 to reduce heating prob- 
lems). For each setting we took at least ten different mea- 
surements of beam profiles and beam currents over the fiill 
machine cycle. The data were corrected using the IPM cal- 
ibration obtained with the procedure described in the pre- 
vious section. There is a correlation between beam losses 
and beam envelope perturbations early in the cycle and the 
ORBUMP timing [6]. In Fig. 2 the horizontal and vertical 
beam widths are shown as a function of time, together with 
the normalized beam current. The different curves corre- 
spond to different injection timings with respect to the OR- 
BUMP (averaging the corresponding data sets). All data 
sets were taken with 11 x 40 mA of beam injected in the 
Booster. Both the beam width perturbations and the losses 
move in time with the change of timing with the same off- 
set used in the trigger.  One of the data sets averaged in 
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Figure 2: Top: IPM horizontal and vertical beam widths 
(mm) versus time (turn number). Bottom: Normalized 
charge, to the maximum charge in the machine), versus 
time (mms). The time window is around the time that the 
ORBUMP turns off. 

Fig. 2 is shown in Fig. 3 compared to the Synergia predic- 
tion (run with an input emittance two times smaller than the 
nominal). The model describes the data well, except of the 
region of the beam perturbation due to the injection bump, 
which was not included in the model. To verify that the 
injection bump firinge field can cause such effects we in- 
cluded a very simple model of this field in our simulation. 
A comparison of the prediction of the model to the data is 
shown in Fig. 4. The model includes just a quadrapole term 
in the non bending view of the bump magnet, with strength 
which has the same time dependence as the current pulse 
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Figure 3: Comparison of horizontal beam width as a func- 
tion of time, measured with the IPM, to the prediction of 
Synergia. 

of the magnet. The model seems to reproduce the general 
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Figure 4: Synergia model, including the ORBUMP effect 
compared to horizontal and vertical beam widths as a func- 
tion of time. 

features of the data. 

Longitudinal profile measurements 

The purpose of these measurements were to obtain a 
data set under well defined conditions in order to check 
the model implementation. The data set was obtained with 
the Booster running DC (rf system off and no ramping of 
the magnet power supplies). This was done in order to 
simplify the running conditions and reduce the number of 
parameters in the comparisons. To further reduce compli- 
cations in the initial conditions, only a single turn worth 
of Linac beam was injected in the machine. The current 
of the Linac beam was controlled by detuning one of the 
Linac quadrupoles. Under these conditions, we took data 
with injected beam of 11, 20, and 42 mA, and recorded the 
evolution of the longitudinal beam profile using the RWM. 
Already, after ~ 5 tums in the machine, the beam distribu- 
tion in time is almost flat within the 200 MHz time slices 
(the injected beam has the structure of the 200 MHz Linac 
rf system). In Fig. 5 the RMS of the time distribution of 
the beam in a 200 MHz time slice is plotted versus the 
turn number. The data (points) are compared to the simula- 
tion (lines) for the different values of injected beam current. 

There is good qualitative agreement between data and sim- 
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Figure 5: Longitudinal phase space evolution. Beam dis- 
tribution RMS width in time as a function of turn number. 
The data from the RWM measurements (points with error 
bars) is compared to the model prediction from Synergia 
(lines). 

ulation. The model predicts very small effects due to the 
different beam currents, well within the uncertainty of the 
measurement. Both the data and simulation extracted RMS 
widths tend to a constant value, since they are calculated 
within a 200 MHz time slice. Note that in the simulation 
we only model one 200 MHz bunch with periodic boundary 
conditions. This is an accurate representation of the main 
body of the beam (see discussion in [3]). 
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END-TO-END SIMULATIONS OF A SUPERCONDUCTING DEUTERON 
CH-DTL FOR IFMIF* 

A. Sauer, H. Deitinghofif, H. Klein, H. Liebermann, H. Podlech, U. Ratzinger, R. Tiede 
J.W. Goethe-University, Frankfurt/Main 

Abstract 
The IFMIF project (Intemational Fusion Materials Ir- 

radiation Facility) requests two cw linacs operated in par- 
allel. Each of them is designed to provide a 5 MW 125 
mA deuteron beam at 40 MeV for the production of an 
intense neutron flux with an energy around 14 MeV. This 
paper presents an alternative linac design for this project. 
The acceleration is completely based on H-type cavities. 
The room temperature (rt) 4-Vane-RFQ and a short IH- 
DTL Qnterdigital-H-DTL) are followed by 4 supercon- 
ducting (sc) CH-DTL (Crossbar-H) cavities. The operat- 
ing frequency is 175 MHz, the designed section lengths 
are 13 m for the RFQ (Radio-Frequency-Quadrupole) (5 
MeV), 1 m for a compact MEBT (Middle Energy Beam 
Transport), 2 m for the IH-cavity (10 MeV) and 9 m for 
the sc CH-DTL (40 MeV). The structure parameters and 
end-to-end inultiparticle beam dynamics calculations with 
and without DTL errors of the whole linac will be pre- 
sented and the results will be discussed. 

1 INTRODUCTION 
Extended particle dynamics investigations of the refer- 

ence IFMIF DTL layout (Four-Vane-RFQ+Alvarez-DTL) 
showed a very robust beam behaviour for the Alvarez- 
type DTL. Even with the reduction of the input energy - 
to reduce the length of the RFQ - and the favourable 
lower input power per tank gave in all cases stable solu- 
tions, good emittance conservation, strong transverse and 
longitudinal focusing, no particle losses and sufficient 
large aperture factors even with including standard quad- 
rupole and rf errors and mismatched input beams [1]. This 
layout has an overall length of 46 m. The rf power con- 
sumption per linac is estimated around 7.5 MW. Techni- 
cal challenges in case of the Alvarez-DTL are the high 
thermic load per meter in combination with a quadrupole 
singlet channel where each magnet is housed in a drift 
tube on a slim stem. Beam dynamics studies for a corre- 
sponding rt IH-type DTL showed its capability for high 
intensity acceleration with good power efficiency. Inves- 
tigations on beam stability against matching, field and 
quadrupole errors showed however, that the IH-DTL is 
due to the KONUS-dynamics (Kombinierte - Nullgrad - 
Struktur) more sensitive to errors than the Alvarez [2,3]. 
Both rt structures showed in combination with a special 
compact MEBT no particle loss and smooth beam behav- 
iour, but the RFQ+Alvarez-DTL combination gave higher 
aperture factors and lower emittance growth [1]. 

Due to the mandatory cw operation mode of the IFMIF 
facility the combination of a short rt IH structure and a 

chain of sc CH resonators with inter tank focusing has 
also been made which in addition fulfills the requirements 
for a high current IFMIF DTL. The sc CH DTL part pro- 
vides very high rf and acceleration efficiency and due to 
its special cell geometry high mechanical robustness. The 
sc drift tube linac has a total length of « 11 m only, the 
cryostat length is « 8 m. The estimated total plug power 
(including all cryostat losses) per meter of this design 
study is a 1.5 kW/m (for comparison the rt linacs need « 
50 kW/m assuming 50 % amplifier efficiency), which 
demonstrates the high rf efficiency of the sc CH modules. 
In connection with large drift tube apertures the risk of 
particle losses in the sc part is reduced. Detailed simula- 
tions showed also a low sensitivity of the beam behaviour 
and beam quality against all combinations of statistic and 
mechanical errors, i.e. transverse quadrupole triplet dis- 
placement errors ± 0.1 mm and a rotation of ±1 °, rf phase 
errors ± 1 °, rf amplitude errors + 1 % and quadrupole 
gradient errors + 1 % [1]. 

2 THE FOUR-VANE-RFQ 
For all DTL studies the same reference design of an 

RFQ has been used to be comparable between all design 
versions for the IFMIF linac. Table 1 gives a summary of 
the RFQ structure and beam parameters. The main goal 
was a lowered Kilpatrik factor of 1.7 to reduce the spark- 
ing probability due to the required cw operation. Never- 
theless the transmission should be high as well as the 
beam quality at the RFQ output to allow good matching 
to the following DTL. In the design the recipe of equipar- 
titioning has been applied leading to a parameter set, 
which fulfills the IFMIF requirements [4]. 

Table 1: Structure parameters of a Four-Vane-RFQ for 
IFMIF. 

RFQ-Parametcrs                         Values 
A/q 2(Dn 
Rf-frequency f [MHz] 175 
In / Out energy W fMeV] 0.1/5.0 
Ptot fMWl 1.506 
Peak field E„eak [MV/ml 23.77 
Cells/length [m] 659/12.31 
In / Out current fmA] 140/132.7 
In/Outs'''""'trans fcmxmradl 0.020/0.023 
In / Out e^'^'long   fcmxmradl 0/0.043 

•Work supported by the EU, BMBF (number: 060F998) and GSI. 

In Fig 1. the matched output distribution of the RFQ at 
5 MeV calculated with PARMTEQM® (muhipole effects 
and image charges included) is plotted. The transmission 
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is about 95 % with good beam quality. The transverse rms 
emittance growth is less than 10 % and the beam is well 
confined with a few halo particles only. 

Pliose-spoce proiectkm! ot end of eel 681 

.i(i| 1 1—I 1    .Ml 1 1 1 1    a 

Fig. 1: Output distribution at 5.0 MeV of the Four-Vane- 
RFQ, calculated with 50000 macro particles. 

It should be mentioned, that the matching to the RFQ 
can be accomplished by a conventional partly space 
charge compensated magnetic LEBT (Low Energy Beam 
Transport) with low influence on transmission and beam 
quality. Therefore the output emittances of Fig. 1 have 
been taken for the beam dynamics simulations through 
the DTL, aiming for preliminary results for the beam be- 
haviour fi-om source to 40 MeV to ensure stable and loss 
free operation in the whole IFMIF accelerator facility. 

3 BEAM DYNAMICS DESIGN OF A SC 
CH-DTL 

The SC CH-version (design and structure parameters of 
table 2 and Fig. 2 made with LORASR©) turned out to be 
superior to the rt IH-design with respect to the following 
critical issues: a) no cooling problems in cw operation b) 
reduced linac length and less tanks, i.e. higher efficiency 
and lower structure periods c) larger drift tube diameters 
up to 8 cm. The beam behaviour is smooth, no losses 
along the linac occurred and a good safety margin could 
be reached in the sc linac against losses due to mismatch 
and standard DTL errors. Extended electromagnetic simu- 
lations have been performed with Microwave Studio® to 
optimize the parameters of the first and last superconduct- 
ing CH cavity for IFMIF. It was possible to further reduce 
the electric and magnetic peak fields to modest values 
which is important for reliable routine operation. Fig. 3 
gives a real 3D sketch of the optimized 175 MHz sc CH 
tanks 1 and 4 in the critical low energy part and at the 
high energy end of the DTL, calculated with Microwave 
Studio®. 

Input coupler 

5 MeV 

quadrupole triplets 

rt IH cavity 

yj tmmmMitmmmmMutmMmm> 

SC CH cavities 

40 MeV 

Length=10.80m 

Fig. 2: Scheme of a 175 MHz sc IH/CH-DTL. 

Table 2: Design parameter of a 175 MHz sc IH/CH-DTL 
for IFMIF + Cavity parameters of sc CH tank 1 and 4. 

Design parameters SC CH-DTL I nits 
A/q 2(Dn 
In-/out current 125.0/125.0 mA 
Frequency 175.0 MHz 
Number of tanks 5 (1NC+4SC) 
P.O. 4.44 MW 
w,/w„„, 5.0/40.1 MeV 
CeUs/Length 73 /10.8 m 

a«ofDT NC:1.5 
SC:2.4 - 4.0 cm 

In-/Outrmss",r.„« 0.035 / 0.091 cmxmrad 
In- / Out rms e°i„„„ 0.070 / 0.097 cmxmrad 
Cavity parameters CHI        CH4 L'nits 
Beta 0.1 0.2 
Frequency 175.00 175.00 MHz 
Eacc (=Eo) 5.00 4.3 MV/m 
Tank length 1.20 2.30 m 
Tank diameter 52.9 67.3 cm 
Gaps 12 12 
Eoeafc/Eacc 4.01 3.75 
Boeak/Eacc 7.73 8.46 mT/MV/m 

Fig.3: 3D view of the first and last 175 MHz sc CH- 
cavities (tank 1 and 4) calculated with Micro Wave Stu- 

dio®. 

4 END-TO-END SIMULATIONS 
As a last method for testing the global stability of the 

complete injector facility against particle losses integrated 
overall multiparticle simulation studies of the whole 25 m 
long sc linac (RFQ+MEBT+sc IH/CH-DTL) were per- 
formed with the programs PARMTEQ® and LORASR©. 
Fig. 4 plots the 100 % transverse beam envelopes along 
the whole linac in the nominal case without assuming 
mechanical and rf tolerances. Fig. 5 displays the phase 
space distribution in this case at the exit of the linac at 
40.1 MeV. The beam behaviour is smooth, no losses after 
the RFQ occurred, a good safety margin could be reached 
throughout the sc part of the H-DTL against losses. The 
output distribution is well confined with a quasi elliptic 
dense core. 
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Fig. 4:100 % transverse beam envelopes along the whole 
linac (RFQ+MEBT+H-DTL) in the nominal case. 

Fig. 5: Output distribution of the linac at 40.1 MeV in the 
nominal case, 2000 macro particles used. 

At least the overall simulations were repeated, but now 
with applied combined statistically distributed standard 
mechanical, rf and quadrupole triplet gradient errors for 
the MEET and the following H-DTL, i.e. transverse quad- 
rupole triplet displacement errors + 0.1 mm and a rotation 
of ±1 °, rf phase errors ± 1 °, rf amplitude errors + 1 % 
and quadrupole gradient errors ± 1 %. The Figs. 6 and 7 
show the results of the numerical multiparticle calcula- 
tions of the IFMIF linac for this case. The 100 % beam 
envelopes are still smooth. No further losses occur after 
the RFQ and the phase space at the exit of the H-DTL at 
40.1 MeV is still quasi elliptic and well confined. 

5 CONCLUSION 
The superconducting CH-structure in combination with 

the KONUS beam dynamics layout is well suited for the 
efficient acceleration of intense light ion beams. Extended 
beam dynamics simulations gave high transmission, also 
in case of statistically distributed mechanical, rf, quadru- 
pole gradient and matching errors due to a low number of 
rf and structure periods of the H-DTL with KONUS dy- 
namics. Also integrated overall simulations of the whole 
linac (RFQ+H-DTL) with and without mechanical and 
optical tolerances showed a smooth beam behaviour, 
moderate emittance growth and a non-chaotic beam be- 

haviour without particle loss. A downscaled 1:2 room 
temperature copper model has been built and tested in 
order to investigate basic rf properties, tuning methods 
and to validate the simulations. There was an excellent 
agreement between the simulations and the measurements 
[5]. The order for a 350 MHz superconducting prototype 
of bulk niobium has been placed already. The prototype 
will be tested in the new cryo lab at the ZAP Frankfurt 
which has been equipped with a cryostat, a magnetic 
shielding, dewars and a class 100 laminar flow box [6]. 

4 

3 

2 

1 

OH 

-t 

-2 

-3 

.4. 

WEBT*IHA:H-DTL 

10 15 

Total Isn^hlnj 

Fig. 6: 100 % transverse beam envelopes along the linac 
with combined errors for the MEET and H-DTL. 
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Fig. 7: Output distribution of the linac at 40.1 MeV with 
combined errors of the MEET and H-DTL, 2000 macro 

particles used. 

6 REFERENCES 
[1] A. Sauer, PhD. Thesis, JWG-Uni. Frankfiirt, March 

2003. 
[2] A. Sauer et al. "Investigation of a normal conducting 

175 MHz Linac design for IFMIF", EPAC 2002, Paris, 
France, June 2002. 

[3] U. Ratzinger, "Effiziente HF-Linacs fur leichte und 
schwere lonen", JWG-Univ. Frankfurt, July 1998. 

[4] R. A. Jameson, "Some Characteristics of the IFMIF 
RFQ KP1.7 Designs", Int.-Rep, Frankfurt, Germany, 
May 2000. 

[5] H. Podlech et al., this conference. 
[6] H. Liebermann et al., this conference. 

2944 



Proceedings of the 2003 Particle Accelerator Conference 

DEVELOPMENTS IN LINEAR AND NON-LINEAR DAONE LATTICE 

C. Milardi, G. Benedetti, M. E. Biagini, C. Biscari, M. Boscolo, S. Guiducci, M. Preger, 
P. Raimondi, C. Vaccarezza, M. Zobov, INFN-LNF, Frascati, Italy 

Abstract 
The agreement between the DA*NE model and the 

measured machine parameters (betas, dispersion etc) has 
further improved in the 2002 runs. A better dispersion 
function control has been obtained by modifying the 
closed orbit correction algorithm, which now includes 
corrector strength minimization. 

The model has been integrated in the accelerator 
control system, providing a faster and reliable tool for 
fine and on-line machine optics tuning. 

New measurements, such as the machine second order 
dispersion, have proved to be very effective in studying 
the second order terms in the rings. 

Measurements of second order chromaticity and tune 
shift on amplitude have extended our knowledge about 
the lattice up to the third order. 

INTRODUCTION 
DA$NE [1], the Frascati electron-positron collider 

working at the energy of the * resonance, has run in year 
2002 mainly for providing luminosity to the physics 
experiments. Nevertheless, 10% of its uptime has been 
used for machine optics studies aimed at improving the 
machine model understanding as well as the machine 
performances. 

DAONE has two Interaction Regions (IRs), each 
housing an experiment: KLOE studies CP violation in 
kaon decays and DEAR investigates exotic atoms. The 
two experiments cannot run at the same time and have 
different collision optics, due to the strong differences in 
their IRs magnetic structures and in their experimental 
setups. 

LINEAR MODEL 
As a matter of fact, the model of an operating 

accelerator evolves continuously. At DA4>NE during the 
past year the lattice model experienced a remarkable 
evolution due to a deeper understanding of the machine 
behaviour. 

The model is based on the MAD design program [2]. 
The machine element description has been completely 
reorganized in order to make file sharing and evolution 
easier. The agreement between measured and simulated 
Twiss parameters (betas, dispersion, tunes) has been 
improved. The same model describes now, using the same 
set of model parameters, the two collider rings. These 
parameters have been moved back to their nominal 
values, with the exception of those few, describing 
situations really different from the nominal one. It's worth 
recalling that DAONE is a very compact machine (97.98 
m long), with no periodicity at all, running with the 
KLOE    strong    detector    solenoid    always    on 

(fBds = 2.4 Tm, to be compared with a magnetic rigidity 
Bp = 1.7 Tm). As a consequence the model parameters 
are far from being independent. 

The description of the machine quadrupoles has been 
improved and their focusing strength related directly to 
the magnet power supply readout. The same has been 
done for the splitter magnets. 

Procedures have been written, using the MAD 
formalism, to easily change scalar quantities such as 
tunes, momentum compaction and energy at constant 
optical functions. The same has been done for optical 
variables such as betatron functions, horizontal and 
vertical dispersion and phase advances. Special care has 
been dedicated to the beta functions at the IPs to 
investigate their impact on luminosity and beam-beam 
behaviour and at the position of sextupoles to optimize 
their efficiency and therefore the dynamic aperture. All 
these procedures can start from any operating point of the 
ring, calculate the required variations, returning the 
results in terms of current changes to be set on the 
magnetic elements specified. 

The upgraded model has been ported on the Control 
System [3] and almost completely integrated in the 
Control System Software. A first version of model 
interface has been developed allowing comparison among 
different simulated optics and between simulated and 
measured optical functions, see Fig. 1. 

The on-line model has demonstrated to be a flexible 
tool not only in computing, but also in exploring 
efficiently different machine configurations, even during 
experiment data taking. 

DEAR Optics 
ONE of the most relevant modifications to the DA$NE 

optics concerns the DEAR IR [4]. 
The original design of the DEAR IR is based on 

quadrupole triplets (FDF) placed at both sides of the 
Interaction Point (IP) and providing a low vertical beta. In 
this configuration at the end of 2001, the optical functions 
at the IP were p\ = 4.4 m and p*y = .04 m. 

By switching off the inner focusing quadrupole and by 
retuning the other two (FD), it has been possible to reach 
P'j = 1.7 m and p*y = .038 m (see Fig. 1) thus reducing the 
DEAR IR contribution to the chromaticity. The optics of 
the two rings has been kept almost unchanged outside the 
DEAR IR, avoiding a time consuming optimization due to 
different phase advances between sextupoles, between 
injection kickers and different beta values at the feedback 
pick-ups. 

Last but not least, the new configuration has provided 
50% reduction of p, at the first parasitic crossing 
(occurring .405 m from the IP), making collisions with 
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100 bunches out of 120 buckets possible [5] (20 empty 
buckets are necessary to neutralize ion trapping effects). 

^3=3«=aCS -X- 

Figure 1: DEAR optics evolution presented by the 
Control System model interface. 

Before such modifications DAONE was operated with 
interleaved bunches (one full and one empty bucket), with 
a maximum number of 50 bunches in collision. Further 
modifications in the DEAR IR optics have included an 
increase of the crossing angle, (from 25 to 29 mrad), and 
10% reduction in the beam horizontal emittance. 

In a four months run the collider has provided an 
integrated luminosity Lpoo2 = 68 pb"'(to be compared with 
Lpooi = 3 pb"'), enough for the DEAR experiment to go 
through its preliminary phase with the observation of 
kaonic Nitrogen, and to to make the first experimental test 
of the hydrogen target. 

KLOE Optics 
The extension of the $^ reduction adopted for the 

DEAR optics to the KLOE one has not been 
straightforward since low-P at the KLOE IP is realized 
with a couple of permanent quadrupole triplets embedded 
in the field of the experimental solenoid, whose field is 
compensated by two superconducting solenoids, one at 
each side of the IP. In this context it is not possible to 
locally modify the IR optics. 

The KLOE horizontal beta has been modified by 
changing the currents of the quadrupoles closest to the IR, 
going, in successive steps, from P\= 5.7 m to p\= 2.7 m, 
the minimum compatible with the p^ limitation imposed, 
at the splitter magnets by stay-clear requirements. ^\ has 
been only slightly changed, from .03 to .026 m, the 
minimum value compatible with the hour-glass effect. 
The horizontal emittance has been reduced by 10% in 
both rings also for the KLOE optics. 

The reduction in p*, has been remarkable (~ 50%), but 
not enough to avoide parasitic crossing, in fact during 100 
bunches operations problems such as bunch pattern 
degradation, beam blow-up and peak luminosity 
limitation have been still observed. Nevertheless the 
modified KLOE optics has given a relevant contribution 
to the luminosity improvement summarized in Table 1. 
The peak luminosity has reached L^^^ = .8'10" cm"'s"'. 

the best integrated luminosity over a day L^ay = 4.8 pb'' 
and the luminosity lifetime TL = .6 hours. 

Table 1: DA$NE luminosity 

2001 2002 

KLOE Lpeak cm-^ s"' .510" .810"nb=49 

KLOELjdaypb-' 3.2 4.8     nb=49 

DEAR Lpeak cm'^s'' .110" .710''nb=100 

DEARLjdaypb"' .24 2.2     nb=100 

CLOSED ORBIT CORRECTION 
The closed orbit correction application has been 

upgraded and now includes explicitly a steering strength 
minimization procedure [6]. The steering strength 
minimization is beneficial in avoiding stray dispersion 
bumps as well as local orbit deviations due to the 
presence of couples of strong nearby perturbations; at 
DA*NE it has proved to be powerful in minimizing 
parasitic dispersion and as well as in limiting the 
background rate seen from the experimental detectors. 

NON LINEAR MODEL 
Non-linearities at DAONE have been observed and 

studied from the beginning of machine operation; they 
essentially come from higher order components in the 
field of the wigglers [7]. Their negative influence affects 
machine dynamic aperture and beam lifetime and 
therefore the integrated luminosity. Moreover, non- 
linearities influence beam-beam behaviour inducing beam 
blow-up, thus reducing the achievable peak luminosity. 

In 2002 three ocupole magnets have been installed in 
each ring in order to provide non-linearities tuning [8]. 

.0OC4       Oil02 O.0CC        0X1D4 

Figure 2: Tune shift versus energy for the DEAR optics. 

The non-linear model has been upgraded to include the 
new elements and sextupole terms detected during the 
wiggler magnetic measurements have been included in 
the wiggler model. 

The agreement between measured and computed 
chromaticity has been improved both at the first and 
second order, as shown in Fig. 2 for the DEAR optics and 
in Fig. 3 for the KLOE one. Still there is some 
discrepancy in the vertical plane, but it is small when 
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compared to the machine chromaticity without 
sextupoles. The tune shift on amplitude predicted from 
the model is very close to the measured one [9], see 
Table 2. 

Table 2: Strength of the cubic non-linearity 

C„ ""°^"'' m"' C„""°'"m-' 

Sextupole on -175. -187.5 

Sextupole off -73.11 -98.5 
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Figure 3: Tune shift versus energy for the KLOE optics 

The second order dispersion T)I, has been measured as 
orbit shift versus energy and it is quite similar, for the 
KLOE optics (see Fig. 4), to the one predicted by the 
model. 

Figure 4: T)IX (sextupole off). 

Even the computed sextupole contribution to TI^' agrees 
with the measured one (Fig. 5) confirming once more that 
the betatron functions predicted by the model at the 
sextupoles are the same as the real ones in the machine. 

Collider operation has shown that the reduction of T),^ is 
beneficial for dynamical aperture and beam-beam 
behaviour, since the best luminosity results have been 
obtained after cancelling, almost completely T],, in the 
KLOE IR (IP at 25.72 m), see Fig. 6. 

Figure 5:Sextupole contribution to rii. 

Figure 6: T)IX (sextupole on). 

CONCLUSIONS 
The linear and non-linear model has been extensively 

used to optimize DAONE optics, contributing to a gain of 
60% in the peak luminosity and 50% in the daily 
integrated luminosity, with respect to the year 2001. 

The improvements obtained in decreasing p\ at DEAR 
have suggested a new design in which the two IRs are 
rebuilt substituting quadrupole triplets with doublet ones. 
With this new configuration it will be possible to reach 
P*x as low as 1.5 m and collide with 100 bunches at both 
IPs, which could allow, assuming a current per bunch 
I b = 20 mA, a total current per beam I, = 2 A. 

In this context it seems quite reasonable to expect 
further luminosity increases. 
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JITTER CONTROL AND SCRAPING IN THE 12-VIEW AHF HEBT* 

Barbara Blind and Andrew J. Jason, LANL, Los Alamos, NM 87545, USA 

Abstract 
The HEBT of the proposed Advanced Hydrotest 

Facility (AHF) [1] is designed to deliver 50-GeV protons 
to an object from 12 directions, 15° apart. Individual 
beam bunches extracted from a synchrotron are split with 
11 sets of septa such that, nominally, the same number of 
particles arrives from each direction. Extraction-kicker 
jitter can be expected, and can result in beam-intensity 
fluctuations in the 12 lines to the object. The HEBT tune 
is chosen to minimize this effect, with interesting 
consequences for the beam-splitting process. Beam 
splitting in each set of septa is initiated by a wire septum, 
with some particles hitting the wires. Particle-tracking 
simulations predict that activation of beamline 
components due to these affected particles can be kept 
low with sets of scrapers. They also predict that the 
scraping scheme is not sensitive to beam-position jitter 
from extraction-kicker jitter, or to average-energy jitter. 
Details of the jitter study and the scraping study are 
discussed. 

OVERVIEW 
The jitter study assessed the problems caused by jitter, 

identified possible remedies, and provided a means for 
establishing tolerances. The scraping study assessed the 
feasibility and effectiveness of a scraping scheme. Both 
studies relied heavily on code developed at LANL. 

The HEBT layout is shown in Fig. 1. Each set of septa 
spUts the beam into two parts. Beam splitting is initiated 
by wire septa and each set of septa will be referred to by 
its wire septum (WS). Septum sets WSl and WS2 split 
the impinging beam in half. The vertically oriented 
septum sets WS3V send 2/3 of the impinging beam into 
the lower channel, where it is subsequently split in half by 
septum sets WS3H, and 1/3 into the upper channel. A 
septum set WSl or WS2 is referred to as a two-way 
splitter, while a unit composed of a septum set WS3V and 
a septum set WS3H is referred to as a three-way splitter. 

JITTER STUDY 
To minimize beam-intensity fluctuations in the 12 lines 

to the object, corrective measures must be taken. In the 
about 1748 m from the start of the extraction line to the 
entrance of the line-12 lens system [1] the particles 
encounter 126 dipoles and 182 quadrupoles, and beamline 
errors lessen the effectiveness of the corrective measures. 

Extraction-Kicker Jitter 
The synchrotron has two extraction kickers. Kicker 

jitter causes horizontal beam-position jitter in the HEBT, 

♦Work supported by the US Department of Energy under contract 
W7405-ENG-36 

which can change the splitting ratios (percentages of 
beam entering the two channels of a septum set) and thus 
the beam intensities in the 12 lines to the object. 
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Figure 1: Layout of 50-GeV AHF HEBT. 

All jitter is made up of correlated (same magnitude, 
same sign) and anti-correlated (same magnitude, opposite 
sign) deflection-angle errors in the two kickers. 
Correlated (anti-correlated) errors of 0.01 mrad per kicker 
move the beam centroid to the 0.298-rms (0.055-rms) 
ellipse of the nominal beam and can conceivably change 
the splitting ratio of WSl from 50/50 to 60/40 (52/48), 
and thus cause significant beam-intensity fluctuations. 

HEBT Tune 
There are two possible methods for dealing with kicker 

jitter, an active method and a passive method. 
The active method returns the beam to the axis with two 

additional kickers in the synchrotron or extraction line, so 
that there is no beam-position jitter due to kicker jitter in 
the HEBT. This is conceptually easy, but it may only be 
possible in case the kicker jitter is reproducible. 

The passive method employs a nominal HEBT tune 
where correlated kicker jitter does not cause position jitter 
at any of the horizontal wire septa, by setting Ri2=0 from 
the symmetry point of the kickers to WSl, from WSl to 
WS2, and from WS2 to WS3H. This passive method only 
protects against beam-intensity fluctuations due to 
correlated components of kicker jitter and causes the 
maximum possible fluctuations due to anti-correlated 
components, and the method is not fiiUy effective in the 
presence of beamline errors. Also, with constraints 
imposed on the transfer-matrix elements a larger number 
of independently adjusted quadrupoles is needed than 
without. 
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Beam-intensity fluctuations due to average-energy 
fluctuations are minimized by setting Ri6=R26=0 at WSl, 
WS2 and WS3H. This does not guard against fluctuations 
due to second-order chromatic aberrations. 

Description of Simulations 
The 47,825-particle input beam used had a momentum 

distribution with momentum deviations of up to ±0.175%. 
The transverse coordinates were Gaussian distributed, 
with 0.047 7t-cm-mrad V6-rms emittances. The beam was 
tracked from the synchrotron extraction region through 
line 12 (see Fig. 1), which provides information about the 
beam intensities in lines 10,11 and 12. 

Random sets of beamline errors were assumed. The 
(uniformly distributed) errors that do not cause beam 
steering were quadrupole rolls to ±0.2°, gradient errors in 
strings of quadrupoles to ±0.1% and gradient errors in 
individually powered quadrupoles to ±0.01%, as well as 
multipole errors (normal and skew sextupoles, octupoles, 
decapoles and duodecapoles) in quadrupoles to ±0.1% of 
the quadrupole field at 80% of the 1.0-inch or 1.5-inch 
aperture radius and in dipoles to ±0.01% of the dipole 
field at 80% of the 0.75-inch half gap. The (Gaussian 
distributed) errors that do cause beam steering were 
dipole-field errors of 0.1% (rms), dipole rolls of 1.0 mrad 
(rms), and quadrupole transverse misalignments of 
0.25 mm (rms). Steerers periodically returned the beam 
to the axis, and beam-position monitor readings had errors 
of 0.25 mm (rms). The code removed the particles not 
being sent to line 12. Each beamline with a set of errors 
was tuned so that, in the absence of jitter, 8.333% of the 
input beam arrived in each of lines 10,11, and 12. 

Jitter-Study Results 
The simulations showed that the beam-intensity 

fluctuations are roughly proportional to the amount of 
jitter. Without beamline errors, the fluctuations are only 
about ±1% per 0.01 mrad of correlated kicker jitter, but 
±10% per 0.01 mrad of anti-correlated kicker jitter. With 
beamline errors, the fluchiations can reach ±5% per 
0.01 mrad of correlated kicker jitter and again ±10% per 
0.01 mrad of anti-correlated kicker jitter. Without (with) 
beamline errors, the fluctuations are aroimd ±2% (±5%) 
per 10 MeV of energy jitter. 

The simulations showed that the beam-intensity 
fluctuations due to several types of jitter can roughly be 
added up. Kicker baseline shifts act like a turn-dependent 
combination of correlated and anti-correlated kicker jitter. 
Persistent 300-V baseline shifts in the 50-kV kickers act 
like 3.0% of anti-correlated kicker jitter and 0.8% of 
correlated kicker jitter and can lead to fluctuations of up 
to +30%. Short-term 300-V baseline shifts act like 4.1% 
of anti-correlated kicker jitter and 0.8% of correlated 
kicker jitter and can lead to fluctuations of up to ±34%. 

With all types of jitter, factor-of-two beam-intensity 
fluctuations are easily possible. Thus, an active method 
for dealing with kicker jitter is strongly recommended. 

SCRAPING STUDY 
To minimize the number of particles interacting with 

the wires of the wire septa, the beam is focused with large 
spot sizes transverse to the wires. Nevertheless, a fraction 
of the beam hits the wires of WSl, WS2, WS3V and 
WS3H. Scrapers are planned to, ideally, remove those of 
these affected particles that would otherwise be lost in 
downstream beamline elements, without removing any of 
the unaffected particles. 

Description of Simulations 
The beam was tracked from the upstt-eam end of WSl 

through each of the 12 lines to the respective lens-system 
entrance. Particles hitting the wires experienced multiple 
Coulomb scattering, and energy loss and straggling. 
Particles undergoing nuclear interactions were simply 
dropped from the beam. They should be easy to scrape, 
due to their large scattering angles. The scrapers were 
described as zero-length elements that cleanly remove all 
particles hitting them. Particles outside the magnet 
apertures were also simply removed. 

The scraping scheme was developed using a HEBT 
without beamline errors. To facilitate the effort, poor- 
quality wire septa that generate large numbers of affected 
particles were assumed. The 2,362 2-mil-wide 2-mil-deep 
wires of each 3-m-long wire septum were randomly 
misaligned by up to ±5 mil. 

First, effective scraper locations were established. 
Later, the minimum number of scrapers needed to avoid 
losses in downstream elements was determined. In the 
final configuration, there were four one-plane scrapers 
and four two-plane scrapers in each two-way splitter, and 
eight one-plane scrapers and ten two-plane scrapers in 
each three-way splitter. 

Some Peculiarities of Beam Splitting 
The first wire septum splits the beam in half. Affected 

particles lie at the edges of the two beam halves. Those 
particles that are given only small scattering angles will 
remain close to these edges. They are impossible to 
remove but do not cause activation. 

Because of the hme of the HEBT, chosen to minimize 
the effects of kicker jitter, the edges generated by 
upstream wire septa re-emerge at downstream wire septa. 
Fig. 2 shows the beam entering WS2 of lines 1 through 6. 
The particles are shown looking upstream. Unaffected 
particles are shown in gold, affected particles generated 
by WSl are shown in red. All affected particles from 
WSl will be routed towards lines 4 through 6. 

Fig. 3 (left) shows the beam entering the second scraper 
downstt-eam of WS2 of lines 1 through 6, a one-plane 
scraper. Affected particles generated by WS2 are shown 
in blue. This scraper removes particles that would 
otherwise hit the downstream deflectors of the two-way 
splitter. Fig. 3 (right) shows the beam entering the third 
scraper downstt-eam of WS2 of lines 1 through 3, a two- 
plane scraper. As predicted, there are no affected particles 
generated by WSl (red particles). 
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Figure 2: Beam entering WS2 of lines 1 through 6. 
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Figure 3: Beam entering a one-plane scraper downstream 
of WS2 of lines 1 through 6 (left) and a two-plane scraper 
downstream of WS2 of lines 1 through 3 (right). 

Fig. 4 shows the beam entering WS3H of lines 4 and 6 
(left) and the beam entering WS3H of lines 1 and 3 
(right). Affected particles generated by WS3V are shown 
in black. The two equivalent locations have very different 
beams. To cut the beams in half, they need to be cut along 
lines with different intensities and more particles of the 
beam shovra at left interact with the wires than of the 
beam shown at right. Thus, unequal numbers of particles 
must be sent into equivalent channels in order to achieve 
equal numbers of particles in all 12 lines. This effect 
should be less pronounced for good-quality wire septa 
than for the wire septa assumed for the study. As a further 
consequence of the HEBT tune, some equivalent scrapers 
have different apertures and some beamlines can be 
scraped more efficiently than others, with fewer affected 
particles surviving. 

X [cm] X [cm] 

Figure 4: Beam entering WS3H of lines 4 and 6 (left) and 
WS3H of lines 1 and 3 (right). 

Fig. 5 shows the beam entering the line-4 lens system. 
Affected particles generated by WS3H are shown in 
turquoise. The location, in phase space, of each set of 
affected particles indicates its origin at either a 
horizontally or a vertically oriented wire septum. 
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Figure 5: Beam entering line-4 lens system. 

Scraping-Study Results 

The simulations showed that the scraping scheme 
should perform acceptably well. Of the input-beam 
particles, some 20.3% became affected particles. Of 
these, only about 11.1% arrived at the lens systems, and 
many were near the unaffected beam. Only one 
unaffected particle hit a scraper. Two affected particles 
were lost in arc dipoles, but 90 of them unavoidably hit 
the septum material of the septa immediately downstream 
of the wire septa. As possibly unacceptable consequence 
of the three-way-splitter tune, 16 unaffected particles hit 
the septa immediately downstream of wire septa WS3H. 
Each particle represents some 5 pA of average beam 
current. 

PERFORMANCE OF HEBT WITH 
SCRAPERS AND JITTER 

The scraping-study simulations were repeated, with the 
input beam shifted to represent extraction-kicker jitter and 
average-energy jitter. It was found that the scraping 
scheme is not sensitive to such jitter. About the same 
fraction of the affected particles is removed by scrapers as 
without jitter. The number of affected particles hitting 
beamline elements and the number of unaffected particles 
removed by scrapers remain small. Unaffected-particle 
hits of the septa immediately downstream of wire septa 
WS3H increase and are observed at other such septa. The 
beam-intensity fluctuations agree with the results of the 
jitter study, for beamlines without errors. 
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THE USE OF ELECTRIC MULTIPOLE LENSES FOR BENDING AND 
FOCUSING POLAR MOLECULES, WITH APPLICATION TO THE DESIGN 

OF A ROTATIONAL-STATE SEPARATOR* 

Juris G. Kalnins, LBNL, Berkeley, CA 94720, USA 

Abstract 

The dipole interaction (Stark effect) of a polar molecule 
allows one to use an inhomogeneous electric field to bend 
and focus a neutral beam in a transport line. The 
dependence of the optics on the Stark potential energy is 
discussed and we describe the type of multipole-field 
lenses that are needed. The special features that differ 
from charged particle optics are discussed. The RMS 
envelope equations are used to design a rotational-state 
separator to be built at LBNL. Its performance is 
simulated using the non-linear trajectory equations (with 
off-energy molecules included) and we find good state 
selection. 

STARK POTENTIAL ENERGY 
The Hamiltonian for a non-relativistic neutral beam in 

an electric lens-field is H = 14 nioV^ + Ws(E), where Ws is 
the Stark potential energy which depends only on the 
magnitude E of the electric field and not its direction. If 
the derivative of the potential with respect to the field is 
negative dWs/dE < 0, then the neutral particle is strong- 
field-seeking. This includes neutral atoms and polar 
molecules in the ground state, as well as all rotational 
states in the limit of large fields. Excited rotational states 
for which dWs/dE > 0, are weak-field-seeking. 

Two simple forms of the Stark interaction energy are: 

(I) A constant dipole moment (Hd): Ws = - HaE       (1) 

(II) A constant polarizability (Op): Ws = - !4 ttpE^ (2) 

Neutral  atoms  are  strong-field-seeking,  with  induced 
dipole moments and a quadratic field dependence. 

The Stark energy for polar molecules is not as simple - 
for methyl flouride, an analytic approximation for the 
ground state gives [1] 

Ws = - Wc(E/Ec)'/[l + (E/Ec)] (3) 

where Wc = 4.3 K and Ec = 11 MV/m. This molecule is 
strong-field-seeking, and the Stark energy starts fl-om a 
quadratic (type-II) dependence at low fields, to a linear 
one (type-I) at high fields. 

We do not have this variability in the interaction energy 
for charged particles, for which the interaction energy is 
the same Ws = qo3>, and the charge state qo is constant. 
♦Supported by the Director, Office of Science of the U.S. Department 
of Energy, under Contract No. DE-AC03-76SF00098. 

ELECTROSTATIC LENS FIELD 
A charged particle we can deflect with a dipole field 

and focus with a quadrupole field. 
For a neutral beam, we need a quadrupole field to bend 

it and a sextupole field to focus it, in combination with a 
dipole field to provide a non-zero field on axis [2]. There 
is an exception for weak-field-seeking molecules, where a 
pure sextupole field will focus the beam linearly in both 
transverse planes. A disadvantage is that the field is zero 
at the beam center and molecules can drop out of their 
excited rotational state. 

Choosing skew multipoles for greater horizontal 
clearance, the lens potential, to order (r^), is: 

- <D = Ej,„(z)[y + (a2/r„)xy + (a3/ro^)(xV - 1/3^) 

- l/6(cT2/r„p<,)y'] - i/6E"yo(z)y' (4) 

where Ey„ is the vertical dipole field on midplane and 
E'yo = dEyo/dz, etc. The quadrupole field polarity is given 
by G2 = ±1, and the sextupole field strength is as. The 
curvature of the electrodes is specified by ro the lens-field 
scaling length. This length r„ also determines the range of 
the non-linear fields which arise fi-om the coupling 
between the multipole fields [1]. For example, in a 
simulation of a long 60°-FODO transport line [1], the 
dynamic aperture was found to be about 40% of the 
scaling length ro. The curvature Po of the optic axis in a 
sector bend-lens with local coordinates, x = r - po, y = - Z 
and z = po0, contributes the Po-term to the potential. The 
lens end fields contribute the E"yo-term to the potential, 
and affect only the vertical motion. 

The total electric field in the lens to order (r^) is 

E' = Ej,„'{l + 2(a2/ro)x + [(02' + 2a3)/r„2]x' 

+ [(02'- 2a3 - a2ro/po)/r„']y'} + [E'y„' - EyoE'Voly" (5) 

and contains all the terms needed for linear optics. For 
calculating non-linear trajectories, the field to order (r"*) 
was used. 

LINEAR OPTICS 
From the Stark potential energy and the total lens field, 

we can now obtain the equations of motion for neutral 
particle linear optics. 

Trajectory Equations 
These, with dispersion included, have the usual form 
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x" + K,x + 5</p„=0 y" + Kyy = 0       (6) 

where the lens focusing strengths are 

K.X — ax Ko Kj, =ayKo-UokyE       (7) 

and kyE is the contribution from the end field. Table 1 
gives the bend and focusing parameters for the two types 
of Stark potential considered here. 

Table 1: Lens parameters for field EQ (02^= 1). 

Type (I) Linear (II) Quadratic 

Wo -UdEo -'AttpEo' 

1/Po a2Uo/2ro cr2Uo/ro 

Ko Uo/ro^ = 2/CT2r„p„ Uo/r„^ = l/cT2r„po 

ax + a3+G2(ro/2p„) + 2a3+CT2^ + CT2(ro/p„) 

h -a3 +02^/2+ CT2(ro/2p„) -2a3 + a2^-a2(ro/po) 
kyE [E'yo — Ey„E"yo]/2EoEyo [E'yo     -Ey„E"y„]/E0 

The bend radius and the focusing strengths are 
proportional to the energy ratio UQ = WQ/TE, where WQ is 
the Stark energy and TE = V2 rtioWu is the kinetic energy. If 
the lens field is static then the Hamiltonian is conserved 
and the kinetic energy inside is TE = TQ - Ws(Eo). Strong- 
field-seeking molecules gain energy upon entering a field 
while weak-field-seeking ones lose it (this is reversed on 
leaving). This effect with pulsed fields is used to 
decelerate [3] and bunch neutral beams. The inverse 
energy ratio |Uo"'| can also be taken as a measure of the 
rigidity of a neutral beam, and the dispersion term in 
Eq.(6) is given in terms the deviation 5o = 5Uo/Uo. 

In the bend lenses the total dimensionless multipole 
field strengths (ax, ay), plotted in Fig.l, are controlled by 
the sextupole component as - equivalent to the field-index 
in a gradient bend magnet. If ax > 0, a strong-field-seeking 
molecule (Uo < 0) is defocused in the x-plane, while a 
weak-field-seeking will be focused. 

ay(type-l) ay(type-ll) a,(type-ll)        ax(type-l 
2 r 

sextupole strength 83 

Figure 1: Total multipole strengths ax and ay. 

We see that for SL^ = 'A (type-I), or 0 (type-II), a bend 
lens has equal defocusing for strong-field-seeking 
molecules, but equal focusing for weak-field-seeking 
ones. This can be used to make the size of a synchrotron 
ring much smaller for a weak-field-seeking molecule [4]. 

The vertical focusing by the end field is significant, 
since the field goes to zero over a short distance. A 
complication is that the end fields are affected by the 
location and potential of neighboring electrodes. For 
example, by using a short lens spacing and equal fields, 
we can make the end-field focusing negligible between 
the two lenses. 

As a model for the lens end field next to a drift space, 
we can use the field of two parallel plates with half-gap rp. 
The axial field Eyo with its derivatives, and the resulting 
vertical focusing field kye (type-I), are plotted in Fig.2. 

-0.5 

-1 0 12 3 
distance from end of plate z/rp 

Figure 2: Parallel plate end fields (normalized to 1). 

The first term E'yo^ is the dominant one and is always 
positive, so both ends act the same, with focusing for 
weak-field-seeking and defocusing for strong-field- 
seeking molecules. In general kye can have a number of 
focusing regions of different sign, such as the negative tail 
in Fig.2. 

Since the lens field scales with the half-gap rp, we can 
approximate the end-field focusing by a constant strength 
kye » ayeV over an effective length Ly^ « VP- The 
parameters aye and Xy^ will depend on the electrode shape, 
and for the separator electrodes with curved ends (radius 
'/2 rp) we estimate aye = 0.175 and ^e = 1 • 

RMS Envelope Equations 

A beam can be characterized by the second moments of 
the distribution function 

^x = Ex Px - CTxx- = Ex ax        ax-^ = Ex Yx 
CTy     =£yPy *   yy'       y   y = EyYy (8) 

which we can express in terms of the associated envelope 
functions (P, a, y), and the invariant RMS emittances 

Ex  =(ax'crx.^-Oxx'')"'    Ey =(ayV-cryy')"'   (9) 

with the envelope functions related by 

yxPx-ax^=l        yyPy_a/=l (10) 

This gives us the RMS envelope equations,  F.  J. 
Sacherer [5], in a form independent of the emittance, 

Px'+2ax=0 Py' + 2ay=0 
ax'+yx-Kx(z)Px = 0 ay'+yy-Ky(z)Py = 0 
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y/ - 2Kx(z)ax = 0 y/ - 2Ky(z)ay =0        (11) 

which apply to all phase-space particle distributions. 

BERKELEY MOLECULAR SEPARATOR 
The Berkeley molecular separator (BMS) consists of a 

jet source followed by a triplet of focusing lenses QIF- 
Q2D-Q3F, that transport the beam to a focusing doublet 
Q4D-Q5F and a horizontal-bend lens BHl. The design 
optics with the acceptance beam sizes (a^, cjy) and the 
horizontal dispersion TJ^, is shown in Fig.3. 

Figure 3: Berkeley Molecular Separator (BMS). 

Table 2, lists the BMS separator elements, together with 
their focusing parameters. The lens fields given are for the 
ground state of the 196.5 K (310 m/s) methyl flouride 
beam that will be used to test the separator. 

Table 2: BMS separator parameters 

Leff 
cm 

Eo 
MV/m 

Ko 
m-^ 

as To 

mm mm 
Drift 19.80 
End 0.40 17.9 
QIF 34.05 2.51 7.26 -1 15 4 
Q2D 49.80 2.51 7.24 +1 15 4 
03F 34.05 2.51 7.26 -1 15 4 
End 0.40 17.9 
Drift 49.60 
End 0.40  - 17.5 
Q4D 38.25 2.48 7.10 +1 15 4 
Q5F 40.00 2.74 8.45 -1 15 3.5 
BHl 78.74 3.00 7.96 0.5 16.74 3 
End 0.30 43.1 

The horizontal bend-lens BHl deflects the beam 3°, 
with a bend radius of 15 m and a sextupole field a3 = 0.5, 
so vertically it's a drift space (Fig.l). There are cleanup 
coUimators just upstream of the triplet and doublet lenses 
and a final one 16 cm dovrastream of BHl. 

The lens apertures and non-linear forces, limit us to 
beam acceptances of about 3.5 mm-mr in both planes. The 
initial jet-source aperture radius is 1 mm, so the angular 
acceptance is ± 3.5 mr. The kinetic energy acceptance, 
from the simulations, is about 2 % RMS. 

At the last coUimators (z = 3.6 m), the horizontal mono- 
energetic beam size is 1.3 mm and the dispersion is 0.373 

mm/%. This should allow us to separate rotational states 
that differ in rigidity by 10 to 20%. The lens fields for 
CH3F are low enough that we can scan over rotational 
states three times as rigid. 

The BMS separator performance was simulated using 
the nonlinear trajectory equations with beam energy 
spread included. Fig.4 shows the transverse particle 
distribution just after the last coUimators (z = 3.6 m), for 
three rotational states with rigidity 5o = 0, ±10 %, and an 
initial 2 % RMS energy spread. Here, Fig.4(a) is the 
distribution for no coUimators, and Fig.4(b) with them - 
resulting in a well separated beam. 

'     *   '           '    *- without collimatic 
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Figure 4: Separation of rotation states with 5o = -10% 
(circles), 0 (squares), +10 % (diamonds). 

CONCLUSIONS 
Neutral beam optics is significantly affected by the 

sign and the electric field dependence of the Stark 
potential. Electric multipole lenses can be used to bend 
and focus beams of neutral atoms or polar molecules, but 
they have inherent non-linear fields that limit the 
acceptances. Optics for strong-field-seeking molecules is 
made more difficult by the defocusing in the end fields 
and from the quadrupole component in the bend field. 
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SPACE-CHARGE DRIVEN EMITTANCE GROWTH IN A 3D 
MISMATCHED ANISOTROPIC BEAM 

J. Qiang*, R. D. Ryne, LBNL, Berkeley, CA 94720, USA 
I. Hofmann, GSI Darmstadt, Planckstrasse 1, 64291 Darmstadt, Germany 

Abstract 

In this paper we present a 3D simulation study of the 
emittance growth in a mismatched anisotropic beam. The 
equipartitioning driven by a 4th order space-charge reso- 
nance can be significantly modified by the presenc of mis- 
match Oscillation and halo formation. This causes emit- 
tance growth in both the longitudinal and transverse direc- 
tions which could drive the beam even further away from 
equipartition. The averaged emittance growth per degree 
of freedom follows the upper bound of the 2D free energy 
limit plus the contributions from eqipartitioning. 

INTRODUCTION 

Emittance growth is one of the most fundamental issues 
in accelerator beam dynamics studies. In a constant focus- 
ing channel (smooth approximation of the real machine), 
the energy anisotropy of the beam is defined as the ra- 
tio of the longitudinal temperature to transverse tempera- 
ture, ^ = 1^, where z is correlated to the longimdi- 
nal direction and x is the transverse direction. For a col- 
lisionless anisotropic beam in the accelerator, the nonlin- 
ear space-charge forces coupling the longitudinal and trans- 
verse directions cause emittance exchange among different 
degrees of freedom when the intemal resonance conditions 
are satisfied. This will be further enhanced by the collective 
space-charge instability which can grow out of the noise in 
an anisotropic beam. In this case, the emittance grows in 
a plane that receives energy, and decreases in a plane that 
loses energy. A major fourth order difference resonance 
band in the vicinity of the symmetric focusing has been 
identified and studied [1, 2, 3, 4]. It was found that within 
this fourth order resonance band, the anisotropic beam will 
approach to equipartition within a few betatron oscillation 
periods. Outside the stopband of the coupling resonance, 
the emittance exchange is small. An initial anisotropic 
beam can remain anisotropic for a long time without pro- 
gressing to an equipartitioned beam. 

On the other hand, in accelerators, the change of focus- 
ing lattice can cause the mismatch between the input beam 
and the transport system. The mismatch will result in the 
oscillation of beam envelope and excite the envelope eigen- 
modes. These envelope modes possess additional free en- 
ergy compared with the stationary distribution. Individual 
particles with right oscillation frequency can resonate with 
these envelope modes through the so-called parametric res- 
onance, e.g. 2 : 1 resonance, and attain large amplitude to 
form halo [5, 6]. These halo particles extract the energy 
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from the envelope modes and convert the free energy from 
mismatch into thermal energy, which causes beam emit- 
tance growth. 

In recent years, studies have been focused on the un- 
derstanding of the emittance exchange of an rms matched 
beam with initial energy anisotropy [2, 3, 4, 7, 8] or the 
mismatched halo formation without the presence of energy 
anisotropy [9]. For a mismatched anisotropic beam, the fi- 
nal rms emittance growth is more complicated depending 
on the longitudinal to transverse tune ratio and the longi- 
tudinal to transverse emittance ratio of the beam. In this 
paper, we have carried out a detailed parameter study of 
the final emittance growth in a constant focusing channel 
as a function of longitudinal to transverse tune ratio for 
two longitudinal to transverse emittance ratios. The sim- 
ulations have been done using the 3D particle-in-cell code 
IMPACT [10]. In the simulations, which include a self- 
consistent space-charge calculation, we used one million 
particles on a 64 x 64 x 64 Cartesian grid. We have as- 
sumed that in the 3D simulation the initial distribution in 
y is identical to that in x. The numerical convergence of 
the simulation has been checked using a larger number of 
macroparticles, more grid points, and a smaller step size. 

SPACE-CHARGE DRIVEN EMITTANCE 
GROWTH 

We first discuss the emittance growth without the pres- 
ence of the major fourth order coupling resonance in a mis- 
matched beam. In this case, we have chosen e^/e^ = 1, 
kx/kox = 0.6 and a symmetric mismatch factor of 1.3 in 
all three directions. The emittance exchange around the 
fourth order difference resonance 2kz -2kx fnO is negli- 
gible since there is no free energy available to transfer for 
a beam with equipartitioned temperature ratio T^/T^ = 1. 
Fig. 1 shows the final relative rms emittance growth as a 
function of k^/kx for fixed transverse tune depression. The 
simulations were done through 100 zero current betatron 
oscillation periods to reach saturated amplitudes. The ini- 
tial distribution is a 6D Gaussian distribution. For 0.56 < 
kz/kx < 1, the relative emittance growth in the transverse 
direction is larger than that in the longitudinal direction. 
Above kz/kx = 1, the emittance growth in the longitudinal 
direction becomes dominant. In both cases, the emittance 
growth is predominately in the direction with stronger fo- 
cusing. Such anisotropic emittance growth could make the 
beam move further away from equipartition. It has been 
shown by Franchetti et. al. that around k^/kx = 1, with 
stronger focusing in that plane, the fixed point in that plane 
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Figure 1: Final relative rms emittance growth in the 
longitudinal direction, transverse direction, and averaged 
per degree of freedom as a function of tune ratio k^/kx 
(kx/kxo = 0.6, €z/ex = 1) for an initial mismatched 
(M = 1.3) Gaussian distribution. 
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Figure 2: Final relative rms emittance growth in the 
longitudinal direction, transverse direction, and averaged 
per degree of freedom as a function of tune ratio k^/k^ 
(kx/kxo = 0.6, €z/ex = 2) for an initial matched Gaussian 
distribution. 

for the typical 2 : 1 parametric resonance moves closer to 
the core [9]. This results in more particles being involved 
in the parametric resonance in that plane and larger emit- 
tance growth. Additional final emittance growth in the lon- 
gitudinal direction is observed for 0.2 < k^/kx < 0.56. 
The large final longitudinal emittance growth is associated 
with the contributions from the halo formations and from 
the equipartitioning driven by the higher order modes. 

Next, we are going to discuss the emittance growth of 
an anisotropic beam with the presence of the major fourth 
order coupling resonance. Within the resonance band of 
2kz — 2kx « 0, there will be pronounced emittance ex- 
change between the transverse direction and the longitudi- 
nal direction even though the beam is initially rms matched. 
Fig. 2 shows the final relative emittance growth as a func- 
tion of the longitudinal to transverse tune ratio for an ini- 
tial rms matched Gaussian beam with kx/kxo = 0.6 and 
Cz/cx = 2. Within the resonance band 2kz - 2kx « 0, 
the maximum longitudinal emittance decreases by about 
26%, while the maximum transverse emittance increases 

1.2 1.4 1.6 

Figure 3: Final relative rms emittance growth in the 
longitudinal direction, transverse direction, and averaged 
per degree of freedom as a function of tune ratio k^/kx 
(.kx/kxo = 0.6, e^/ex = 2, and M = 1.3) for an initial 
Gaussian distribution. 

by about 34%. The energy anisotropy T^/Tx has dropped 
from initial 2.3 to 1.1 at the peak of resonance. 

With the presence of initial mismatch in above 
anisotropic beam, the final emittance growth within the 
fourth order resonance band 2fcz - 2kx ^ 0 for the rms 
matched beam is significantly modified. The mismatch 
causes the envelope oscillations and halo formation in both 
transverse and longitudinal directions. As a result, the 
emittances grow in both directions even with the pres- 
ence of initial emittance exchange. This process pushes 
the final state of the mismatched anisotropic beam away 
from equipartition. Fig. 3 shows the final relative emit- 
tance growth as a function of k^/kx for an initial Gaussian 
distribution with a fixed kx/kxo = 0.6, e^/sx = 2, and 
an initial 1.3 mismatch in all three directions. The mis- 
matched anisotropic beam shows both equipartitioning and 
anisotropic emittance growth. Comparing with the case of 
emittance growth around 2/:^ - 2fca; « 0 (0.6 < fez/fc^ < 
1.4) for a mismatched beam with €z/ex = 1, there exists a 
regime of equipartitioning (0.97 < k^/kx < 1.24) for the 
mismatched beam with e^/ex = 2. Comparing with the 
matched anisotropic beam with e^/ex = 2, the peak of the 
resonant emittance exchange occurs at the same tune ra- 
tio. However, the range of tune ratio for the final emittance 
exchange has been reduced from 0.8 < k^/kx < 1.45 to 
0.97 < k^/kx < 1.24. Within this range, the fourth or- 
der resonance driven equipartitioning is stronger than the 
halo driven emittance growth. There is a net final emittance 
exchange between longitudinal direction and transverse di- 
rection. Outside this range, the opposite is true. The emit- 
tance growth from the mismatched halo overcomes the ini- 
tial equipartitioning process. The final state of the beam 
can be driven further away from equipartition. 

Even though the emittance growth along the transverse 
and longitudinal direction shows strong dependence on the 
longitudinal to transverse tune ratio, the averaged rms emit- 
tance growth per degree of freedom, is found to be rela- 
tively insensitive to the ratio of the tune within the range 
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Figure 4: Relative averaged rms emittance growth with 
Cz/ci = 1, ez/cx = 2, and compared -with free energy the- 
ory, as a function of mismatch factor for Gaussian beams 
fe/fcxo = 0.6, ho/kxo = 1.0). 

0.6 < k^/kx < 1.4 as shown m Figs. 1-3. This makes 
it feasible to estimate the average emittance growth and 
to compare with the "free energy" limit derived by Reiser 
for symmetrically focused beam [11]. The latter is a "2D" 
approximation understood as the maximum possible rms 
emittance growth, if all of the energy added to an axially 
symmetric beam by radial mismatch is "decohered" and 
a new matched uniform beam is obtained - regardless of 
the actual driving mechanism. Fig. 4 shows the averaged 
rms emittance as a function of mismatch factor for an ini- 
tial Gaussian beam with fc^o/^xo = 1, Cz/cx = 1 and 
2 together with the emittance growth calculated from the 
free energy model. The emittance growth using the 2D 
free energy model includes the contributions from the ini- 
tial charge redistribution of the Gaussian beam and from 
the initial envelope mismatch. For e^/cx = 1, the aver- 
aged emittance growth per degree of freedom from simu- 
lation rises slower than that from the free energy model as 
the mismatch factor increases. For e^/ex = 2, the aver- 
aged emittance growth from simulation is larger than that 
from the free energy model for mismatch factor less than 
1.15. This extra-emittance growth is due to contributions 
from equipartitioning. For mismatch factor greater than 
1.15, the emittance growth calculated from the free energy 
model quickly takes over. The general function depen- 
dence of the averaged emittance growth on the mismatch 
factor for e^/e^ = 2 and e^/ex = 1 is similar except an 
upshift for the e^^/e^ = 2 case due to the equipartition- 
ing within the coupling resonance. The smaller averaged 
emittance growth from simulations is due to the fact that 
there is an incomplete transfer of free energy of envelope 
oscillation to the emittance growth. The free energy model 
tends to overestimate the emittance growth since it does not 
take into account the field energy associated with nonuni- 
form density in the final stationary distribution. Including 
the contributions from the energy anisotiropy, the 2D free 
energy model represents an upper boxmd for the averaged 
emittance growth per degree of freedom in a mismatched 

anisotropic beam. 

CONCLUSIONS 
In summary, the final equipartitioning state of an 

anisoti-opic beam within the fourth order coupUng reso- 
nance has been significanfly modified with the presence of 
the rms mismatch. The anisotropic beam within the reso- 
nance band can be pushed further away from the equiparti- 
tion by the mismatch halo induced emittance growth. For a 
mismatched anisotropic beam, the emittance growfli shows 
a superposition of the contribution from the equipartition- 
ing and from the mismatched halo formation. Even though 
the emittance growth along the transverse and longitudinal 
directions shows strong dependence on the longitudinal to 
tiransverse tune ratio. The averaged rms emittance growth 
per degree of freedom is relatively insensitive to the tune 
ratio and follows the bound of free energy model plus the 
equipartitioning contributions. 
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PULSE COMPRESSION VIA VELOCITY BUNCfflNG WITH THE LLNL 
THOMSON X-RAY SOURCE PHOTOINJECTOR 

S.G. Anderson*, W.J. Brown, A.M. Tremaine, LLNL, Livermore, CA 94550, USA 
P. Musumeci, J.B. Rosenzweig, UCLA, Los Angeles, CA 90095, USA 

Abstract 

We report the compression of a high brightness, relativis- 
tic electron beam to rms lengths below 300 femtoseconds 
using the velocity compression technique in the LLNL 
Thomson X-ray source photoinjector. The resuhs are con- 
sistent with analytical and computational models of this 
process. The emittance evolution of the beam during com- 
pression is investigated in simulation and found to be con- 
trollable with solenoid focusing. 

INTRODUCTION 

Fourth generation light sources [1] and future high en- 
ergy physics accelerators [2] will require beams with both 
very low emittance, and sub-picosecond rms lengths. The 
need for high brightness motivates the use of radio fre- 
quency (rf) photoinjectors, the highest brightness electron 
sources. However, the brightness of these sources results 
in space-charge forces which are large enough to domi- 
nate the transverse beam dynamics. The method of main- 
taining the low emittance of photoinjector beams, termed 
emittance compensation [3, 4], balances the defocusing 
space-cha:;ge forces with extemal focusing and accelerat- 
ing forces. This process defines the optimal dimensions 
of the beam and typically limits the minimum rms bunch 
length to a few picoseconds. 

This Hmit coupled with the needs of advanced beam 
appUcations has produced much interest in the topic of 
pulse compression of high brightness beams. Specifically, 
magnetic compression schemes [5], in which a longitudi- 
nal position/momentum correlation is created by running 
off-crest in an rf accelerator and then removed by path- 
length/momentum correlation in a magnet system, have 
been studied extensively [6, 7]. These studies have re- 
vealed distortions, and corresponding emittance growth, in 
both the longitudinal and transverse phase space arising 
from magnetic compression. At moderate to high energy 
(> 40 MeV) coherent synchrotron radiation (CSR) is the 
most significant source of enaittance growth [7], while at 
lower energies space-charge forces can play an important 
role [8]. 

To avoid the effects of magnetic compression on the 
transverse beam quality, a new rectilinear compression 
technique, termed velocity bunching, has been proposed 
[9], and recently studied experimentally [10, 11]. In this 
paper we review the velocity bunching mechanism and 
present data produced by its implementation at the LLNL 
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Thomson X-ray source photoinjector [12]. In addition, we 
examine the beam dynamics in the compression process 
with PARMELA simulations and find the emittance behavior 
consistent with that predicted by emittance compensation 
theory. 

VELOCITY BUNCfflNG 

For compression with velocity bunching, the required 
time of flight difference between the beam head and tail, 
Ai/i = AL/L - d^v/v, is provided solely by the veloc- 
ity difference, /^v/v, imparted by the time dependent rf 
fields in the accelerating structure. This method, therefore, 
is more easily applied at lower energies, since A?;/z) = 
^ (Ap/p), and the imparted momentum spread required 
for compression is lower, and may be more easily reduced 
by acceleration. 

To understand the basic mechanism of velocity compres- 
sion, consider the interaction of an electron with the sinu- 
soidal, accelerating rf wave given by E^ = EQ sin (*), 
where ^ = cut — kz + cpo is the particle phase with respect 
to the wave, and EQ is the peak accelerating electric field of 
the wave. With a field of this form, the particle equations 
of motion are given (as in Ref [11]) by 

d'y 

dz 

d^ 

dz 

ak sin $ 

=   k 
VT^^ 

(1) 

(2) 

where a = eEo/rrieC^k is the dimensionless vector poten- 
tial amplitude of the wave. These equations can be used 
to plot electron trajectories in (^, 7) phase space, as il- 
lustrated in Fig. lb. In this space particles follow Knes of 
constant Hamiltonian and, as the figure illustrates, a beam 
injected near the rf zero crossing (^ = 0) will initially 
slip back in phase as a strong ^-7 correlation is produced. 
As the beam slips in phase, it samples a stronger electric 
field and accelerates as the phase space correlation begins 
to bunch the beam. At the end of this process the beam 
has slipped into a strongly accelerating phase and the phase 
space orientation of the beam has rotated by 90° from that 
of the injected beam. 

EXPERIMENTAL MEASUREMENTS 

The LLNL Thomson X-ray source photoinjector and 
linac consists of a BNL/SLAC/UCLA/LLNL L625 cell 
photo-cathode rf gun [13] followed by four SLAC style 2.5 
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Figure 1: Phase space particle trajectories illustrate the velocity compression mechanism. 
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Figure 2: Simulation of the (a) pulse length, and (b) energy 
spread in the compression experiment. 

meter, S-band traveling wave sections. The linac is capa- 
ble of producing 100 MeV electrons, and is typically run 
in an energy range of 20-70 MeV for Thomson scattering 
X-ray production [14]; The gun and each of the accelerator 
sections are independently powered and phased, allowing 
us to study velocity compression. The beam charge for this 
study was 250 pC, again the typical amount produced in 
X-ray production experiments. 

A simulation of longitudinal beam dynamics is shown in 
Fig. 2. Here the initial phase space configuration is taken 
from a PARMELA simulation of the rf gun and injected into 
the first linac section at a phase of -17° (107° ahead of 
crest). The next two sections are phased in this simula- 
tion for on-crest acceleration of the beam up to a final en- 
ergy of 50 MeV. As the figure shows, the bunch length 
decreases in the first accelerator section reaching a mini- 
mum rms value of 160 femtoseconds. Simultaneously, the 
energy spread increases to a peak rms value of ~4%. As 
the beam begins to accelerate at the end of the first section 
and in the following sections the relative energy spread de- 
creases to a final value of 0.5%. Note also that these simu- 
lations predict a final energy of 57 MeV and energy spread 
of 0.2% when the beam is injected into the first accelerator 
section at 70°, consistent with experimental measurements 
performed with a spectrometer magnet. 

The bunch length diagnostic we employed is a polarizing 

Michelson interferometer which analyzes coherent transi- 
tion radiation (CTR) emitted from the electron beam's im- 
pact on a metal foil [15]. The device uses 100 /im spaced 
wire grids to polarize the coherent THz radiation, which 
limits the highest frequencies that can be measured and 
therefore, limits the shortest measurable pulses to ~300 
femtoseconds, rms. 

The first traveling wave section was phased as indicated 
above to perform the velocity bunching measurement. The 
phase was adjusted to maximize the CTR detector signal 
at the end of the linac and thus, minimize the pulse length, 
since the radiated energy, ECTR a Q^/at [16]. The in- 
terferometer was then used to obtain the autocorrelation of 
the electron pulse, shown in Fig 3. Analysis of the inter- 
ferometer data is complicated somewhat by the fact that 
longer wavelengths (A >1 mm) are not adequately mea- 
sured due to diffraction and finite apertures in the device. 
The measured data is in fact the filtered autocorrelation of 
the beam temporal profile. The pulse length was extracted 
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Figure 3: Autocorrelated CTR data for a fiilly compressed 
bunch. The measured bunch length is limited by the wave- 
lengths detectable by the diagnostic. 
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from the data through the use of a time domain fitting algo- 
rithm which takes into account the loss of low frequencies, 
as described in Ref. [15]. 

The shortest measured pulse length was 300 femtosec- 
onds, rms. This number is consistent with the wire grid 
spacing limit of the diagnostic and as simulations indicate, 
the actual bunch length may be significantly shorter. In 
addition, space-charge inclusive PARMELA and HOMDYN 

simulations of this system give minimum pulse lengths be- 
low 200 fsec. 

EMITTANCE DYNAMICS 

As mentioned above, velocity bunching has the potential 
to compress while avoiding the emittance growth observed 
in bending systems. The possibility for emittance growth 
in this case comes from space-charge forces. Because the 
bunch is compressing — increasing in current, in this mea- 
surement approaching 1 kA — at relatively low energy, the 
normal emittance compensation process must be altered to 
control the emittance. 

The nominal emittance compensation process in the case 
of a spht injector [17] is to focus the beam out of the gun 
to a waist, and matched onto the invariant envelope [4], 

(^lE = -7 
7'V(l+'?/2)/o7' 

(3) 

at the entrance of the accelerator section. Here y is the nor- 
malized accelerating gradient, 7 the energy, IQ = 17kA the 
characteristic current, and jy is a unitless function of the ex- 
ternal focusing forces. In the case of velocity compression, 
the current increases with z, and we may choose to match 
the beam to and equilibrium size, agq (<^" = u' = 0), 

^eq ■ 
21 (z) 

-y'iz)]^ viz) 1(^)10 
(4) 

If we make the approximation that / (z) /j (z) is con- 
stant, dien it is clear that the applied extemal focusing must 
increase as Y increases. This process is shovra in Fig. 4, 
where the beam envelope is kept roughly matched by in- 
creasing the extemal solenoid field while it compresses. 
Here the emittance oscillates, as expected by compensation 
theory, but does not increase beyond this oscillation. 
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ELIMINATING THE SPOT DILUTION DUE TO KICKER SWITCHING IN 
DARHT-n* 

Yu-Jiuan Chen, Frank W. Chambers, Arthur C. Paul, James A. Watson and John T. Weir 
Lawrence Livermore National Laboratory, Livermore, Livermore, CA 94550, USA 

Abstract 
To produce four short x-ray pulses for radiography, the 

second-axis of the Dual Axis Radiographic Hydrodynamic 
Test facility (DARHT-II) will use a fast kicker to select 
current pulses out of the 2-(is duration beam provided by 
the accelerator. Beam motion during the kicker voltage 
switching could lead to dilution of the time integrated 
beam spot and make the spot elliptical. A large elliptical 
x-ray source produced by those beams would degrade the 
resolution and make radiographic analysis difficult. We 
have developed a tuning strategy to eliminate the spot size 
dilution, and tested the strategy successfully on ETA-E 
with the DARHT-n kicker hardware. 

1 INTRODUCTION 
The second-axis of the Dual Axis Radiographic 

Hydrodynamic Test facility (DARHT-II) will perform 
multiple-pulse (1 - 4 pulses) x-ray flash radiography [1]. 
The downstream [2] consists of a high-speed, high- 
precision kicker system [3] and an x-ray converter target 
assemble [4]. The kicker will be used to select four short 
current pulses out of the 2-(is duration beam provided by 
the accelerator. In general, the beam motion introduced by 
the kicker voltage switching could lead to a large smeared 
elliptical time integrated beam spot even though each 
beam slice is focused to a small round spot [5]. To 
achieve good x-ray resolution, we can simply focus every 
beam slice to a spot tighter than the design specifications 
to accommodate beam motion during switching. However, 
the DARHT-II facility uses a static x-ray converter target 
to preserve the radiographic axis, and having enough target 
material for all four beam pulses to generate the required 
X-ray doses provides a big challenge. A tighter beam will 
put the multi-pulse, static target's confinement at risk. 
Furthermore, an elliptical x-ray source would make 
radiographic analysis difficult. We have explored a tuning 
strategy to eliminate the spot size dilution, and tested the 
strategy successfully on ETA-II with the DARHT-II 
kicker hardware. 

This paper presents the ETA-II kicker experimental 
results for minimizing the spot dilution in Sec. 2. The 
beam transport for the kicked beam with elimination of 
spot size dilution during kicker switching is discussed in 
Sec. 3. Finally, conclusions are given in Sec. 4. 

2 BEAM TRANSPORT 
The DARHT-II kicker ensemble consists of the kicker 

with a DC bias dipole, a large quadrupole magnet serving 
as a septum, four Collins quadrupole magnets, a septum 
dipole and a beam dump. When the kicker is off, the DC 
bias dipole deflects the beam, and the magnetic field of the 
quadrupole septum, set by the beam energy, sends the 
unkicked portion of the 2-\k,s beam to the beam dump. 
When the kicker is on, the net deflecting field is reduced to 
zero. The beam transports through three Collins 
quadrupoles, which are needed to re-establish the beam to 
round, onto the straight target line. The fourth Collins 
quadrupole incorporated into the design was originally 
included to provide flexibility in the tuning if needed. The 
nominal beam envelope without using the 4"" quadrapole 
in the target line is shown in Fig. 1. For an 18-MeV 
beam, the net dipole field from the kicker and the DC bias 
dipole during the kicker switching varies from 8 to zero 
Gauss. The beam centroids corresponding to the net field 
of zero to 2 Gauss (with a 0.2-Gauss increment) during 
the kicker switching are also shown in Fig. 1 (dashed 
curves). Although the nominal net deflecting field during 
the kicker switching varies from zero to 8 Gauss, only the 
slice with a deflecting field no greater than 2 Gauss would 
reach the target. Figure 1 indicates that the beam arriving 
the target will have a few nanoseconds of rise and fall. The 
beam phase space at the converter target is presented in 
Fig. 2. For simplicity, we have ignored the coupling in 
the x-y plane due to the beam rotation in solenoid field. 
Hence, the beam motion during the kicker switching only 
appears in the x direction. Therefore, the y-y' phase space 
plots are the same for all the beam slices during the kicker 
switching. The x-y plot clearly shows the beam spot 
moves with the net deflecting field during the switching. 
The time integrated spot would be a large elongated spot. 
The x-x' plot also indicates that there is large beam 
motion during the switching. 

* This work was performed under the auspices of the U.S. 
Department of Energy by University of California Lawrence 
Livermore National Laboratory under contract No. W-7405-Eng-48. 

Figure 1. The nominal beam envelope and the beam 
centroid during the kicker switching in the DARHT-II 
transport line from the accelerator exit to the target. 
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Figure 2. Phase space of the nominal beam at the 
converter target with the net deflecting field at the kicker 
varying from 0 to 2 Gauss 

To fix the beam motion of an individual beam slice 
during the kicker switching, we need to apply a set of 
dipole fields linearly proportional to its residual deflecting 
field from the kicker and the bias dipole. We have noticed 
that a beam slice during the kicker pulser's rise and fall 
will experience a dipole field linearly proportional to its 
transverse displacement in a quadrupole, and its beam 
displacement is linearly proportional to the residual field 
strength. Therefore, we can eliminate the transverse beam 
displacement on the converter target by using the 
additional fourth Collins quadrupole with a proper 
magnetic tune. There are several ways to tune the 
quadrupoles. We have explored a tuning strategy, which 
uses four constraints; x = y (round beam), x' = y' = 0 and 
x,, = 0 at the converter to set the field strength of those 
four quadpoles. By letting the beam round and focused at 
the target, we have found that scanning the beam radius at 
the view port downstream from the quadrupoles effectively 
rotates the kicker sweep in the x-x' phase space (Fig. 3). 
Double values at the small radii for both curves in Fig. 3 
are due to the fact that two different envelopes can give the 
same beam radius at the view port. There is a wide 
operation range, which can provide xja < 10%. We have 
found three quadrupoles tunes with 1.05-cm, 2.19-cm and 
2.76-cm beam radii at the view port, which can eliminate 
spot dilution while the beam angle sweeps either down or 
up. The beam x-x' phase spaces at the converter target for 
these tunes are presented in Fig. 4. The x-y plots indicate 
that there is no spot dilution during the kicker switching. 
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Figure 4. Beam phase spaces at the target for the three 
optimal tunes that minimize spot dilution. The beam radii 
at the view port are (a) 1.05 cm, (b) 2.19 cm and (c) 2.76 
cm. The net kicker field varies from 0 to 2 Gauss. 

3 KICKER EXPERIMENT 
We tested the spot size dilution optimization on the ETA- 
II accelerator at LLNL with the DARHT-H kicker hardware 
(Fig. 5). The experimental setup is given in Fig. 6. A 
removable Cherenkov foil was used to examine beam 
profile past the last quadrupole. Current and beam position 
were measured with a beam bug placed upstream of the 
viewing foil. At the end of the setup, we installed a 
second viewing foil followed by a permanent magnet 
dipole and beam dump. A camera set with a wide time 
gate relative to the ETA-II beam was used to observe the 
time integrated beam profile at this location.s 

Figure 5. The DARHT-II kicker system being tested on 
the ETA-n accelerator 

Figure 3. Beam motion at the target of a beam slice with 
a 1-Gauss residual dipole field during the kicker switching 

Figure 6. The ETA-II Kicker experimental setup after the 
kicker 
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Although the kicker pulser's amplitude modulation and 
control system can provide precision beam manipulation, 
such as compensating for transverse beam motion at the 
kicker input as well as the dynamic response and beam- 
induced steering effects associated with the kicker structure 
during the flattop portion of the kicker pulse for high 
current electron beams [6], the transverse beam motion 
during the kicker switching will not be compensated. The 
beam motion during the kicker switching should not be an 
issue for a long pulse since its time integrated spot size 
on the target will be mainly determined by the beam 
flattop instead of by the beam head and tail. However, as 
demonstrated on the ETA-II (Fig. 7), kicker switching can 
potentially lead to sever dilution of the time integrated 
spot size for a short pulse. Fortunately, the spot size 
dilution can be eliminated with proper tuning of the 
Collins quadrupoles. The data for kicked beams in Fig. 7 
were taken when 20-ns kicker pulses were applied to the 
center of the 40-ns ETA-II beam. The beam was set to be 
round at the pop-in foil upstream of the solenoid and at 
the end of the beam line. Without an optimized tune, the 
time integrated beam over 100 ns shows the beam being 
kicked away from and back to its original spot. This beam 
motion resulted a large elongated time integrated spot size. 
With an optimized tune to minimize the beam motion 
during the switching, there was little net beam motion 
over the entire beam even though the kicker pulser was 
on, and the 100 ns gated beam image looked similar to the 
unkicked round beam. 

Figure 7. The time integrated ETA-II beam spots without 
the kicker pulser, and during the entire kicker switching 
with and without implementing the tuning optimization 
scheme. 

4 CONCLUSIONS 
Spot size dilution caused by beam motion during the 

kicker switching can degrade the DARHT-II radiography 
facility's performance. We have demonstrated both 
computationally and experimentally that the beam spot 
dilution can be removed by tuning the kicker quadrupole 
system properly. We have noticed that the beam centroid 
angle at the target during the switching is large for all 

cases presented in Fig. 4 even though the beam spatial 
displacement vanishes. Our transport modelling results 
indicate that only the beam with a 1-Gauss or less net 
kicker deflecting field will reach the target for those tunes, 
and that the centroid slope for the beam with al-Gauss net 
deflecting field is about ± 200 mr. There are two solenoids 
after the quadrupoles on the DARHT-II beamline. One 
serves as the final focus lens, and the other is for the 
tuning flexibility. The modelling results presented in Sec. 
2 were done without using the additional solenoid. Using 
the extra solenoid would change the steepest centroid angle 
roughly to ± 100 mr. The nominal beam has a - 65-mr 
centroid angle (Fig. 2), which indicates that the spot 
minimization tunes do not trade the beam displacement 
with the ccentroid angle. A large beam centroid angle 
during the kicker switching is a concern. The x-rays 
produced by large angle electrons may smear the x-ray 
spot while the beam spot is small and round. Some end- 
to-end particle simulations should be performed to 
estimate the impact of the large beam angle to the x-ray 
spot and on-axis dose. If it is needed, adding an additional 
quadrupole to the beamline may fix the problem. As 
discussed in Sec. 2, we have used four constraints to tune 
four Collins quadrupoles. It is possible that the additional 
quadrupole would allow us to set an additional constraint, 
i. e., a zero centroid angle. 
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RF FOCUSING METHODS FOR HEAVY IONS IN LOW ENERGY 
ACCELERATORS* 

E.S. Masunov*, S.M Polozov, MEPHI, Moscow, 115409, Russia, 
P.N. Ostroumov, N.E. Vinogradov, AlSfL, Argonne, IL 60439, USA 

Abstract 
A new type of axially symmetric RF field focusing 

(ARF) in a drift-tube accelerating structure is proposed 
and studied. Beam stability in both transverse and 
longitudinal directions is achieved by the variation of drift 
tube aperture and appropriate phasing. An analysis of 3D 
beam dynamics is performed using the smooth 
approximation technique. Beam dynamics in an APF 
structure and in a conventional RFQ are compared. An 
universal method is suggested to choose a voltage V and 
aperture in the APF structure designed for heavy-ions 
with charge-to-mass ratio q/A > 1/66 in the energy range 
above 20 keV/u. The proposed structure and analysing 
technique can be usefiil in the design of a post-accelerator 
for the Rare Isotope Accelerator Facility being designed 
in the U.S. [1]. 

INTRODUCTION 
Transverse stability of beam motion in an accelerating 

structure can be ensured either by external focusing 
elements or by applying a special configuration of the 
accelerating RF field (RF focusing). The latter is 
especially effective for low energy ion linacs. Several 
types of RF focusing such as alternating phase focusing 
(APF) [2], radio frequency quadrupole 01FQ) [3] and 
undulator RF focusing (RFU) [4] have been proposed and 
investigated. In some applications the ARF focusing [5] 
may be preferable. In RFQ and ARF structures the beam 
is accelerated by a synchronous wave of RF field, in 
which case the acceleration gradient must be set to 
provide particle stability in both transverse and 
longitudinal directions. 

BEAM DYNAMICS IN ARF LINAC 
The ARF accelerating cavity can be designed as an 

interdigital structure. The longitudinal and transverse 
electric RF Ifield components E^,. in a periodical 

resonant structure can be described by: 

£, = £„Io(^'■)cos( J/i„rfz)cos((00, 

£, = £„Ii(;i„r)sin( j/i„rfz)cos((00, 
(1) 

RF structure, n is the harmonic number, Ig, Ii are the 
modified Bessel fiinctions. A nonsynchronous harmonic 
can only focus the beam when its phase velocity Vphj, = co/ 
h„ significantly differs fi-om the average velocity of the 

particles    V,,.    The    TF    structure    with   a   single 

nonsynchronous harmonic can be examind as a periodical 
sequence of axially symmetric electrostatic lenses. The 
synchronous 5-th harmonic (Vph,s = Vj) can be provided 

by modulation of the inner radius of the drift tubes. A 
configuration of the accelerating structure is characterized 
by the radii a, of the drift tubes, the modulation factor m 
and structure period D, as is shown in Fig.l. Together 
with the electrode voltage + V72, applied to neighbouring 
drift tubes, these parameters determine the acceleration 
and focusing fields. 

where      h„=ho+2m/D,   h^=nlD,  //      are     the 
propagation factors and phase advance per period D of 

Work is partially supported by the U. S. Department of Energy under 
contract W-31-109-ENG-38. 

niasimov@dinus.mephi.ru 

+ V/2      - y/2       + V/2 + V/2      -V/2       ■^V/2 

Figure 1: ARF and RFQ channels. 

Let us consider particle acceleration in the two-wave 
approach when |JP=7I, and a synchronous, 5=0, and one 
nonsynchronous, n=l, harmonics are taken into account. 
In general, individual particles trajectories are 
complicated but can be represented as the sum of a slow 
variation f and rapid oscillation T . Accordingly, the 
beam momentum p can be represented as the sum of a 
slowly varying and a rapidly oscillating components, 
p = p + p. Following ref [4] one can apply averaging 
over the rapid oscillations and obtain a time-averaged 
equation of motion for a non-relativistic ion: 

'^-Ueff, (2) 
d^R 

dx^ dR 
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where R = 2ivlXP^ is a dimensionless coordinate and 

T = cor. Ufff is the effective potential function 

determined by dimensionless field harmonics amplitudes 

of on the axis ej„ =eE,„XK2mnc'^,): 

^eff = -zeoMp)M^s + %)- Xcos(\i;,)]+ 

*iHf ><'^'Hf>w^' 
(3) 

where   R = hi,r^,   x=27i(z-z,)/A,p,,   p = 27ir/XP,, 

S».„(P) = Io'(P)+Ii'(P)-l; V. Zc Ps =m/h3C are the 
phase,   coordinate,   and   velocity  of the   synchronous 
particle. 

The effective potential function can be rewritten as: 

U eff.a 
oW, 

(4) 

+ X' 
qV 

v8W,, I 64' 
(3p) + 

3A, 

4X, 
(P). 

where W^ is the energy of the synchronous particle, 
Aj and X^ determine acceleration and focusing gradients 
which are mutually coupled. If geometrical parameters a, 
D, m are known, A^ and X„ are defined as 

2[lo(3wp^)-Io(3p„)] 
A,^ 

Io('«Pm)lo(3Pm) + 2Io(3mpm)lo(Pm)' 
(5) 

mc^ [,2m J 

64 

135 *«(P> 
A, 

^aPm 

•sm (v.+x). 

where the form-factor 0„ is 

*   = I.(P) 
Ii(3yo) 

Io(3/>)- 6p  . 
(8a) 

As it is seen in Eq. (8), the ARF efficiency depends 

significantly on the parameter X^ /A„. Amplitudes of the 
RF field harmonics must be chosen to satisfy Eq. (8) 
along the structure. Eq. (8) also shows that for the 
considered range of beam energy the transverse focusing 
with an arbitrary synchronous phase can be achieved only 
if the amplitude of non-synchronous wave is larger than 
the amplitude of the synchronous one. The accelerating 
gradient is proportional to AJiqV/&Ws). Thus the RF 
focusing effectiveness is limitai by the acceleration 
gradient and sets restrictions on the parameter A^. It also 
means that the ARF structure is effective for low energy 
beams. Ihe ARF structure can be created by a specif 
design of the focusing period consisting of two or more 
accelerating gaps. 

BEAM DYNAMICS IN RFQ LINAC 
The  longitudinal   and  transverse  electric  RF  field 

components E^ in an RFQ structure are described by: 
h 

2' 
E 

E, = -hV 

where 

AqV Io(p)sin(v|/ + T)sinT,    h = 2n/^X, 

A',pcos(2e)+-A,Ii(p)cos(vif + T) smT, 

m^-1 

m%{mpJ+lQ{mpJ' 
X„ = l-Vo(Pm) 

(9) 

(10) 

Y    _l-4Io(Pm) „    _^ (S) 

Io(3Pm) ^ 
The effective potential function U^ „ describes the 3-D 

particle dynamics completely. In addition, it determines 
the system Hamiltonian 

Using the Hamiltonian (7) and analyzing the bunch form 
in the 4-dimensional  phase space one can find the 
relationship between  the  longitudinal  and  transverse 
acceptances. 
A necessary condition for simultaneous transverse and 
longitudinal   focusing   is   the   existence  of  a   global 

minimum of U^j-f. In this case the effective potential 

function is 3-D potential well in the beam frame. In the 
two-wave approach, the transverse stability condition (5) 
results in 

\2 

In this case, the effective potential function can be 
written as follows: 

^eff.g = -^,^[lo(p)sin(v. +x)-Xcos(vJ]+ 

+ X' 
qV 

8W^ 
4p^ + 

'A ^' 
.4X„ . 

(P). 
(11) 

(8) 

The existence of the global minimum of the potential 
V^11   is a condition for simultaneous transverse and 

longitudinal stability. The oscillations will be stable if the 
condition 

mc^ UraJ        " 
is satisfied, where the form-factor 4>, =I,(p)/p. This 

inequality is very similar to the condition (8) and allows a 
detailed comparison of two methods of RF focusing. 

1 A 
o'^q(p)T2V^'"(Vs+X) (12) 
2   **" ' y'^c?- ^ ^qPm 
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COMPAMSION OFARF AND RFQ 
LINACS 

The analysis of the 3D effective potential fiinction 
allows us to find the conditions under which focusing and 
acceleration of the particles occur simultaneously. 
Universal curves which are described by the functions 

3>„^ in the right side of the inequalities (8), (12) allow 

to choose V, and X/a at the given q/m, and a range of ion 
velocity change %. 

In a RFQ linac the amplitude of rapid transverse 

oscillations '' is comparable with r, and in an ARF 
linac, r «r. As a consequence aperture of an RFQ 
linac flq must be larger than for an ARF structure. The 
accelerating gradient, A„,,, as function of a dimensionless 
aperture p„ = aa/v for m=2 is shown in Fig. 2. In an 
ARF linac the acceleration gradient is larger than for a 
RFQ if aq=2aa. The transverse focusing conditions (8) and 
(13) depend on the ratio A/X' as function of channel 
aperture Pn, and form-factor <I)(p) The fiinctions of *afl(p) 
for different ion beam radii are shown in Fig.2. The 
magnitude of *a(P) is smaller than <J>q(p) and drops as 
radius p increases. The latter means that the focusing 
condition (8) is easier to satisfy for non-axis particles in 
an ARF structure. For given V and X the velocity range 
where the transverse stability conditions are satisfied is 
different for ARF and RFQ. For an RFQ structure one can 
find   a   minimal   value   of  the   normalized   voltage 

V = -^ -—     (left part of the inequalities (12)) that 
mc^ ylna) 

provides transverse stability independently from the 
particle velocity. In an ARF structure transverse stability 
is achieved only for particle velocities above a lower limit 
of the  voltage.   The  values  of   V„,   in Fig.3  were 

calculated for heavy ions with q/m=l/66, y=100 kV, X= 
25m, VJ =20° and radius a=l cm for RFQ and a=0.5cm 
for ARF. For these parameters in ARF structure beam 
stability is provided if v > 1.8(oa. 
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Figure 3: Transverse stability conditions. 

CONCLUSION 
New methods for axial-symmetric RF focusing and 

acceleration of heavy ions are studied and compared with 
the well-known RFQ structure. Universal curves are 
established to choose a voltage V and TJa for a given q/m 
and ion velocity Ps in RFQ and ARF linacs. The 
acceleration gradient in ARF linac is larger than in the 
RFQ structure. Aperture of the RFQ linac must be larger 
due to large amplitudes of rapid transverse oscillations. 
Transverse stability in both ARF and RFQ structures 
depends on beam velocity range. For the same a/X and V, 
the focusing properties of the ARF structure are extended 
to higher velocities. This result is especially interesting 
for the design of the RIA post accelerator [7] where ions 
with low charge-to-mass ratio q/m=l/66 are accelerated 
prior to injection into the superconducting linac. 
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IMAGE-CHARGE EFFECTS ON THE ENVELOPE DYNAMICS OF AN 
UNBUNCHED INTENSE CHARGED-PARTICLE BEAM 

B. L. Qian, J. Zhou, and C. Chen 
Plasma Science and Fusion Center, Massachusetts Institute of Technology, Cambridge, MA 02139 

Abstract 
The root-mean-squared (rms) envelope equations are 
derived and analyzed for an unbunched intense charged- 
particle beam in an alternating-gradient focusing field and 
a cylindrical conducting pipe. AH higher-order image- 
charge effects from the cylindrical pipe are expressed in 
terms of so-called multiple moment factors in the rms 
beam envelope equations, and the multiple moment 
factors are evaluated. Numerical results show that for 
vacuum phase advance <T„ < 90°, the image-charge effects 
on the matched and slightly mismatched beam envelopes 
are negligibly small, at all orders, for all beams with 
arbitrary beam density profiles (including hollow density 
profiles) as well as for arbitrary small apertures (including 
beams with large aspect ratios). However, the main 
uiistable region for the envelope evolution with image- 
charge effects, which occurs for 90° < c^ < 270°, 
depending on the value of the normalized beam 
intensity5X^/e, is found to be narrower than its 
counterpart without image-charge effects. 

INTRODUCTION 
High-intensity accelerators with alternating-gradient 

focusing systems have many applications in basic 
scientific research and nuclear physics. In the research 
and development of high-intensity accelerators, a key 
issue is to minimize the aperture of the transport system 
for intense charge-particle beams, while preventing the 
beams from developing large-amplitude charge density 
and velocity fluctuations as well as subsequent emittance 
growth and halo formation. In order to understand the 
collective behavior of charged-particle beams, it is 
important to examine the beam envelope evolution under 
the influence of both the beam space-charge and the 
image charges induced on the conducting walls of 
accelerator structures. 

The earliest works on the beam envelope equations 
without image-charge effects can be found in Refs. [1-4]. 
These works are very important for understanding the 
beam envelope dynamics. Recently, Lee, Close and Smith 
[5] and Allen and Reiser [6,7] extended Sacherer's 2-D 
results to include the image-charge effects due to the 
cylindrical conducting pipe. They analyzed the first-order 
image-charge effects. 

In this paper, we extend the previous 2-D envelope 
equations [5-7] to include all higher-order image-charge 

effects from the cylindrical conducting pipe [8]. We treat 
the density distribution using the self-similar model, 
though the normal-mode analysis (i.e., small-signal 
theory) was used to describe the density evolution in a 
charged-particle beam for understanding the collective 
oscillations and instabilities in the beam. In particular, the 
self-electric and self-magnetic fields are calculated for an 
unbunched beam with elliptic symmetry and an arbitrary 
transverse dependence in the self-similar beam density 
model. The root-mean-squared (rms) envelope equations 
are derived, including all higher-order image-charge 
effects fi-om the cylindrical conducting pipe. Useful 
numerical results on the beam envelope dynamics are 
presented. 

BEAM ENVELOPE EQUATIONS WITH 
IMAGE-CHARGE EFFECTS 

We consider an unbunched elliptical beam propagating 
in an alternating-gradient focusing field and a cylindrical 
metal pipe with radius R, as shown in Fig. 1. The beam 
has an envelope a{s) in the X -direction and an envelope 
b{s) in the y-direction, where s = z. The beam drift 
velocity in the z direction is v^ = fi^c, where c is the 
speed of light in vacuum. Following the analysis of 
Sacherer [3], we have derived the generalized envelope 
equations with image-charge effects, which can be 
expressed as [8] 

ds" 

and 

■ + Kg(s)x-2K TTF^S = -%(!) 

Conducting Pipe 

Fig. 1 Elliptical unbunched charged particle beam in a 
cylindrical conducting pipe. 
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KAS)Y-2K 
X + Y    U = ^-   (2) 

In   Eq.   (2),   X=2x    and   Y = 2y;   x=J(x^)    and 

^~\Vi ^^ ^^^ ™^ envelopes in thejc- and y- 

directions, respectively; s^ and Sy are 4 times the beam 

rms emittances in the x - and y -directions, respectively; 

' • g= 0.0 
• * 

■ 
g= 0.5 
g = -0.5 

0.10 

0.05 . . 

m 

• 
T t 

"•""o         1 2 3 4            5 

N.-jm 
l2mbn{r^) F*^df     J2n(r^) rdr 

Ni iln{f^)f^df 

(3) 

is a multiple moment factor related to the beam density 

profile of n = 4(jcVa^)+()'Vfc^)] • 

Unlike the previous results [5-7], which include only 
the 1 = 1 contribution, the present envelope equations (1) 
and (2) are complete, including both the / = 1 contribution 
and all of the higher-order image-charge effects with 
l>2. 

EVALUATION OF MULTIPLE MOMENT 

FACTORS 

The multiple moment factor N, contains the 

information about the higher-order image-charge effects 
in the envelope equations (1) and (2). We can assess 
these effects by evaluating N, as a function of /. In 

particular, we consider the following parabolic density 
profile. 

no + *o 

0, 

1-3 
2'\ ''   2 

y fry 

2 2 

2 2 
X    y    , 

a^    b^ 

(4) 

where   N^= \ \n dxdy = frabtiQ = constant   and   Sngis 

independent of x and y and satisfies -n^ <&ig<ng/2. 

Using Eq. (4) and the moment definition, we can obtain 
the simplified expressions of envelopes X and Y . They 
are  written  in  the  form  of      X^=a^(l-g/2)   and 

Y^ = b^{l-g/2). In addition, substituting Eq. (4) into Eq. 

(3), we obtain 

/ (2') 1 N, 
Wilf) 

1 
l-0.5g 

l-2gl/(l + 3) 
l + l 

(5) 

where g = ^IO/IQ • Note in Eq. (5) that Afj = 1/8 = 0.125 is 

independent of the factor g . Figure 2 shows a plot of Af, 

Fig. 2 The dimensionless multiple moment factor iV, 

versus / for several densities with g = 0,0.5, and -0.5. 

as a function of / for three cases corresponding to g = 0, 
0.5, and -0.5. 

IMAGE-CHARGE EFFECTS ON RMS 
MATCHED BEAMS 

In this section, we show that for vacuum phase advance 

a^ < 90°, the higher-order image-charge effects on the 

matched beam envelopes are negligibly small for all 
beams with arbitrary beam density profiles (including 
hollow density profiles) as well as for arbitrary small 
apertures (including beams with large aspect ratios). We 
pay special attention to a hollow beam observed in a 
recent heavy ion beam experiment. 

For present purposes, we assume that the rms 
emittances e^ and e, are constant, i.e., e^=Sy=e, and 

that the beam density profile is given in Eq. (4). We also 
assume that the alternating-gradient transport system is 
presented a step-function lattice defined by [9] 

>^M- 

'^qO' 

^«0' 

0, 
+ «•, 90' 

0<i/5< 0.2577, 

0.25;; <i/S< 0.5(1-0.5?;), 
0.5(1 - 0.577) < s / S < 0.5(1 + 0.577).      (6) 

0.5(1 + 0.577) <s/S< 0.5(2 - 0.577). 
0.5(2-0.577)<i/5<l, 

where K-^Q is a constant and 77 (0<77<1) is the filling 

factor. 
In  the  numerical  analysis  of the  beam envelope 

equations  (1)  and  (2), it is convenient to use the 
dimensionless   parameters   and   normaUzed variables 

defined by s = s/S, a = xl'^,b=Yl^, K = KS/£, 

R = R/yfS£, and   if,(s)=5V,(s). For example. Fig. 3 

shows the matched beam envelope functions for beam 
propagation in free space as well as in a cylindrical 
conducting pipe. It is evident in Fig. 3 that the image- 
charge effects, including the contributions from all orders, 
are negligibly small for a hollow beam whose maximum 
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S-3.25 

S 1.75 

I   i   I   I   I   I   i-r~p-«"i   I   I   I   I   I   I   I 

I) »• Free Space 
\^ — With Conducting Pipe 

0.0 0.5 1.0 1.5 2.0 
S/S 

Fig. 3 Plot of the normalized envelope functions a and 

b  versus normalized propagating distance s/S forvacu 

phase advance a„ = 80", ^ = 10, g= -0.5, ;; = 0.5, and 

^ = 4.0. 

envelopes are very close to the wall of the cylindrical pipe 
(5„^=^„ux =3.25 and ^ = 4.0). 

IMAGE-CHARGE EFFECTS ON 
SLIGHTLY MISMATCHED BEAMS AND 

ENVELOPE INSTABILITIES 

In a real device, it is almost impossible to obtain a 
precisely matched beam because there are some 
perturbations on the beam propagation. These 
perturbations may cause beam envelope instabilities, and 
the unstable beam envelopes may result in particle beam 
losses. The beam envelope instability has already been 
investigated in free space [9]. However, the image-charge 
effects of the cylindrical conducting pipe on the 
mismatched beams and the beam envelope instabiUty 
have not been studied until the present paper. In this 
section, the envelope equations (1) and (2) are solved, 
assuming £^=ey=e, for slightly mismatched beams to 
find the unstable regions in the parameter space. 

1111111111 

- Free Space 
~ A=0.75 
- A=0.90 

Or' ■ ■ ■ ■ ' I ..... I, 

30 60 150 
Ov (deg) 

Fig. 4 Plot of the unstable regions in the dimensionless 
parameter space for the beam envelope evolution with 
;; = 0.5 and g=Q for three cases corresponding to (a) 

i{ = ~(free   space),   (b)    A = ao/^ = 0.75,   and   (c) 

A = ao/^ = 0.90. Here, the shaded region is the 
unstable region for the beam envelope evolution with 
image-charge effects and A = OQ / ^ = 0.90. 

In order to obtain sUghtly mismatched beam envelopes, 
following the method employed in Ref. [9], the initial 
conditions for a(s) and b{,s) at s = 0 are chosen to be 

a(0) = ao(l + '5) and i(0) = bo(1-^. where OQ and fco are 
the matched beam envelopes at i = 0 and S is chosen to 
be in the region of 0 < |<5| < 0.01. Here, S represents the 

perturbations caused by the noise in the beam. In the 
numerical calculations, the particle beams are allowed to 
propagate over 40 periods. 

Figure 4 is a plot of k = KS le versus a,, showing the 
unstable regions of the sUghtly mismatched beam 
envelopes. As can be seen from Fig. 5, the unstable 
regions for all the three cases start around a, =90°. The 
soUd lines indicate the boundary of the unstable region 
with image-charge effects from the cylindrical pipe for 
A = ao/^ = 0.90, whereas the dashed lines represent the 
boundary of unstable region without image-charge effects 
in free space. The unstable region with image-charge 
effects for A = 2(1/^ = 0.90 is shaded in Fig. 4. Although 
the lower boundaries for the three cases almost coincide, 
there is an observable difference between their upper 
boundaries. The unstable region for cylindrical pipe case 
(i.e., with image-charge effects) is obviously narrower 
than that in free space situation (i.e., without image- 
charge effects). 

This research was supported by the U. S. Department of 
Energy, Division of High-Energy Physics, Grant No. DE- 
FG02-95ER40919, and Office of Fusion Energy Science, 
Grant No. DE-FG02-01ER54662. 
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RANDOM-REGULAR ACCELERATING STRUCTURES 

M. Ayzatsky*, K. Kramarenko*, NSC KIPT, Kharkov, 61108, Ukraine 

Abstract 
In this work we present results of investigation of the 

characteristics of inhomogeneous sections on the base of 
a disk-loaded waveguide with different laws of hole 
radius variation. We have shown that in the case when 
coupling of cavity fields is small there is a traveling wave 
in a waveguide even for the non-smooth laws of hole 
radius variation. But the traveling wave regime exists 
only at a certain frequency (operating frequency). Unlike 
the homogeneous accelerating structures, where 
reflections can arise only from the couplers, in the case of 
inhomogeneous structures there is no a pure traveling 
wave regime inside the wavegiuide at the frequencies 
different from the operating one. We investigate the RF - 
properties of different accelerating structures with random 
distribution of the hole sizes. 

INTRODUCTION 
The calculations performed by us on the base of a new 

disk-loaded waveguide model (coupled cavity chain) [1] 
indicate that for waveguides with the period D>X/3, 
where X is the free-space wavelength, the "remote" 
coupling influences weakly on the phase shift per cell. 
For (p = 2n/i, taking into account the "cross-cavity 
coupling" ((n, w-7), («, «+i), («-7, n+V), n is the cavity 
number) at a/X<0.14 (a is the coupling hole radius), 
one can expect to achieve an acciu^cy of forming a phase 
shift per cell of the order of Ag> = 0.05. If one restricts 
oneself only "paired coupling" ((«, n-1), (n, n+1)), then, 
the accuracy of phase shift per cell is getting worse - 
Ap = 0.5. Development of the techniques of disk-loaded 
waveguide cell tuning that should allow making feasible 
the cross-cavity coupling is a difficult task, since during 
tuning of the «-th cavity one has to take into accoxmt, 
somehow, the effect from the («+i)-th cavity which has 
not yet been tuned. 

In the paper [2] we present the results of our research 
on the technique of cell-tuning in a strongly 
inhomogeneous disk-loaded waveguides which realizes 
paired coupling. 

This paper presents the simulation results of our 
research on the technique of cell-timing which realizes 
paired coupling. 

UNDERLYING THEORY 
It follows from the paper [2] that an infinite chain of 

cylindrical cavities of the length d and the radii b^ , 
coupled through co-axial cylindrical holes with the radii 
On in the cavity dividing walls of thickness / 
(inhomogeneous disk-loaded waveguide with the period 

D = d+f) at D >A/3 can be, with a definite accuracy, 
described by a set of coupled equations 

(1) 

where u„ is the amplitude of ^oio-mode in the «-th 
cavity, co„ is the «-th cavity eigenfrequency, cx„^'\ aj-'^^ are 
the relative eigenfrequency shifts due to the coupling with 
(n+7)-th and («-i)-th cavities, /5,,„.;, fi„„+i are the 
coupling coefficients. If oj,'^' and ^,„+7 are determined by 
geometrical dimensions of only the «-th and (n+7)-th 
cavities, as well as by the coupling hole radius a„+i {a}'^, 
P„ri.i are determined by geometrical dimensions of the «- 
th, («-7)-th cavities and the hole radius a„), then we shall 
say that the cavity coupling is paired. If these coefficients 
depend on geometrical dimensions of three cavities (w-th, 
(«-7)-th and («+i)-th), as well as two coupling hole radii 
a„, a„+i, then, such coupling we shall call "cross-cavity 
coupling". 

Let's find the conditions when the set (1) at 6? = (0> ((0» 
is the operating frequency) has the solution of such form 

«n=Wn,0exp0K(9) 

where u„o is the real value. It follows from (1) that in 
order to achieve this the following condition is to be 
fiilfilled 

For the «-th cavity eq. (1) will take the form 

26;^^„„_iM„_ioCos(3 
(2) 

and for the («-7)-th cavity 

(3) 

*aizatsky@kipt.khaikov.ua 
''krainer@kipt.kharkov.ua 

From (2) and (3) it follows that if a„^*^ is independent 
from the parameters of the («+7)-th cavity, a„.f'^ - from 
the parameters of the («-2)-th cavity and fi„.i„, fi„,„.i 
depend only upon tiie parameters of the «-th and (K-7)-th 
cavities, then, two equations (2) and (3) become closed 
and determine fully the relation of geometrical 
dimensions of the K-th and («-7)-th cavities. In this case, 
having tuned the («-7)-th cavity, one can find the 
condition, which must satisfy the geometrical dimensions 
of the n-th cavity, and, consequently, allow tuning 
consecutively all waveguides cavities. It can be shown 
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that at the paired coupling Pn-i,n=Pn.n-i and these 
coefficients are determined by the geometrical 
dimensions of the «-th and («-7)-th cavities, only. Things 
are more complicated with the dependence of coefficients 
a^*^ on the parameters of the (n+i)-th cavity and a„.i-'^ 
on the parameters of the (K-2)-th cavity. Such dependence 
exists even under the assumption of paired coupling. 
However, our calculations shown that this dependence is 
considerably weaker than the dependence on the 
parameters of the K-th ((n-7)-th) cavity, and can be 
neglected, as a result. 

Quasi-Static approach 
Let's consider the simplest model of coupling cavities 

that is based on flie quasi-static approach [3]. We shall 
consider the thickness of the disk to be zero and the radius 
of the hole to be small. Then the coupling coefficients will 
have the form 

„(+)_^^   „(-)    >- «^ 
'   "   -bid 

Pn,n-\ - fin-l,n - ^ 
KK-\<^ 

(4) 

(5) 

where ^= 2/37cJ^(poi), Poi is the first root of the zero 
order Bessel fimction JQ. 

To achieve the travelling wave mode in an 
inhomogeneous disk-loaded waveguide with the mode 
type (p = 2nB the parameters of («-/)-th and «-th cavities 
should be coimected via the relationship (it follows from 
Eqs.(2),(3)) 

k(l + «W+aH)-^2]^ 

From (6) and (4)-(5) we can find 

6„=fio>5(l + /l + 4Z„) 

where ho = cpoi /a-, 

_3 , _3 

(6) 

(7) 

Z„=#^^^-4cosV^^-^x 

i.e. begiiming from the entrance (or exit), but in different 
stacks being then simply joined one-to-one. 

Stability of tuning technique 
Our results [2] indicate that it is possible to use a 

consecutive tuning of all cells for disk-loaded waveguide 
with an arbitrary law of the coupling hole radius 
variation. With that, at the operating frequency a) = «. the 
travelling wave mode with the phase shift of the order of 
2^/3 with a certain accuracy is guaranteed in a 
waveguide. 

Consequtive tuning feasibility is determined by the 
stability of this technique. Our numerical analysis show 
that small errors in the tuning of individual cells should 
not lead to the exponential growth of subsequent 
deviations, i.e. the technique is stable. 

RANDOM STRUCTURE 
Using such tuning technique we can consider 

accelerating structures with various laws of the hole 
radius variation, which will operate in a travelling wave 
mode at ft> = ct): 

We give the random deviations of the hole sizes in the 
constant impedance accelerating structure (a = 1.25 cm). 
The random sizes of the holes are tmiformly distributed in 
the interval 1.25 ±0.05 cm. The cavity radii and the 
parameters of the couplers are tuned depending on the 
hole sizes and operating frequency/. = 2.7972 GHz. The 
cavity radii are tuned according to the considered 
technique. The cavity length is d = A/3. We tune the 
structure by such a way that the phase shift per cell equals 
2jt/3. So, we can consider such structure as random - 
regular accelerating structure. 

Let's compare the random-regular accelerating structure 
with the constant impedance one, which already has been 
tuned according to the described above technique (see 
Fig. 1). 

Suppose we have placed the n-th and (n-l)-th cavity 
into some sort of a cavity stack. It can be shown that the 
condition (6) is fulfilled in the case, when in the cavities, 
adjoining the cells under consideration, the amplitudes of 
£010 - modes equal to zero. Such cavity stacks have 
already been used for tuning separate parts of quasi- 
constant impedance sections for LIL accelerator [4]. 
However, there the cells were tuned not consecutively, 

-0.074 
f-f. 

0.037 
GHz 

0.037 

Figure 1: constant impedance structure - a) phase shift per 
cell; b) reflection coefficient R = P^'^/Po versus the 
frequency. 
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In the random-regular structure the phase deviation 
from the phase shift per cell q)o = 2n/3 is small - =0.5° 
and the amplitudes of electric field take strongly different 
values in various cells (see Fig. 2). The energy gain in 
such random - regular structure is even a bit greater then 
in constant impedance one. 

In the case of constant impedance structure reflection 
can arise only from the couplers within the passband (see 
Fig. lb). Unlike the constant impedance structure, in the 
random-regular structure there is no pure traveling wave 
regime at the frequencies different from the operating one 
(see Fig. 3). 

regular accelerating structure are shown in figures 4 and 
5. 

Figure  2:  random  (constant  impedance)   structure 
a) phase shift per cell; b) amplitude distribution. 

ceO.S 

-0.111 0.037 

Figure 3: reflection coefficient R = P^'^/PQ in the random 
(constant impedance) structure versus the frequency. 

The constant gradient accelerating structure is more 
useful in comparison with the constant impedance one. 
The radii of the holes in the constant gradient structure 
decrease from entrance to exit. They decrease by the 
value 0.002 cm from cell to cell. We give the random 
deviations of the hole sizes in such constant gradient 
accelerating structure. As in the previous case, the 
random sizes of the holes are uniformly distributed in the 
interval +0.05 cm. The characteristics of such random- 

Figure 4: random (constant gradient) structure - a) phase 
shift per cell; b) amplitude distribution. 

a 0.5 

-0.111 -0.074        -0.037 
f-f.. GHz 

0.037 

Figure 5: reflection coefficient R =P^'^/Po in the random 
(constant gradient) structure versus the frequency. 

There is "detuning" of the first dipole passband in the 
considered random-regular structures. These structures 
can find application in high current accelerators and in the 
travelling wave klystron output circuits. 
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THE BEAM DYNAMICS STUDIES OF COMBINED MISALIGNMENTS 
AND RF ERRORS FOR RIA* 

X. Wu^, D. Gorelov, T. Grimm, W. Hartimg, F. Marti, and R.C. York 
National Superconducting Cyclotron Laboratory, MSU, East Lansing, MI 48824, USA 

Abstract 
The National Superconducting Cyclotron Laboratory 

(NSCL) design for the Rare Isotope Accelerator (RIA) 
driver linac [1] uses superconducting quarter-wave, half- 
wave and 6-cell elliptical cavities with rf frequencies 
ranging from 80.5 MHz to 805 MHz with two charge- 
stripping chicanes. The driver linac requirements include 
acceleration of light and heavy ions to final beam energies 
of >400 MeV/nucleon with final beam powers of 100 to 
400 kW. The impact of simultaneous misalignment and rf 
errors for the full RIA driver linac, including the charge- 
stripping chicanes, on the 6-dimensional beam emittance 
was evaluated by simulation. Beam loss and large- 
amplitude beam behaviors were also studied. 

INTRODUCTION 
Misalignment and rf errors were previously evaluated 

for the Rare Isotope Accelerator (RIA) driver linac [2,3]. 
The NSCL design for this linac [4] is considered in the 
present study using the computer codes DIMAD [5] and 
LANA [6,7]. The misalignment and rf error tolerances for 
the RIA driver linac from the previous analysis are given 
in Tables 1 and 2. 

Table 1: Alignment tolerances. 

RIA 
Driver 
Linac 

Cavity 
Misalignment 

Focusing Element 
Misalignment 

fJx,y 
(mm) (mrad) 

Ox,y 
(nun) 

Ozr 
(mrad) 

Part I 1.0 - 0.25 _ 
Part II 1.0 -. 0.50 - 
Part III 1.0 - 1.00 5.0 

Table 2: RF error tolerances. 
RF Errors Maximum Value 

Phase 0.5° 
Amplitude 0.5% 

These tolerances were based on the separate beam 
simulations using DIMAD for misalignment with orbit 
corrections, and using LANA for rf errors. These 
evaluations found that the beam centroid distortion is 
limited and stays within ±5 mm for the specified 
misalignment margins using the proposed correction 
scheme. It also was found that beam loss of < 10"^ is 
achievable with rf errors of A(t)<0.5° in phase and 
AEo < 0.5% in amplitude. 

♦Work supported by MSU and NSF PHY 0110253. 
*xwu@nscl.msu.edu 

To Study the impact of the combined misalignment and 
rf errors in the 80.5 MHz-based RIA driver linac [4] a 
procedure was established to combine DIMAD and 
LANA simulations. First, the rf defocusing matrices were 
generated using LANA and imported into DIMAD. With 
the inclusion of these matrices, DIMAD was used to 
establish the transverse focusing lattice for the reference 
charge beam, to implement misalignment errors, and to 
apply the orbit correction scheme. The misalignment 
analysis included all SRF cavities and focusing elements 
assuming a Gaussian distribution (±2CT). The alignment 
correction scheme used least square fitting to minimize 
orbit deviations at flie beam position monitors. The 
focusing lattice, misalignment errors for cavities and 
focusing elements, and corresponding corrections were 
then imported into LANA to perform the final 6- 
dimensional particle tracking, combining the rf jitter with 
the misalignment errors. Extensive tracking comparisons 
were performed to ensure the proper data translation 
between the two codes. LANA and DIMAD models 
applied for RIA driver linac were found to be in excellent 
agreement. 

SIMULATIONS WITH MISALIGNMENTS 
AND RF ERRORS 

Part I-Low P Section 
Part I of the RIA driver linac accelerates two charge 

states, 28+ and 29+, of uranium beams from the RFQ to 
the 1" stripping chicane. A total of 153 low p 
superconducting quarter-wave cavities with frequencies of 
80.5 MHz and 161 MHz, and 81 superconducting 
solenoid magnets were positioned in 18 ciyomodules. The 
SRF cavities in Part I all have an aperture of 30 mm. The 
initial normalized beam emittance was assumed to be 
0.6 % mm mrad. The errors were applied with the values 
given in Tables 1 and 2. Figure 1 shows the two-charge 
state uranium beam envelope resulting from a typical set 
of errors after orbit correction in the Part I of the linac. 
Figure 2 shows the corresponding transverse rms beam 
emittances along this part. Simulations were performed 
for multiple seeds and the statistical confidence plots for 
maximum of the multi-charge beam envelopes, as well as 
horizontal and longitudinal rms emittances, at the end of 
this part of the linac are shown in Figure 3. The vertical 
emittance is the same as horizontal within small statistical 
error. With 90% confidence, the maximum radial beam 
size will be about 11-12 nrni, well within the SRF cavity 
aperture. The transverse and longitudinal rms beam 
emittance growths were -30 % and -25%, respectively. 
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No beam loss was observed for the 2x10^ particles 
tracked. 

Distonce [m] 

Figure 1: Beam envelopes for multi-charge uranium beam 
in Part I of the RIA driver linac (red - ^^ V"^, green - 
238^28+^ black - all charge states) with errors of Tables 1 
and 2 after orbit correction. 

Figure 2: Horizontal (left) and longitudinal (right) rms 
emittances for ^'*U beam in Part I of the linac (red - 
^^ V*^, green - ^^^\j^^^, black - all charge states) with 
errors of Tables 1 and 2 after orbit correction. 
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Figure 3: Maximum beam envelopes in Part I of the linac 
(left), horizontal (middle) and longitudinal (right) rms 
emittances at the end of Part I vs. statistical confidence 
(red - ^^u^^, green - ^^^^^\ black - all charge states) 
with errors of Table 1 and 2 after orbit correction. 

Simulations were done for misaligtunent only and for 
misalignment with rf errors together. Between these two 
cases, only the longitudinal rms beam emittance growth 
increased, indicating weak coupling between the 
transverse and longitudinal motion. 

Part II- Medium P Section 
Partn of the RIA driver linac will accelerate five 

charge states, 73+ to 77+, of the uranium beam from the 
1*' to the 2°'' stripping chicane. It consists of 32 
cryomodules containing 257 SRF cavities with 
frequencies of 161 MHz and 322 MHz. A total of 66 
superconducting solenoid magnets were used to provide 
the transverse focusing. The misalignment tolerances, oij,, 
in this section of driver linac are 1.0 mm for all SRF 
cavities and 0.5 mm for the solenoid magnets. The 
random rf errors of Acj) < 0.5° in phase and AEo ^ 0.5% in 

amplitude were also included, and a similar multi-seed 
simulation with LANA performed. The statistical 
confidence plots for multi-charge beam envelopes, and for 
transverse and longitudinal rms emittances, are shown in 
Figure 4. Of 100 seeds, no beam loss was observed in all 
but 2 pathological cases. 

15 ,'■'', 

ll 
S n j^^^' ' 
J^io ^^j^^^^^  • 

>   9 ■ j^^^^"^"^^ 

V ■ 

^\ ■ 

5 
■ ,,_,,,    .  ,      ■ 

■5 JO ^^. 0,3.1 ^^^^^ —^   ' 
£ -^^ 

^ 0.78 

E 

i.20 

T   ̂ :=^. 
0.62 

0.47 

Figure 4: Maximum beam envelopes in Part II of the linac 
(left), horizontal (middle) and longitudinal (right) rms 
emittances at the end of Part II with combined 
misalignment and rf errors vs. statistical confidence (red - 
^^ V^^ green - "«U"^ blue - '^ V^ black - all charge 
states). 

Part III-High ^Section 
Part III of the RIA driver linac uses 192 6-cell elliptical 

cavities to accelerate three charge states, 87+ to 89+, U^^** 
beams to a final energy of 400 MeV/u. A total of 100 
superconducting quadrupole magnets were used to 
provide the transverse focusing. The misalignment 
tolerances, Cx,y, in this section of the driver linac are 
1.0 mm for all SRF cavities and 1.0 mm for quadrupole 
magnets. In addition, quadrupole magnets have a skew 
error (rotation about beam axis) specification of a^r of 
5.0 mrad. The statistical confidence plots for multi- 
charge beam envelopes, and for transverse and 
longitudinal rms emittances with combined misalignment 
and rf errors are shown in Figure 5. No beam loss was 
observed in any simulated case in this part of the linac. 
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Figure 5: Maximum beam envelopes in Part in of the 
linac (left), horizontal (middle) and longitudinal (right) 
rms emittances at the end of Part HI with combined 
misalignment and rf errors vs. statistical confidence (red - 
^^V^ green-^^V^" blue - ^^ V^, black - all charge 
states). 

MISALIGNMENT TOLERANCES FOR 
CHARGE STRIPPING CfflCANES 

The two charge-stripping chicanes in the RIA driver 
linac have similar magnetic configurations, each with 8 
dipoles, 24 quadrupoles and 16 sextupoles forming a 
complete 2°^ order achromat [8]. Chicane #1  has a 
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stripping energy of 12.7 MeV/u and transports five charge 
states, 73+ to 77+, of the uranium beam. Chicane #2 strips 
at 79.0 MeV/u and only transports three charge states, 87+ 
to 89+. Different position errors, Ox,y, and rotation errors, 
Ozr for all magnets in chicanes were added together with 
corrections using correctors in front of each focusing 
quadrupoles, and multi-charge beam simulations were 
then performed for both chicanes using DIMAD. The 
results of the simulations are shown in Figures 6 and 7. 
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A o',"=0.0 mrod 

30% Growth 

6? 80 

0.25       0.50       0.75 
a^ ^ (mm) 

0.25       0.50       0.75 

Figure 6: Horizontal (left) and vertical (right) beam 
emittance growths in charge-stripping chicane #1 due to 
transverse misaUgnment errors. Three curves for three 
different rotational errors (a^) are shown. The dashed 
line indicates a 30% emittance increase. 
C?80 

0.50       0.75        1.00 
(mm) 

Figure 7: Horizontal (left) and vertical (right) beam 
emittance growths in charge-stripping chicane #2 due to 
transverse misalignment errors. Three curves for three 
different rotational errors (o^r) are shown. The horizontal 
dashed line indicates a 30% emittance increase. 

Table 3: Misalignment tolerances for two charge-stripping 
chicanes in the RIA driver linac 

Chicane Position Ox v Rotation Ozr 
#1 0.5 mm 0.5 mrad 
#2 1.0 mm 0.5 mrad 

The transverse emittance of both planes increase nearly 
linearly with the magnet position errors for both stripping 
chicanes. However, the rotation error (q^) strongly 
impacts the vertical emittance, while the effect is small in 
the horizontal plane. This can be understood from the x-y 
coupling caused by the rotation error and the large 
dispersion used to implement the charge state selection. 
The misalignment tolerances are listed in Table 3, using 

as a criterion that the average transverse emittance growth 
is to be smaller than -30% in each chicane. 

SUMMARY AND CONCLUSIONS 
The impact of combined transverse misalignment and rf 

errors on the multi-charge beam envelope and transverse, 
longitudinal emittance growths for different segments of 
RIA driver linac were investigated by simulation. The 
results show that the misalignment and rf jitter 
specifications given are adequate, and that the proposed 
correction scheme works well for the RIA driver linac. 
The coupling between the longitudinal and transverse 
motion in the RIA driver linac is negligible. Although 
limited transverse and longitudinal emittance growths for 
multi-charge beam were observed, the impact on the RIA 
driver linac beam operation should be minimal. Further 
beam dynamics studies for RIA at NSCL will involve a 
complete beam simulation from the RFQ through the 
entire RIA driver linac, with combined rf and 
misalignment errors, improving LANA's misalignment 
correction abilities. Better understanding of the charge- 
stripping process, and modification of the charge selection 
chicane design to limit contamination of the 
superconducting cavities from the stripping process is also 
needed. 
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PLASMA NEUTRALIZATION MODELS FOR INTENSE ION BEAM 
TRANSPORT IN PLASMA 

Igor D. Kaganovich, Edward A. Startsev, Ronald C. Davidson and Sean O'Rourke 
Plasma Physics Laboratory, Princeton University, Princeton, New Jersey 08543 

Edward P. Lee, Lawrence Berkeley National Laboratory, Berkeley, California 94720 

Abstract 
Plasma neutralization of an intense ion pulse is of 

interest for many applications, including plasma lenses, 
heavy ion fusion, cosmic ray propagation, etc. An 
analytical electron fluid model has been developed based 
on the assumption of long charge bunches (lb»ri,). 
Theoretical predictions are compared with the results of 
calculations utilizing a particle-in-cell (PIC) code. The 
cold electron fluid results agree well with the PIC 
simulations for ion beam propagation through a 
background plasma. The analytical predictions for the 
degree of ion beam charge and current neutralization also 
agree well with the results of the numerical simulations. 
The model predicts very good charge neutralization 
(>99%) during quasi-steady-state propagation, provided 
the beam pulse duration r^  is much longer than the 
electron       plasma       period        ITTIO)^,       where 

cOp = \A7te n^Im\     is the electron plasma frequency, 

and rip is the background plasma density. In the opposite 
limit, the beam pulse excites large-amplitude plasma 
waves. The analytical formulas derived in this paper can 
provide an important benchmark for numerical codes, and 
provide scaling relations for different beam and plasma 
parameters. 

INTRODUCTION 
Neutralization of the ion beam charge and current by 

a background plasma is an important issue for many 
applications involving the transport of positive charges in 
plasma, including heavy ion inertial fusion, positrons for 
electron-positrons colliders, high-density laser-produced 
proton beams for the fast ignition of inertial confinement 
fusion targets, etc. 

There are many critical parameters for ion beam 
transport in the target chamber, including beam current, 
type of ion species, radial and longitudinal profiles of the 
beam density, chamber gas density, stripping and 
ionization cross sections, etc. This necessitates an 
extensive study for a wide range of parameters to 
determine the conditions for optimum beam propagation. 
To complement numerical simulation studies, a number of 
reduced models have been developed. Based on well- 
verified assumptions, reduced models can yield robust 
analytical and numerical descriptions and provide 
important scaling laws for the degrees of charge and 
current neutralization. 

The electron response jfrequency is of order the 

electron plasma frequency,   co^ = {Anripe^ /m^'j   , where 

n^  is the background plasma density. For heavy ion 

fusion applications, the ion pulse propagation time 
through the chamber is much longer than the inverse 
electron plasma frequency ft^^'. Therefore, a beam- 

plasma quasi-steady state forms during beam propagation. 
The initial step of the study is to describe the steady-state 
propagation (in the beam frame) of an ion beam pulse 
through a background plasma. 

The case where the beam propagates through a cold 
plasma, with the plasma density large compared with the 
beam density, can be studied by the use of linear 
perturbation theory [1]. Here, we focus on the nonlinear 
case where the plasma density has an arbitrary value 
compared with the beam density, and correspondingly, the 
degrees of current and charge neutralization are arbitrary. 
The transport of stripped, pinched ion beams has also 
been discussed in [2], where the assumptions of current 
and charge neutrality were made to determine self- 
consistent solutions for the electric and magnetic fields. 
Rosenbluth, et al, have considered the equilibrium of an 
isolated, charge-neutralized, self-pinched ion beam pulse 
in the absence of backgroimd plasma [3]. In contrast, we 
consider here the case where "fresh" plasma is always 
available in front of the beam, and there are no electrons 
co-moving with the beam. 

In a recent calculation [4,5], we studied the nonlinear 
quasi-equilibrium properties of an intense ion beam pulse 
propagating through a cold background plasma, assuming 
that the beam pulse duration r^ is much longer than the 
inverse electron plasma frequency, i.e., co^r^ »1. In the 

present study, we generalize the previous results to 
general values of the parameter a) r^. 

BASIC EQUATIONS FOR ION BEAM 
PULSE PROPAGATION IN 
BACKGROUND PLASMA 

In most applications, the background plasma 
electrons are cold - the electron thermal velocity is small 
compared with the directed beam velocity. Particle-in-cell 
simulations show that in most cases the electron flow is 
laminar and does not form multistreaming. Thus, the 
electron cold-fluid equations can be used for the electron 
description, and thermal effects are neglected in the 
present study. The electron fluid equations together with 
Maxwell's equations comprise a complete system of 
equations describing the electron response to a 
propagating ion beam pulse. The electron cold-fluid 
equations consist of the continuity equation. 
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|^+V-(«.VJ = 0, (1) 

and the force balance equation, 

^+(V,-V)p, = -e[^E+iv,xBJ, (2) 

where -e is the electron charge, Ve is the electron flow 
velocity, p^ = yjn^^ is the average electron momentum, 
m^ is the electron rest mass, and y^ is the relativistic 
mass factor. Maxwell's equations for the self-generated 
electric and magnetic fields, E and B, are given by 

VxB = ^{Z,«,V,-«,Vj + i^, (3) 
c ht 

c 3/ 
(4) 

where Vb is the ion beam flow velocity, n^ and n^ are the 
number densities of the plasma electrons and beam ions, 
respectively (far a way from the beam n^ -> K^ ), and Zj 

is the ion beam charge state. The plasma ions are assumed 
to remain stationary with J^- = 0 and «. = n . The 

assumption of immobile plasma ions is vaHd for 
sufficiently short ion pulses with 2/j <r^^Mlm^ [4]. 

Here, r^ and 1\ are the ion beam radius and length, 
respectively, and M is the plasma ion mass. 

Considerable simplification can be achieved by 
applying the conservation of generalized vorticity £2 [4]. 
If £2 is initially equal to zero ahead of the beam, and all 
streamlines inside of the beam originate from the region 
ahead of the beam, then Q. remains equal to zero 
everywhere, i.e., 

£i = Vxp^--B = 0. (5) 
c 

Substituting Eq.(5) into Eq.(2) yields 

^+Vi:,=-eE, (6) 

where K^={y^-\)m^c^ is the electron kinetic energy. 
Note that the inertia terms in Eq.(6) are comparable in 
size to the Lorentz force term and cannot be omitted. 
Estimating the self-magnetic field from Eq.(5), we 
conclude that the electron gyroradius is of order the beam 
radius. This is a consequence of the fact that the electrons 
originate from the region of zero magnetic field in front of 
the beam. If most electrons are dragged along with the 
beam and originate from the region of large magnetic 
field, the sitaation may be different [3,6]. 

APPROXIMATE SYSTEM OF 
EQUATIONS FOR LONG CHARGE 

BUNCHES (4 »r,) 

We use the assumption of a long ion pulse (4 » r^), but 
relax the assumption of a dense beam used in [4,5], i.e., 
the condition V^ Ico^ « l^. 

The typical longitudinal scale of electron density 
perturbations is    V^la^. If    VJa^ » r^, the main 
variations are in the radial direction, and longitudinal 
derivatives can be neglected in comparison with the radial 
derivatives in Poisson's equation. This gives for steady- 
state beam propagation 

K-vJ-t^^-l{m/^)-i), (7) 
dz    r dr 

1 ^ 
-T-C'-^r) = 4;re(Zj/i4 +« -«J, 
r ar '^ 

[v. oz or 

(8) 

(9) 

It follows from Eq.(5) for cylindrically synmietric beams 
that the azimuthal self-magnetic field is determined in 
terms of the longitudinal flow velocity, which gives 

3p 
(10) B = -'- 

3r 
1 3    3 4;re-„    ,^       ,^ > 

(11) 

Equation (11) describes the longitudinal electron flow 
velocity and determines the degree of current 
neutralization of the beam. In Eq. (11), we neglected the 
displacement current. The displacement current can be 
comparable   with   the   electron   current   if   V^lco is 

comparable with 4. However, in this case both the 
displacement current and the electron current are small 
compared with the other terms in Eq. (11). 

Numerical solutions of the system of equations 
consisting of Eqs. (7) - (9) and Eq.(ll) are presented in 
[7] and [8]. In Fig.l, we present a detailed comparison of 
the fluid and PIC results. The fluid results of Eqs. (7) - (9) 
and Eq. (11) agree well with the results of the two- 
dimensional electromagnetic PIC simulations described in 
[4]. 

In the linear case, when n^ » Z^n^, the equation for 

electron plasma oscillations is given by [4] 

K^»e+(^l("e-Z,n,-»,) = 0. (12) 

Equation (12) is readily recovered from the linearized 
version of Eqs.(l) and (2) and Poisson's equation, and is 
not restricted by any requirements on the beam radius. It 
can also be derived from Eqs. (7) - (9) when the nonlinear 
terms are neglected. Because the reduced model 
consisting of Eqs. (7) - (9) andEq. (11) gives the same 
results in the limit VJoi, » K, and in the linear case 

where n^ » Z^rii,, it also works well in the intermediate 

case where V^lco^~r^, as can be seen in Fig.l. For 

ni,>np, the plasma waves break [4]  as shown in 

Figure 2. The utilization of the  cold-fluid model is 
therefore limited by the wave-breaking condition. 

The approach used here can be generalized to the 
case of a nonuniform, nonstationary, warm electron fluid, 
and forms the basis for a hybrid, semi-analytical approach 
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Figure 1 Neutralization of an ion beam pulse during steady-state 
propagation of the beam pulse through a cold, uniform, 
background plasma. The figure shows comparisons between the 
PIC simulations and the fluid description. The beam propagates 
in the y-direction. The beam density has a flat-top profile, and 
the red lines show the beam pulse edge. Shown in the figure are 
color plots of the normalized electron density (njnp) for particle- 
in-celi simulations (top left) and the fluid model consisting of 
Eqs. (7) - (9) and Eq. (11) (top right) in (xa^/c ,yO)^/c) 

space. The lower figure shows the normalized electron density 
(njiip), and the normalized longitudinal current (jy/eripc) in the 
beam cross-section at x=0 (lowest curves). The brown contours 
in the upper figure show the electron trajectories in the beam 
fiane. The beam velocity is Vi,=0.5c, and the beam density is 
«i=0.5np. The beam dimensions correspond to ^^=0.1 c/ci)   and 

h=l.Oc/o)„. 

to be used for calculations of beam propagation in the 
target chamber. This research is now underway. 

In summary, the analytical results agree well with the 
results of PIC numerical simulations for ion beam charge 
and current neutralization. The visualization of the data 
obtained in the numerical simulations shows complex 
collective phenomena during beam entry into and exit 
from the plasma, and will be described in future 
publications. Further visualization is also available on the 
website [9]. 
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Figure 2 Electron phase space for ID simulation of beam 
entering the plasma at t^O. Here, 4=301Va)p and nt = 2np. The 
times after entering the plasma plug correspond to (a) t=113/<ap, 
and (b) t=245/cOp. 
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INTENSE SHEET BEAM STABILITY PROPERTIES 
FOR UNIFORM PHASE-SPACE DENSITY* 

Edward A. Startsev and Ronald C. Davidson, 
Plasma Physics Laboratory, Princeton University, Princeton, New Jersey 08543 

Abstract 

A self-consistent one-dimensional waterbag equilibrium 
f°{x,px) for a sheet beam propagating through a smooth 
focusing field is shown to be exactly solvable for the 
beam density n°{x) and space-charge potential 4i°{x). A 
closed Schrodinger-like eigenvalue equation is derived for 
small-amplitude perturbations, and the WKB approxima- 
tion is employed to determine the eigenfrequency spec- 
trum as a function of the normalized beam intensity Sj, = 
w^5/7^a;^j_, where 2^^ = A-KUbel/jbrnb is the relativis- 
tic plasma frequency-squared and rib = nb{x = 0) is the 
on-axis number density of beam particles. 

SHEET BEAM EQUILIBRIUM WITH 
UNIFORM PHASE-SPACE DENSITY 

We consider an intense sheet beam [1], made up of parti- 
cles with charge Cb and rest mass rub, which propagates in 
the z-direction with directed kinetic energy (7;, — l)mb(P 
and average axial velocity VJ, = /Jjc = const. Here, 
76 = (1 — 0b)~^^^ i^ *^ relativistic mass factor, c is the 
speed of light in vacua, and the beam is assumed to be uni- 
form in the y- and z- directions with d/dy = 0 = d/dz. 
The beam is centered in the x - direction at x = 0, and 
transverse confinement is provided by an applied focusing 
force, Ff°'^ = —7i,m6a;|j^x, with u}pj_ = const in the 
smooth focusing approximation. The transverse dimension 
of the sheet beam is denoted by 2xb, and planar, perfectly 
conducting walls are located at a; = ±Xw The particle mo- 
tion in the beam frame is assumed to be nonrelativistic, and 
we introduce the effective potential ip{x,t) defined by 

'^{x>t) = 7ilbmb^li_x^ + —eb<f>{x,t). 
^ lb 

(1) 

The Vlasov-Maxwell equations describing the self- 
consistent nonlinear evolution of fbix,Px,t) and '>p{x,t) 
can be expressed as [2] 

d 1 — —]fb dx dpx ' 
0, (2) 

and 
47re? r dpxfb (3) — =y,mbu;^^       ^2 

As an equilibrium example (d/dt = 0) that is analyti- 
cally tractable, we consider the choice of distribution func 
tion 

FbiHj.) = 
Ub 

{8jbmbH±y/^ 
e{Hx-Hj,),       (4) 

• This research was supported by the U. S. Department of Energy. 

where H± = p^ 727;,mj,+ip°{x) is the transverse Hamilto- 
nian, 0(x) is the Heaviside step-function, and n^, Hx are 
positive constants. Evaluating the number density n°(a;) = 
/f^ dpx Fb {H±), we readily obtain 

-   ll/2 

I 0, 
-Xb <X < Xb, 

\x\ > Xb. 

(5) 
Here, the location of the beam edge (x = ±Xb) is deter- 
mined from 

i;°{x = ±Xb) = Hx, (6) 

where ^'''(a; = 0) = 0 is assumed. It is useful to introduce 
the effective Debye length Ap defined by 

Ap — 
.2j>2 ^fHs.    l7ggg 

Airfibel •^^Ib 
(7) 

Here, VQ = (2fl'x/76"i6)^^^ is the maximum speed of a 
particle with energy Hx as it passes through a; = 0. Sub- 
stituting Eq. (5) into Eq. (3) then gives 

dx^ \ Hx J     >^l [sb Hx J 

1/2 

(8) 

in the beam interior {—Xb <x <Xb). Equation (8) is to be 
integrated subject to the boundary conditions [V)"] ^_Q = 
0 = [difj^/dx] ^g. For physically acceptable solutions to 
Eq. (8), the condition [d'^rp^/dx'^] ^^^ > 0 imposes the re- 
quirement that Sb lies in the interval 0 < s^ < 1, where 
Sb = ^pbhb'^'pL- The regime s;, < 1 corresponds to 
a low-intensity, emittance-dominated beam, whereas the 
regime s^ —> 1 corresponds to a low-emittance, space- 
charge-dominated beam. In solving Eq. (8), it is convenient 
to introduce the dimensionless variables defined by 

X = 3) V^(X) = 
V'°(x) 

HL ■ 
(9) 

Substituting Eq. (9) into Eq. (8), integrating once, and en- 
forcing [i^°] ^^0 = 0= [a^Vax] ^^0, gives 

\[%) -h^A\^^-^f" (10) 

in the interval -Xb/Xo < X < Xb/Xp- Equation (10) 
can be integrated exactly to determine X as a function of 
(1 _ ^0)1/2 ^ n^{X)/nb [see Eq. (5)]. We express X = 
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.20    -„ 
J^ d^7(#°/dX), change variables to ^ = (1 - V^0)i/2, 
and make use of Eq. (10). This gives [1,3] 

X = 3^/2 
7(1-^0)1/2 

zdz 
/=[(l-z)(a+-z)(^-a-)]i/2' 

(11) 
where a"*" and a   are defined by 

LINEARIZED EQUATIONS AND 
STABILITY ANALISIS 

The linearized Vlasov-Maxwell equations can be ex- 
pressed as [2] 

dSj) dFb 
dx dH± 

a± = -^{3-2s6±[3(3 + 4s6-4s?)]i/2}.      (i2)     and 
6l{j: -—rSrib, 

lb 

,   (16) 

(17) 
From Eqs. (6) and (11) we obtain a closed expression for 

a^t/AD in terms of the normalized beam intensity Sfc for the where (5Tii,(a;,f) = /f° dpxJ/;, is the perturbed number 
choice of equilibrium distribution function in Eq. (4). The density of beam particles. In analyzing Eqs. (16) and (17), 
areal density of the beam particles, Nt = J^l^ dxn^{x), it is convenient to change variables from {x,px,t) to the 
for the density profile in Eq. (5) can be expressed as new variables (a;', H±,T) defined by [1] 

Nb = 2ni, /    dx[l - i}°{x)/Hi_Yl^.        (13) 
Jo 

Some algebraical manipulation that make use of Eqs. (9), 
(10) and (13) gives 

^ = *'        ^- = W'-''^''^"^-   ^^'^ 

^b     ^31/2-^g 
2nhXh Xi f Jo 

Substituting Eqs. (18) into Eqs. (16) and (17) gives for 
the evolution of the perturbations 5fb{x',H±,T) and 
6ip{x',T), 

z^dz 
[{l-z){a+-z){z-a-)]^/2' 

(14) 
where xt/Xo is determined from Eq. (11). Note that 
Nbl2nbXb depends only on the dimensionless inten- 
sity parameter Sb.   Typical normalized density profiles 

( d d\ 
5fb = V: 

dStp dFb 
dx' dH_L' 

—,H = --^^nb. 

(19) 

(20) 

In Eq. (19), Vx = +v{H±,x') for the forward-moving 
particles with Vx > 0, and Vx = -v{H±,x') for the 
backward-moving particles with Vx < 0, where 

/„„   V 1/2 p 
Vx = ±v{H^,x')^±(^) 

iP°{x') 

Hx 

Furthermore, 
0.2    0.4    0.6    0.8 

x/x 
dFb rib 

2'ybmbVo 
—S{Hx - Hi.), 

1/2 

(21) 

(22) 

Figure   1:    Plots  of the  normalized density  profile where VQ   =   (2HJ'-ibmbYl^.    Using Eqs. (19)-(22) 
2x6ng(x)/JV6 versus x/xb for different values of the nor- and introducing (5S^(X',T)   =   -{dldx')54>{x',r)   = 
malized beam intensity Sb corresponding to (a) Sb = 0.2, -{lll^b){d/dx')6tl}{x', T), after some algebraic manipu- 
(b) Sb = 0.9, (c) Sb = 0.99, (d) Sb = 0.999, (e) Sb = '^^ion we obtain [1] 
0.999999. 

2xbn'b{x)INb are illustrated in Fig.l for values of Sb rang- 
ing from Sb = 0.2 to Sb = 0.999999 [1]. Finally, defin- 
ing the equilibrium transverse pressure profile by P°(aj) = 
X!^dpx{plhbmb)fb, we readily obtain 

^,5Ex-vlNW)-^, N{^')^SEx 

'"^Pf. 

Pbi^) = ^nbHs. 
\_nx) 

H± 

3/2 

(15) 

= —^Nix')6Ex, (23) 
% 

where N{x') is the (dimensionless) profile shape function 
defined by 

Comparing Eqs. (5) and (15), note that Ffix) = 
const[n°{x)]^, which corresponds to a triple-adiabatic 
pressure relation. 

N{x') = 1 
i;°{x') 

H± 

1/2 

(24) 

In  the   analysis   of  Eq.   (23),   we  make  use   of 
a normal-mode approach and express SEX{X',T)    — 
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5Ex{x',u)) exp {-iur), where u is the (generally com- 
plex) oscillation frequency. Equation (23) can be repre- 
sented in a convenient form by introducing the angle vari- 
able a defined by 

1— = f£o X' 
2 X6      vo     ' 

(25) 

where X' and WQ are defined by 

dx' 

Jo N{x'y 
-0 = 1^, (26) 

where Xj = X'{xt). Substituting Eq. (25) into Eq. (23) 
gives the eigenvalue equation 

Wn 
a^ .s 

da^ 
5E^ + 

'6 
6E^ = 0.       (27) 

Equation (27) is to be solved over the interval —7r/2 < 
a < 7r/2 subject to the boundary conditions 6Ex{a = 
±-!r/2,Lj) = 0. Substituting Eqs. (10) and (24) into Eq. 
(25) gives 

a=![:^3i/2 [^ dz 

[{l-z){a+-z)iz-a-)]y^' 
(28) 

where a* is defined in Eq. (12). Some algebraical manip- 
ulation gives exactly for the inverse function N{a) 

N{a) 
■ a^K^sri^ {^tA'^r,^) 

(f^[-4-]^^«) 
(29) 

where sn{j3, K) is the Jacobi elliptic sine function and K = 
[(1 -a+)/(a+ -a-)]i/2. in Eqs. (28)-(29), the "stretched" 
half-layer thickness {Xt) measured in units of the Debye 
length (AD) is given by 

Xh 2  3^^"^ I \ 
X^ = (a+-.-)V^^ H'^ («Va+)-^/^ K) ,  (30) 

where F is the elliptic integral of the first kind. Using 
the expression for N{a) in Eq. (29), the eigenvalue equa- 
tion (27) can be solved numerically for SEx{a, cj) and the 
eigenvalues uP subject to the boundary conditions Ex{a = 
±7r/2, w) = 0. An approximate expression for the eigen- 
values of the Schroedinger-like equation (27) can be ob- 
tained in the WKB approximation. The Bom-Zommerfeld 
formula, when applied to Eq. (27), gives 

^r^^Jf2v^y_Ar(a) 
76W0 J-^/2 \  i^pb   J 

1/2 

: 7rm,   (31) 

where w^ is the mth-mode eigenfrequency with m half- 
wavelength oscillations of SE^ over the layer thickness. 

Making use of Eq. (28), the result in Eq. (31) can be rewrit- 
ten as 

61/2 f dzjql-zy/^ _ 
'     Jo   [{l-z){a+-z){z-a-)V/2--^'     (^2) 

where qm and r are defined by Qm = uimli^pbhb) and 
»■ = «[(9m - «"'')/(9m - 1)]^^^- Equation (32) has been 

Figure 2: Plots of the normalized mode frequencies 
Wm/w/3x versus the on-axis (x = 0) tune depression 
V/VQ = (1 - Sfc)^/^ for several values of mode numbers 
m = 1,2,3,4. The dotted curves are the numerical so- 
lutions of the eigenvalue equation (27); the solid curves 
are the solutions obtained in the WKB approximation [Eq. 
(32)]. 

solved numerically [1] for w^, and the results have been 
compared with the numerical solutions of the eigenvalue 
equation (27) (Fig. 2). In Fig. 2, the convention's such 
that there are m half-wavelength oscillations of 5Ex over 
the layer thickness. Note that low beam intensity (sb < 1) 
corresponds to V/VQ —»1, with Wm ^ mup±, whereas the 
space-chai;ge-dominated regime (sj, -+ 1) corresponds to 
u/uo -^ 0, with Wm ^ w^x ^ i^pb/jb- 

To summarize, we have demonstrated that the self- 
consistent waterbag equilibrium /^ satisfying the steady- 
state {d/dt = 0) Vlasov-Maxwell equations is ex- 
actly solvable for tihe beam density n^{x) and electro- 
static potential ^°{x). In addition, we derived a closed 
Schroedinger-like eigenvalue equation for small-amplitude 
perturbations {6fb,5^) about the self-consistent waterbag 
equilibrium in Eq. (4). In the eigenvalue equation, the den- 
sity profile ng(x) plays the role of the potential V{x) in 
the Schroedinger equation. The eigenvalue equation was 
investigated analytically and numerically, and the eigenfre- 
quencies were shown to be purely real. 
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RF MODES IN THE PEP-II SHIELDED VERTEX BELLOWS* 

A. Novokhatski" and S. Weathersby, SLAC, Stanford, CA 94309, USA 

Abstract 
Experimental and simulation study of RF modes were 

carried out for the complicated geometry of the shielded 
vertex bellows near the IP region of the PEP-II B-factory. 
A beam position monitor button electrode located 50 cm 
from the bellows provides a signal for spectrum 
measurement. Calculations indicate monopole, dipole and 
quadrupole modes can exist in the bellows structure near 
tiie experimentally observed frequency region of 5 GHz. 
The observed modes are correlated to the bellows heating. 
The beam-generated fields are scattered by the masks, 
taper and axial offsets and heat the bellows by coupling 
through the RF shield fingers. 

INTRODUCTION 
The PEP-II B-Factory collides 1.7 A of 3 GeV 

positrons with 1.0 A of 10 GeV electrons, in trains of 
several hundred bunches. The bunch length is 1.3 cm. 
Within the BaBar detector near the IP, where the two 
beams share a common vacuum chamber, anomalous 
heating is observed at thermocouples situated on a 
shielded bellows structure at the juncture of a beryllium 
beam pipe with a copper vacuum chamber. The heating is 
determined to be due to higher order modes [1]. A signal 
from a nearby BPM was used to measure the spectrum of 
the fields excited by the beams. These observations reveal 
several high Q modes correlated with the bellows 
temperature. Computer calculations have found 
eigenmodes which can exist in the bellows structure near 
the observed frequencies. Further calculations are 
performed modelling the vacuum chamber and bellows 
together in 3D as coupled cavities from which coupling 
parameters are obtained for the dipole and quadrupole 
modes. This study complements and extends the 
pioneering work carried out by Stan Ecklund et al. [1] 
during the last physics run. 

themiocouple 

Figure 1: Bellows structure and vacuum chamber showing 
synchrotron masks and site of thermocouple with high 

temperature readings. 

THE BELLOWS STRUCTURE 

Figure 1 gives an overview of the bellows area. 
Positrons are incident from the left, electrons from the 
right. The IP is located roughly 20 cm to the right of the 
bellows. The bellows are shielded from the beam chamber 
by a series of 16 metal fingers azimuthally separated by 
gaps or slots. The variations in the beam pipe vertical 
cross section couple the beam field and high order 
transverse modes. It is the transverse modes which are 
expected to couple into the bellows through slots between 
the fingers. The slots are made to vary in length from 10 
to 13 mm in response to thermal expansion and 
contraction of surrounding structures. During a recent 
maintenance period the vertex chamber was extracted 
from the BaBar detector and the slots were found to be 
fully extended at 13 mm. 
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Figure 2: FFT of a gated oscilloscope BPM button signal 
in the gap between trains. The circled peaks show 
amplitude correlation with the thermocouple temperature. 

SPECTRUM MEASUREMENTS 
The colliding bunch trains have an intervening gap of 

about 350 ns required for the ramp-up of an abort kicker 
and the clearing of ions for the electron ring. A beam 
position monitor button electrode located 50 cm from the 
bellows provides a signal to a HP54120 high frequency 
oscilloscope and a R&S gated spectrum analyzer. The 
signal is gated in time to coincide with the gap where no 
beam is present. An FFT of the oscilloscope signals is 
shown in figure 2. To calculate the equivalent Q-factor 
the amplitudes are measured in small time windows at the 
beginning and the end of the gap. 

The same spectrum was also observed with the gated 
spectrum analyzer. Within a forest of peaks in the 5 GHz 
region several modes are identified as having amplitudes 
correlated with the bellows temperature. The amount of 

Work supported by Department of Energy contract DE-AC03-76SF00515. 
"novo@slac.stanford.edu 
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thermal power dissipated in the bellow vs. time was 
calculated from the temperature data. In figure 3 this 
calculation is compared with the amplitude of one of the 
peaks. 

05/03/02 B-side 

|-^f=5593274 — HeatAmpl. 

12:00  12:20  12:40   13:00  13:20  13:40  14:00  14:20  14:40 
Figure   3:   Estimated   thermal   power   (pink)   from 
thermocouple data and measured peak amplitude (blue) of 
a 5.6 GHz mode vs. time. 

The figure mcludes data from a beam abort in which 
one of the beams was lost followed by a subsequent loss 
of the remaining beam. The slow rise after the beam loss 
reflects filling the rings back to nominal currents. The 
data indicate contributions from both beams to the heating 
and mode power. 

MAIN MODES 
Two dimensional eigenmode calculations are 

performed for the bellows cavity. The fingers and beam 
chamber are not modelled in this calculation. We found 
several modes in frequency range of 5-6 GHz. They are: 
monopole, dipole and quadrupole modes. Frequencies of 
first modes are given in table 1. 

Monopole 4.75 GHz 7.22 GHz 8.05 GHz 
Dipole 5.46 GHz 8.37 GHz 9.44 GHz 
Quadrupole 6.19 GHz 8.82 GHz 9.78 GHz 

Table 1: Eigenmode frequencies. 

IP Bellow model (open 13 nan bettoeen flanget) 

Viamlength-e:l.2lmm   RxZr: 46.05x 22.25 Frequency^   4.746GHz    S 

S7i SLUCStmfari 

Figure 4: Monopole 4.75 GHz. Magnetic energy density. 

The monopole mode is computed using a proprietary 
code NOVO [2]. The magnetic field energy density for 
the monopole mode integrated over the azimuthal angle is 
shown in figures 4. 

Dipole and quadrupole modes are obtained with 
MAFIA [3]. The magnetic field energy density for dipole 
and quadrupole modes are shown m figures 5-6. There is 
high energy density at the bottom of the bellows 
convolutions for the dipole and quadrupole case. This 
magnetic energy density corresponds to large longitudinal 
magnetic flux. 

J. t40C-D2 

5. iSi-lS <, £-t£-M 

I.llOE-O 2.220E-D3 

^^^S^^^^ -smi 
l.t)9£-I3 ;,50C:-t3 

Figure 5: Dipole 5.46 GHz. Magnetic energy density. 
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Figure 6: Quadrupole 6.19 GHz magnetic energy density. 
The scale is truncated at the high end to enhance the 
density pattern in the hot spots. 

COUPLING STUDIES 
So far we have determined the existence of modes in 

the bellows cavity which are likely responsible for the 
observed heating. To examine a possible excitation 
mechanism we now construct an iimer beam cavity with 
slots in its outer walls linking the outer bellows cavity in 
its simple coaxial configuration. The evolution of a 
particular mode in each cavity is observed as the 
longitudinal dimension of the beam cavity is varied. The 
bellows cavity dimensions are held fixed in these studies. 
Furthermore, the slots are kept at the center of the 
longitudinal dimension of the beam cavity, to minimize 
the effect of the cavity walls. Within the regime where no 
coupling is present, the bellows cavity frequency remains 
constant while the beam cavity frequency changes with 
the change in length. If there is no coupling, the change in 
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the beam cavity frequency will have no effect on the fixed 
frequency of the bellows cavity. If there is coupling, one 
expects a shift in the bellows cavity frequency as the 
beam cavity frequency approaches the bellows cavity 
frequency. The closest approach of the two frequencies 
yields the degree of coupling. The larger the closest 
approach, the larger the coupling. We give the coupling as 
the minimimi frequency separation over the average 
frequency. Monopole mode coupling is not considered 
since the magnetic field lines are purely azimuthal, 
however, if the beam axis and the cavity axis are not 
parallel, a longitudinal coupling component will be 
introduced. The result for the dipole case is shown in 
figure 7. For a given slot size, frequencies of the dipole 
mode for both cavities and their difference are plotted as a 
function of beam cavity length The minimum frequency 
separation is 75 MHz yielding a 1% coupling. 

frequency vs chamber length 

7.2 

separation vs chaml)er length 

-15      -14      -13 
chaml>er length change (mm) 

-15      -14      -13 
chamtier length change (mm) 

Figure 7: Dipole mode frequency for the beam and 
bellows cavities and their difference as a function of beam 
cavity length for a slot width. 

Typical plot for the dipole modes in the beam chamber 
and bellows cavity is shown in figure 8. 

-l.St»-OS l.SUE-Oi t.OldB-O: 

Figure 8: Dipole electric field in the beam cavity (left) 
and bellows cavity (right). 

As shown in figure 9 for the quadrupole case, a minimum 
difference in frequency of 229 MHz indicates a higher 
degree of coupling of roughly 2%. 

To extrapolate, we investigate coupling for different 
slot widths. The minimum frequency separation as a 
function of slot size for the quadrupole modes is shown in 

figure 10, where the horizontal axis is the fractional width 
of the real slot width of 0.81 mm. 

frequency vschamlwr length separation vs chaml)er length 

-14 -12 -10-8-6-4 
chamber length change (mm) 

-14 -12 -10-8-6-4 
chamber length change (mm) 

Figure 9: Quadrupole mode frequency for the beam and 
bellows cavities and their difference as a fiinction of beam 
cavity length. 

The data is fitted with an analytic expression derived 
from electric and magnetic polarizabilities of small 
apertures [4] which is given in terms of slot width w and 
length / and inversely proportional to ln(4//w) —1. 
Both the data and fit are fairly linear and flat in the region 
of interest. Practically speaking, reduction of coupling for 
the quadrupole modes by narrowing the slots is not 
feasible. 

xio° minimum frequency separation vs slot width 

1 1.5 
slot width fraction 

Figure 10: Coupling (+) and analytic expression (solid 
line) vs. fractional slot width. 
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CHARACTERISTICS OF PULSE COMPRESSION IN LASER PULSE 
AMPLIFICATION BY STIMULATED RAMAN BACKSCATTERING* 

Jincheol B. F. Kim ^'^ Hae June Lee'', Hyyong Suk \ In Soo Ko * 
^Department of Physics, POSTECH, San-31, Hyoja-dong, Pohang, Kyoung-buk, 

790-784, South Korea 
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Seongju-dong 28-1, Changwon, 641-120, South Korea 
Abstract 

The characteristics of pulse compression during the 
laser pulse amplification using a counter-propagating 
pimip and plasmas have been investigated using a one- 
dimensional fluid model of stimulated Raman 
backscattering. The pulse widths of the amplified laser at 
the front and rear half are examined in terms of the initial 
amplitudes of the pump and the seed, and the ratio of the 
electron plasma frequency to the laser frequency. The 
pulse widths have a common scaling behaviour in time 
over the considered parameter regime. The scaling 
exponents of the pulse widths during broadening and 
compression are all the same as 1.0. The pulse 
compression scaling shows a reciprocal behaviour to the 
peak energy growth. 

INTRODUCTION 
It was suggested that a short laser pulse (seed) of low 

energy can be amplified with a coimter-propagating long 
laser pulse (pump) and a plasma by stimulated Raman 
backscattering (RBS) [1-4]. In this paper, we present 
simulation results on the characteristics of pulse 
compression during the amplification. 

ONE-DIMENSIONAL FLUID MODEL 
One-dimensional (ID) fluid model was used for the 

study of seed pulse amplification by RBS. The model 
follows the formulation of RBS in [1] and assumes a cold 
plasma. We do not consider the detuning term in this 
model. The governing equation for RBS for the case is 

^«"._v    ^ = lk ^a f 

Sflj 8a.       c.   o„ 
8t      '■' ax       4 ' »! 

-aj* 
(1) 

dt    ^-'dx     -      8 
where / = eEJmccOp is the normalized longitudinal 

electric field, and a^ = eEj/mcwi and Op = eEo/mccoo are 
the normalized electric fields for the seed and the pump, 
respectively, cj and ft, meet the matching condition, kf = 
ko + ki and a)o = o)i + cOp, where oij and ft,-are the angular 
frequency and the wave number of the pump (j = 0) and 
the seed 0 = 1), respectively, v^^- = c^k/oj is the group 
velocities for the seed (j=l) and the pump (j=0). In this 
study, we neglect the damping term and the relativistic 
nonlinear detuning term since |/| is much smaller than 1. 

A moving window was used to make computations 
faster. The moving window is on the frame of the seed 
and advances with the speed of Vg,;. The size of the 
moving window is about 500 nm to 2000 nm. The used 
grid size (Alc) ranges from 0.2 to 0.4 nm. It is small 
enough to observe the essential behaviour of ID fluid 
model using a quasi-static eikonal approximation to 
analyze the slowly varying amplitudes. The confronting 
boundary condition of the moving window to the pump is 
the initial amplitude of the pump (opo). The trailing 
boundary condition at the end of the moving window is 
just to discard the previous quantities as ordinary moving 
window simulations do. 

The initial spatial profile was set up in the moving 
window as the situation when the collision between the 
seed and the pump starts. It means that the interaction of 
the seed or the piunp only with a plasma is negligible, 
which is valid for a non-relativistic low intensity laser 
pulses. 

The time step is determined from the spatial grid size as 
At= C, {isc/vg_i) with an appropriate complement factor C„ 
which is typically close to 1.0. 

We investigated the time evolutions of the full width at 
the half maximum (FWHM), the peak energy, and the 
widths of the front and rear half of the seed, Df and D^ 
respectively. The wavelength of the pump {XQ) was set to 
be 0.532 \xm. The seed and the plasma wavelengths were 
set to meet the matching condition. The parameter (Dp /wi 
ranges from 0.02 to 0.25 by changing the plasma density. 
The initial pump amplitude, Opo, has a value from 0.003 to 
0.020 which corresponds to the laser intensities of 40 
TW/cm^ and 2 PW/cm^ with Xo = 0.532 |j,m. Opo can be 
adjusted by changing the laser intensity or spot sizes in 
experiments. The pximp is assumed to be a long square 
pulse with a pulse length {T^ of 20 ps. The initial seed 
amplitude was chosen to be from 0.001 to 0.020. The seed 
was assimied to be a Gaussian pulse in time domain, exp(- 
/^/r/), where r^ is from 0.2 to 1.0 ps. The initial FWHM is 
l.lSii. 

SIMULATION RESULTS 

Linear and Nonlinear Growth Regime and 
Pulse Compression 

Figure 1 shows the time evolutions of the peak energy 
of the seed and the compression of the seed during the 
amplification. It is known that the peak energy grows in 
two stages. First, the seed is amplified exponentially. 
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which is classified as a linear regime. In this regime, the 
seed broadens and the semi-log plot of the peak energy vs. 
time shows linear behaviour [Fig. 1(a)]. After the linear 
regime, the peak energy grows as f, which is classified 
as a nonlinear regime. The seed is compressed 
simultaneously in the nonlinear regime. The difference 
between the linear and the nonlinear regimes is associated 
with the depletion of the pump. The start of the nonlinear 
regime corresponds to the local depletion of the seed, 
which is followed, by the 100% depletion of the pump. 

10 ; 

12 
^^'-■'^ 

10 ^^'""^ 
y^ 

1 / 
?3l0" ^ j^ linear Regime 1 

/ 
% / / ■ 

P- / / r 
10 

■ / / 10 1 Nonlinear Regiine 

9 

4 6 

Time (ps) 

(a) 

(b) 

Figure 1: Time evolutions of (a) the peak energy and (b) 
the FWHM showing the linear and nonlinear regime of 
the seed amplification (apo = 0.01, a^o = 0.001, c^O; = 
0.002, Tf = 20 ps, Tj = 0.2 ps) 

Characteristics of the Pulse Compression 

The seed amplification happens along with the pulse 
compression in the nonlinear regime. It means that the 
characteristics of the pulse compression give us much 
information about the amplification of the seed. 

In order to investigate the characteristics of the pulse 
compression, we define two quantities, Df and Z)„ which 
are the normalized half width of the seed as follows: 

^/=- 

D=- V.i 

(2) 

(3) 
0"i 

where Xs is the position of the starting point of the seed, 
Xmcu is the maximum point of the seed, and x/j is the first 
zero-crossing position of the normalized vector potential 
of the seed (Oj). o; is the initial FWHM of the seed. 

Figure 2 shows the pulse broadening and compression 
in the fi-ont and rear half. Figure 2(a) shows the log-log 
plot of Df vs. time. The slope of these curves in 
compression phases does not very much. Figure 2(b) 
describes the log-log plot of Dr vs. time. Dr grows in / in 
the broadening regime. After then, Dr drops sharply at the 
start of the compression, and decreases as f'. The sharp 
drop of Dr comes from the local depletion of the seed. 

The broadening and the compression behaviours appear 
in common throughout parameter ranges of the initial 
seed amplitude a^o, the initial pump amplitude Opo, and co^ 
/a>j. However, Df with variation of aso shows slightly 
different behaviours fi-om those with the variation of other 
parameters. 

Figure 2 shows Df and Dr with different values of 
initial pump amplitude Opo- The larger Opo results in the 
shorter broadening regime. For Df, the slopes of the curve 
during the compression are the same for every Opo- The 
curve runs parallel to each other for different Opo's. The 
phenomenon is also shown for Dr in Fig. 2(b). However, 
in case of D^ curve, the slopes of the cvarves do not change 
during both the compression and the broadening phases. 
We can express these relationships as 

D, = r" , (during compression) 

D^=t^   , (during broadening)  (4) 
D^ = r' , (during compression) 

where v, 5, and t] were measured to be the same as 1.0. 
The difference between the behaviours of Df and Dr 

comes from the first local depletion of the seed following 
that of the pump. The fi-ont part of the seed is not affected 
by the depletion, and there is no discontinuity in the 
derivative of Z)/. At the rear part of the seed, there appear 
the zero-crossing points following the pump depletion. 
Emergence of the zero-crossing points is featured as the 
discontinuous derivative of D^. 

It takes some time until Df and Dr follow the 
relationship explained in Eq. (4) because of transient 
behaviours. The relationship is satisfied when the seed is 
separated into two pulses and enters the nonlinear regime. 

One more feature we should note in Dr is the linear 
behaviour during pulse broadening. Dr grows linearly 
with respect to time. It is connected with the counter- 
propagating pump with a constant velocity Vgo. As the 
pump evolves through the seed in the opposite direction, 
the rear end of the seed moves backward following the 
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front end of the pximp by stimulated RBS before the pump 
is totally depleted. It is the reason why D^ in broadening 
regime grows linearly. 

Figure 3 presents the time evolutions of Df and Dr in 
terms of cOp /coi. As c^ /©/becomes larger, the broadening 
regime becomes shorter and the compression starts earlier. 
In this case also, v, S, and 7 become constant to be 1.0 
with flie variation of o^ /ai. 

■ 

^^<\ 
\aptp 0.005 

\           \jpf 0.01 \^ 

Broadening             : Compression 
Regime                  j Regime 

10" 1 10 

Time (ps) 

(b) 
Figure 2: Broadening and compression regimes in (a) Df 
and (b) Dr with the variation of initial pump amplitudes, 
cipo (Oso = 0.005, w/coi = 0.002, Tp = 20 ps, r, = 0.2 ps) 

The variations of Opo. Cso, and (Op /coi are associated only 
with the starting time of compression. The larger Opo, a^o 
and (Op /ai result in the shorter broadening regimes, the 
more seed amplification, and the more pulse compression 
under the same interaction length. 

We observed that the exponents v, 8, and ;; are constant 
throughout the parameter ranges of the simulation. From 
our simulations, v, 8, and 7 are all equal to 1.0 in average. 
The fact is associated with that the growth rate of the peak 
energy in nonlinear regime is equal to 1.0. It means that 

the peak energy in nonlinear regime grows reciprocally to 
the compression of the seed. Therefore, the total energy 
proportional to the product of the peak intensity and the 
pulse width is saturated for the amplified seed pulse. 

<»l/<"l =0.09 

0>|/<«>1 =0.14 
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Figure 3: (a) Df and (b) A curves in terms of different 
cOp/cDi's with the initial condition of a^o = 0.01, a^o = 
0.001, Tp = 20 ps, and ts = 0.2 ps. 
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EFFECT OF PREPLASMAS ON HIGH-ENERGY ION GENERATION BY 
AN INTENSE LASER PULSE IRRADIATED ON OVERDENSE PLASMAS 

Hae June Lee * Jincheol B. Kim, Changbum Kim, Guang-Hoon Kim, Jong-Uk Kim, Hyyong Suk, 
Korea Electrotechnology Research Institute, Changwon, 641-120, Republic of Korea 

Abstract 

High-energy ion generation from the interaction of an ul- 
trashort intense laser pulse with an overdense plasma slab is 
studied with fully electromagnetic and relativistic particle- 
in-cell simulation. With a properly designed underdense 
preplasma, we observed that the forward ion acceleration 
from the front surface can be enhanced. The momentum 
distribution functions of the accelerated ions are investi- 
gated with respect to the laser pulse intensity and the pre- 
plasma profile. 

INTRODUCTION 

With the fast development of laser technology, the rela- 
tivistic interaction of a super intense laser pulse with plas- 
mas attracted lots of interests in the society of particle ac- 
celerators. Advanced acceleration concepts using a laser 
pulse can be appUed for the generation of ions [1, 2, 3, 4] 
as well as electrons [5,6,7] due to the enhancement in the 
intensity and the pulse duration with the help of chirped 
pulse amplification (CPA) technique. 

Two mechanisms of forward ion acceleration from a 
solid target irradiated by an ultrashort intense laser pulse 
were introduced recently. One is the ion generation from 
the rear sirface [1,2], and the other is that from the front 
surface [3, 4]. The former is generated by hot electrons 
penetrating through the slab and has low emittance and 
high maximum energy. However, the energy spread of 
the accelerated ions is large. The latter is produced by a 
shock wave produced by the ponderomotive force of the 
laser pulse and has low energy spread. It was also reported 
that the advantages of both of them can be combined as the 
ions initially formed in the shock wave at the front surface 
reach the rear side of the exploding plasma layer and are 
further accelerated by the electric field produced by the hot 
electrons [8]. 

In this study, we investigate the effect of preplasmas on 
the formation of the ion shock wave in the front surface 
by using one-dimensional (Id) electromagnetic particle-in- 
cell (PIC) code (ID-XOOPIC) [9] and two-dimensional 
(2d) one (OSIRIS) [10] in order to achieve high maximal 
ion energy. 

SIMULATION PARAIVIETERS 
For Id simulation, we use a linearly polarized plane 

wave with a Gaussian profile, 

Ez{x,t) = jBoexp[-(a;-a;c)^/c^T|]sin(fca;-woi), (1) 

where -B^ is the transverse electric field, EQ is the maxi- 
mum electric field, Xc{t) is the center position of the laser 
pulse, Wo is the frequency, k is the wavenumber, and TL 

is the pulse duration of the laser pulse. The wavelength in 
vacuum is set to AQ = 27r/fc = 1 /^m and the full width at 
half maximum (FWHM) is calculated as 1.18 CTL, where 
c is the speed of light. For 2d simulation, the laser pulse 
is linearly polarized and has a Gaussian profile also in the 
transverse direction. 

The laser intensity is represented as a normaUzed vector 
potential, 

.a=-^, (2) 
mcwo 

which can be expressed with the laser intensity (/) as 

a = 0.85 X IQ-^XoVl. (3) 

* E-mail address : leehj@keri.re.kr. This work is supported by the Cre- 
ative Research Initiatives of the Korea Ministry of Science and Technol- 
ogy- 

Here, / is in W/cm^ and AQ is in /zm. The target is as- 
sumed to be a fully ionized cold plasma slab with thick- 
ness of 2 /xm composed of protons and electrons with den- 
sity of He- Mainly ne = 10^^ cm~^ = 90 Uc is used 
in the simulation, where Uc is the critical density of the 
laser pulse. The electron plasma frequency for this case is, 
Wp = (nee^/eom)^/^, which is about ten times larger than 
the laser frequency, UIQ. Here, e, CQ, and m are the elemen- 
tary charge, the vacuum permittivity, and the electron mass, 
respectively. 

For Id simulation. The simulation domain was set to 
have a length of 100 fim and the target is located at XQ 

= 50 /im. A laser pulse is launched from the left side of the 
simulation domain at i = 0 and propagates toward the tar- 
get. The grid size is Ax = 3.9 nm (256 cells per one wave- 
length) and the time step is At = 0.0065 fs (Ax/At = 2c). 
Note that UpAt « 0.12 < 1.0, which is small enough 
to simulate the electron motions in the overdense plasma 
regime. 

For 2d simulation, however, simulation time becomes 
very long to calculate with the same size of simulation 
domain as that of Id case. Therefore, we simulated the 
case of Tie = 10^^ cm"^ = 9 ric instead of rie = 10^^ 
cm~^ just in order to confirm that the tendency of Id and 
2d simulation results are almost similar. The grid size is 
Ax — 31.3 nm (32 cells per one wavelength), and the time 
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step is At = 0.076 fs (Ax/At = 1.38c) for 2d simulation. 
In this case, ujpAt « 0.44 < 1.0. For a higher plasma 
density, the grid size should be reduced. 

In order to represent wide density ranges of the pre- 
plasma, we used varying ratios of the simulation particles 
to real particles. Because of small collision cross sections 
for fast moving particles, the collisions of electrons and 
ions with neutrals are neglected. 

1 1            ™T" 

197 fe 

1 3.0 - 
\ 

10 . , 
1 

n 

i 
* 
(a) 

4.0 

•r- 
I   3.0 

I   1.0 

50 51 52 

x((un) 

203 fs 

£: 
(C) 50 

4.0 

"i   3.0 1- 

51 52 

xOun) 

v   1— 

210 fs 

k- 
■ 

r 
(e) 50 51 52 

xftffln) 

Figure 1: Shown are the profiles of the ion (solid) and elec- 
tron (dashed) densities [(a), (c), and (e)] and the longitu- 
dinal electric field [(b), (d), and (f)] at different time. The 
dotted line in the density profiles shows the initial plasma 
profile. Simulation parameters are a = 10, TL = 10 fs, and 
Tie = 9 Tic. 

RESULTS 

Figure 1 shows the evolution of plasma density and lon- 
gitudinal electric field in Id simulation. When the laser 
pulse has been incident on the plasma slab, electrons are 
pushed by the ponderomotive force of the intense laser 
pulse and the charge separation produces strong longitu- 
dinal electric field as shown in Figs. 1(a) and 1(b). Due 
to the strong electric field, ions begin to move, and some 
electrons are pulled backward while hot electrons propa- 
gates inside the slab as shown in Figs. 1(c) and 1(d). Even 
after the laser pulse has been reflected back, the hot elec- 
trons penetrate through the plasma slab and make strong 
electric field also in the rear side. Finally, there are three 
types of ion acceleration which are the backward ion accel- 
eration (BIA) at the front side, the forward ion acceleration 

at the rear side (FIAR), and the forward ion acceleration at 
the front side (FIAF) [8]. As shown in Fig. 1(e), the ion 
density in FIAF is high, and thus it is possible to increase 
the total amount of charges of the ion beam if we can utilize 
FIAF properly. 

Figure 2: Density profile of the ions at (a) t = 239 fs and 
(b) t = 292 fs. Simulation parameters are o = 5, TL = 10 
fs, and rie = 9 ric. 

With the same parameters, we observed that the 2d simu- 
lation results at the center plane of the Gaussian laser pulse 
agree qualitatively well with those shown in Fig. 1. Figure 
2 shows the 2d ion density profiles at later time far after the 
laser pulse has been reflected. BIA, FIAR, and FIAF are 
clearly recognized in Fig. 2(b). 

We investigated the effect of underdense preplasmas 
which can be generated by a prepulse. The preplasma is 
formed in front of the target and assumed to have an expo- 
nential density profile, n{x) = nie''(^~^°\ over range of 
10 /xm. Here, ni is the maximum density of the preplasma, 
xo is the location of the plasma slab, and is the scale fac- 
tor of the preplasma profile. In the simulations, we set to 
be 0.69 fMirr^, and varied ni from 10~^nc to 0.9 Uc. Note 
that the coUisionless skin depth is w c/ujp = 0.0168 /im 
for He = 10^^ cm~^, which is much shorter than the target 
thickness of 2/im. 

Figure 3 shows the enhancement of the ion acceleration 
at the front surface with the maximum preplasma density 
close to the critical density, ric- The maximum value of the 
ion momentum in the longitudinal direction, x. does not 
change much when m is small, but it increases more than 
30% when rii = 0.9nc compared with the case without 
the preplasma. The enhancement is caused by the electrons 
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Figure 3: Momentum-position phase space for the cases of 
(a) m = IQ-^ric and (b) m = 0.9nc at f = 253 fs, 287 fs, 
and 320 fs. Simulation parameters are a = 5, T£, = 10 fs. 

CONCLUSION 

We simulated high-energy ion generation from the in- 
teraction of ultrashort intense laser pulse with an over- 
dense plasma slab which has exponential-profiled preplas- 
mas. The forward ion acceleration from the front sxuface 
with the formation of an ion shock wave is investigated. 
The one-dimensional and the two-dimensional simulation 
results show the same tendency for the profile evolution 
of the plasma density and the induced longitudinal electric 
field. With a preplasma of which maximum density is close 
to the critical density of the laser pulse, the accelerated ion 
energy has been enhanced more than 30% compared with 
the case without preplasma. 

which is accelerated from the preplasma and penetrate into 
the plasma slab. They produces more strong longitudinal 
electric field at the front surface where the laser pulse is re- 
flected. It was observed that not only the maximum energy 
of FIAF but also that of FIAR increases with the preplasma. 
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Figure 4: Momentum distribution functions of the accel- 
erated ions for different laser intensities (a) without pre- 
plasmas and (b) with an exponential-profiled preplasma for 
n-i — 0.9nc. The profiles are measured at i = 247 fs. 

Figure 4 shows the comparison of the momentum distri- 
bution function with and without preplasmas. For both the 
cases, the maximal ion momentum increases as the laser 
intensity increases. Here, a is proportional to /^/^ with the 
relation of Eq. (3). As shown in Fig. 4(b), the distribu- 
tion fiinctions have a high energy tail and thus the maximal 
ion momentum increases when there is a preplasma with a 
proper density profile. 
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NEW REGIONS OF STABILITY FOR PERIODICALLY FOCUSED 
PARTICLE BEAMS* 

R. Paktert, F. B. Rizzato, J. S. Moraes 
Insituto de Fisica, Universidade Federal do Rio Grande do Sul, Brazil 

Abstract 
In this paper we perform a comprehensive analysis of the 

transport of periodically focused particle beams within the 
new regions of stability recently found [R. Pakter and F. B. 
Rizzato, Phys. Rev. Lett., 87, 044801 (2001)] for vacuum 
phase advances well above the 90 degrees threshold. In 
particular, we investigate the stability as a function of the 
relevant parameters of the system, such as beam intensity 
and focusing field profile. Self-consistent numerical simu- 
lations are used to verify the findings. 

INTRODUCTION 
The physics of intense beams in periodically focusing 

systems is an active area of theoretical and experimental 
research where one looks for external field configurations 
capable of confining high-current, low emittance ion or 
electron beams [1, 2]. The area is crucial for the develop- 
ment of several advanced particle accelerator applications, 
as well as applications in basic science. 

A key aspect of periodically focused beams is their equi- 
librium and stability properties. Up until recently, it was 
believed that only one matched solution - equilibrium so- 
lution where the beam transverse radius oscilates with the 
same periodicity of the focusing field - is present for a 
given set of beam and focusing parameters and that this 
solution becomes unstable as the focusing field intensity 
is raised above a certain threshold [1, 2]. The threshold 
corresponds to a vacuum-phase advance of 90 degrees. Re- 
cently, however, it was shown that new regions of stabil- 
ity that lead to much tighter beam confinement are present 
for vacuum-phase advances well above 90 degrees [3, 4]. 
In fact, the scenario as the focusing field increases is the 
appearance of successive regions of stability which are in- 
terrupted by gaps where either the matched solutions are 
unstable or simply do not exist. The dynamical mechanism 
responsible for the onset of the gaps is analyzed in Ref. [5]. 

In this paper, we perform a detailed investigation of 
beam envelope stability as a function of the relevant pa- 
rameters of the system, such as beam intensity and focusing 
field profile. 

THE MODEL 

In the paraxial approximation the envelope equation that 
dictates the envelope evolution of a particle beam propagat- 

* Work supported by CNPq and CAPES, Brazil 
t pakter@if.ufrgs.br. The author would like to thank the partial support 

from the PAC03 Organizing Committee. 

ing with average axial velocity /Sjce^ through a periodic 
solenoidal focusing magnetic field is given, in its dimen- 
sionless form, by 

+ «z(s)»"f 
K_ 

n (1) 

In Eq. (1), s = z/S = Pbct/S is the dimensionless coordi- 
nate along the beam axis, n{s) = n^dimensionail{StY''^ 
is the normalized beam envelope radius and K = 
2q^NbSle'il0^m(? is the normalized perveance of the 
beam where c is the speed of light in vacua, S is the pe- 
riodicity length of the magnetic focusing field, e is the 
unnormalized emittance of the beam, Nb is the number 
of particles per unit axial length, and q, m and 7^ = 
(1 - Z?!)"^/^ are, respectively, the charge, mass and rel- 
ativistic factor of the beam particles. The focusing field is 
characterized by the normalized focusing strength param- 
eter K.z{s -I-1) = Kz{s) related to the magnetic field by 

In order to investigate the role of the focusing field pro- 
file on beam transport, we consider a focusing field param- 
eter of the form 

Kz{s) 
l-l-cos6'(s) 

N (2) 

with the phase function given by 

^    r tan-i [A(s + r?/2)] + tan"! [A(s - 77/2)] \ 
^ '        \ tan-i [A(l + J7)/2] + tan'^ [A(l - r])/2] / ' 

where CTQ = [J^ Kz{s)ds]^'^ is the vacuum phase advance 
in the smooth-beam approximation, which is proportional 
to the rras focusing field, N = 1 + f^ cos 9{s)ds is used 
to normalize the function, s = mod(s -I-1/2,1) - 1/2 is 
periodic in s and lies always in the range -1/2 > s > 
1/2, A > 0 is die focusing field profile paramenter, and 
0 < 7? < 1 is the filling factor. The function K{S) in 
Eq. (2) is constructed such that for small A it resembles 
a smooth sinusoidal fimction of period 1 in s, while for in- 
creasing A it starts developing sharper edges, eventually 
turning into a discontinuous periodic step function of fill- 
ing factor T) for infinite A. In fact, in the limit A < 1 the 
arguments of the inverse tangent functions in Eq. (3) are 
small, allowing the approximation tan"^(x) = x which 
leads to 9{s) = 27rs and to the sinusoidal focusing field 
profile K;,{s) = ao[l + cos(27rs)], studied in Refs. [3, 4]. 
Note that in this limit, 7? plays no role in focusing field 
profile.   On the oflier hand, when A > 1 the inverse 
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tangent functions present an abrapt change from —7r/2 to 
7r/2 as their arguments change sign, allowing the approx- 
imation tan~-^(a;) = (7r/2) sign(a;) which leads to a dis- 
continuous phase fimction with 6{s < —T]/2) = —w, 
0{-ri/2 < s < T}/2) = 0 and e{s > 7y/2) = TT, and to 
a step-function focusing field lattice with filling factor r]. 
Note that for all A, the denominator in Eq. (3) guarantees 
that the phase function completes a full cycle from 6 = —n 
to 6 = TT as s goes from —1/2 to 1/2, and consequently 
Kz (s) is always continuous at the lattice boundaries. 

BEAM STABILITY ANALYSIS 

In this section, we analyse the stability of beams prop- 
agating through the focusing field given in Eq. (2), as the 
relavant parameters of the system are varied, paying spe- 
cial attention to the new regions of stability. To perform 
the analysis we use a Newton-Raphson method to search 
for and verify the stability of envelope matched solutions 
obtained from Eq. (1). The stability is determined with 
the aid of the stability index a defined as a = cos(fc/ix). 
where kfix is the wavenumber of small linear oscillations 
around the periodic trajectory, obtained with the Newton- 
Raphson method. For stable orbits where kfix is a real 
number, \a\ < 1; if a crosses the lower boundary a = — 1 
it undergoes a period doubling bifiircation loosing stability, 
and if the orbit crosses the upper boundary a = -|-1 the or- 
bit undergoes an inverse tangent bifurcation with a previous 
unstable fixed point. 

Generally, the bifurcation scenario for the matched so- 
lutions as one increases the vacuum phase advance is as 
follows; detailed description is found in Refs. [3, 4]. Sta- 
ble matched solutions are bom in the phase space with 
a = -1-1. For the original matched solution, this occurs 
exactly at <TO = 0°, whereas for the new regions of sta- 
bility it occurs at different ao > 180°. As the vacuum 
phase advance is increased, the respective a moves towards 
a = — 1. When a = — 1 is reached, the matched solution 
suffers a period doubling bifurcation and becomes unsta- 
ble. We define as a region of stability, the range of CTQ that 
goes from the onset of the corresponding stable matched 
solution with a = -|-1 until it bifurcates with a = — 1. 
As a matter of fact, before eventually dissapearing perma- 
nently from the phase space, the matched solutions cross 
back the a = —1 line and recover their stability as ao 
is further increased. However, as shown in Ref. [4] the 
matched solution is not useful for beam confinement af- 
ter its re-stabilization because beam emitance growth was 
observed in self-consistent numerical simulations for these 
parameter regions. 

To determine the role of a particular parameter on the 
beam transport stability we construct parametric space 
plots of ao as a funtion of the parameter displaying the lo- 
cations of the different regions of stability. The plots are 
obtained by using the Newton-Raphson method to numeri- 
cally determine the curves in the parameter space for which 
a bifiircation with a = ±1 occurs. 

Dependence on the Beam Intensity 

In Fig. 1 we analyze the dependence of the beam sta- 
biliy on the beam intensity by ploting the parameter space 
plot of if X (To, for a sinusoidal field with A <c 1. The 
white regions in the figure correspond to parameter values 
for which at least one stable matched solution with \a\ < 1 
exists. The gray regions correspond to the existence of a 
single matched solution with a < —1 which is unstable 
because a period doubling bifurcation has taken place. The 
black regions correspond to the gaps where no matched so- 
lution is found. 

20.0- 

15.0- 1 1 
Kw.o- 1 1  ' 

5.0- 

flft- 1 i) 
0   90  180  270  360  450  540 
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Figure I: K x ao parameter space plot: stable regions are 
the white regions 

Figure 1 shows that the perveance plays a tricky role on 
the characteristics of the new regions of stability. In par- 
ticular, the size of the instability gap caused by the period 
doubUng bifurcation (gray regions) tends to increase with 
increasing K. On the other hand, the size of the gap where 
matched solutions are absent (black regions) tends to de- 
crease as K and/or n increases. Therefore, there is a par- 
ticular values of K (around K = 7.5 for the specific si- 
nusoidal focusing field used in Fig. 1) for which the new 
regions of stability are wider in the parameter space. An- 
other interesting feature is that the onset of the new sta- 
ble matched solutions, which are the bifurcations leading 
to the lines that limit the black regions to the right, is essen- 
tially independent of the perveance K. This can be under- 
stood based on the fact that the new matched solutions enter 
the phase-space as solutions that oscillate from ri, = 0 to 
r-6 ^ 00 [4]. Because in this case the particles of the beam 
spend most of the time far away from each other, space 
charge effects introduced by K are unimportant. 

Dependence on the Focusing Field Profile 

Recalling from the model, A determines the overall 
shape of the focusing field: as A is increased from small 
values A ^ 1, the focusing field profile continuously goes 
from a smooth sinusoidal function to a sharp-edged step- 
function as A ^^ 00. In Fig. 2, it is shown the parameter 
space plot of O-Q X A, for a small filling factor r] = 0.2, 
and a beam intensity corresponding io K = 5.0.   The 

2991 



Proceedings of the 2003 Particle Accelerator Conference 

black regions correspond to stable regions; the region be- 
low (To w 100° is the original region of stability (ORS) and 
the other one is the second region of stability (SRS). Here, 
we consider as stable regions only those preceeding the re- 
spective period doublings. Higher order new regions of sta- 
bility were also investigated and the results are qualitetively 
the same as for the SRS. 

-1.0      0.0       1.0       2.0       3.0       4.0 
log A 

Figure 2: CTQ x A parameter space plot: stable regions are 
the black regions. 

It is seen in Fig. 2 that the focusing field profile plays an 
important role in the beam stability and as A increases two 
effects are clearly seen regarding the SRS. (i) First, there 
is an increase in the vacuum phase advance necessary to 
reach the SRS. Since CTQ is proportional to the rms focus- 
ing field, this reveals that the peak magnetic field has to be 
raised considerably as the profile becomes more localized 
with small 77 not only because its average has to increase, 
but also because the spatial region where the field is ef- 
fectively applied is smaller. In the case depicted in Fig. 
2(b), for instance, taking into account that ao for the SRS 
increases roughly 50% as A goes from 10""^ to 10'*, the 
increase in the peak magnetic field has to be about 3.75 
times. However, if one now looks at the minimum value at- 
tained by the matched beam envelope as it oscilates in the 
focusing lattice one notes that it is noticeably reduced as the 
peak magnetic field for the SRS increases with A. (ii) Sec- 
ond, the SRS becomes much narrower as A is increased. 
The range in vacuum phase advance for which the SRS ex- 
ists goes from 80° to 25° as A is increased. Not only this 
reveals that a more accurate field intensity tuning is nec- 
essary as the focusing channel becomes more localized for 
»j = 0.2, but it also suggests that more nonlinear resonances 
may appear in the phase space because the variation of a 
with ao, and hence the range of orbital frequencies in the 
phase space, is larger. The resonances may affect the beam 
transport nonlinear stability. 

Other values of the filling factor r] were also investigated 
and the overall conclusion is that 77 = 0.5 may be seen as a 
midpoint in the sense that at this value the new regions of 
stability are not greatly affected by the variations in the fo- 
cusing field profile parameter. This is probably connected 
to the fact that exactly at 77 = 0.5 the sinusoidal (A -^ 0) 

and the step-function (A -+ 00) limits of the focusing pro- 
file present the same norm N = 1 + ^^ cos9{s)ds = 1.0, 
such that the peak magnetic field is the same in both cases. 
For 1] > 0.5 it was found that the new regions tend to in- 
crease in size as A is increased from 0, getting closer to the 
ORS. In fact, one may eventually find parameter sets for 
which two stable matched solutions coexist in the phase 
space. On the other hand, as shown in detail for 77 = 0.2, 
when 77 < 0.5 the new regions become narrower and occur 
at higher vacuum phase advances as A is increased. In par- 
ticular, for the thin lens regime where 77 —> 0, A -» 00, and 
K^ (s) tends to a series of Dirac-delta functions, the onset of 
the new regions of stabiUty only occur at CTQ -» 00, which 
in practice means that these regions are absent. However, 
this limit is not realistic due to the restrictions imposed by 
Maxwell's equations on the focusing field profile. 

CONCLUSIONS 

The new regions of stability found for vacuum phase ad- 
vance well above 90 degrees are sensitive to variations in 
the relevant parameters of the system, specially to varia- 
tions in the shape of the focusing field profile. However, 
they are always present and are robust against parameter 
changes. 
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COUPLING IMPEDANCES FOR CORRUGATED BEAM PIPES 
FROM IMPEDANCE BOUNDARY CONDITIONS 

S. Petracca, Th. Deinina, University of Sannio at Benevento, Italy and BMFN 

Abstract 

An equivalent wall impedance describing the electro- 
magnetic boundary conditions at corrugated pipe walls is 
introduced in the context of a general perturbative approach 
for computing the longitudinal and transverse beam cou- 
pling impedances in complex heterogeneous pipes. 

INTRODUCTION 

Coupling impedances are a powerful tool for studying 
the interaction between a charged particle beam and the 
surrounding chamber. Unfortunately, coupling impedances 
can be usually computed only by numerical methods lead- 
ing to computationally intensive design optimization pro- 
cedures. 

The combined occurrence of complex geometrical fea- 
tures and/or the use of several different wall materials, 
make the electromagnetic boundary value problem analyt- 
ically almost untractable. As a matter of fact, only a few 
analytic solutions for coupling impedances are available, 
for simple cases where, e.g., the Laplacian is separable in 
the pipe cross-section coordinates, and the boundary con- 
ditions are very simple too (e.g., perfect conductors). 

In this paper we estimate the longitudinal and transverse 
coupling impedances for a pipe with corrugated walls us- 
ing the general framework presented in [1] and summarized 
below, using an impedance boundary condition (b.c.) of the 
Leont6vich type, to account for the corrugations. An appU- 
cation to a candidate LHC geometry is included. 

COUPLING IMPEDANCES 
IN COMPLEX PIPES 

According to [1] the longitudinal and transverse beam 
coupling impedances ^o,||(w) and Zo,x(w) of a simple, 
unperturbed pipe (e.g., circular, perfectly conducting) as- 
sumed known, can be related to those ^n (w), Z±_ (w) of an- 
other pipe differing from the former by some perturbation 
in the boundary geometry and/or constitutive properties, as 
follows (beam at f = 0)': 

Z\\^)-ZoM = 
Co 

/3ocQ= Hs' Z^allE^7^'{r)- 

[/?oEr^) (fj WEk'"'-^ ii '^-f f0% mt-^ (r)d^} > (1) 

'The beam impedances are obviously independent of the total beam 
chaige, as the field in (1) is proportional to Q. 

Zx(w)-Zo,x(w) = 
^ocQ' 'MH!- Z,„„,„Vp„4n'''^*(nro)® 

®Vf, [^o^"""^(r, r-i) +/3o-'4'°'-^{r, ri)] de+ 

-<f V?,E^,{f,ro)®Wf,E^^'''-\r,ri)de\ ,  (2) 
JdS J fi=rcF=0 

where c = (eoMo)'"^''^ is the speed of light in vacuum, 
Yo = (eo/fio)^^^ is the vacuum characteristic admittance, 
Co and ^o being the vacuum permittivity and permeabil- 
ity, /3o is the relativistic factor, Q is the total beam charge, 
gisoi.)^^iirr.) ^^ jjjg solcnoidal and irrotational parts of 
the electric field, a suffix "0" identifies the unperturbed 
quantities, and an impedance (Leontovich) boundary con- 
dition is assumed to hold at the (perturbed) pipe wall dS: 

x{UnX E- Zy,allH)as = 0, (3) 

where  Z^aii  is the pipe-wall complex characteristic 
impedance and u„ is the unit vector normal to dS. 

The first integral term on the r.h.s of (1) and (2) is 
nonzero if and only if Z^aii is not identically zero on dS, 
and accounts for the effect of the (complex) wall conduc- 
tivity. The second integral term on the r.h.s. of (1) and (2), 
on the other hand, accounts for the effect of the geometrical 
perturbation of the boundary, and is non-zero if and only if 
the unperturbed axial field component Eoz is not identi- 
cally zero on dS. Letting EQ in place of E in (1) and (2), 
one obtains a first order perturbative formula for the beam 
coupling impedances in the perturbed pipe. 

Let 

CORRUGATED BEAM PIPES 

r = rb{e)=Rb{e)-Y5R{e), (4) 

the (transverse) position of a point on the (perturbed) pipe 
boundary dS, where Rb{6) defines the unperturbed bound- 
ary dSa, SR{6) describes the ^-independent roughness, 
and 9 is the polar angle. To first order in the corrugations, 

ELirt) ~ E^oMb) + ^EUR, ■ SR. (5) 

The first term in (5) is obviously zero (the unperturbed 
boundary is by assumption a perfect conductor). The un- 
perturbed longitudinal field is related to the potential $o. 

E*o, = -jk{i-pi)n, (6) 
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whereby 

so that (5) becomes 

^0 = -v$S- (7) 

ELin) ~ jfc(l - 0^o)E*oM)^no{O) ■ 6R.      (8) 

since the tangential component of EQ at the unperturbed 
boundary (perfect conductor) is zero. 

Accordingly, the integral in (1) which accounts for the 
effects of the geometrical perturbation of the pipe boundary 
can be written, to first order: 

\=-jk{l-0i 
JSSo 

ie)-SR{e)\E*,Mfde  (9) 

where £ is a curvilinear coordinate onSSo- 
Similarly, to first order in the corrugation term 6R, 

"^foEo^in,ro) ® Vp.Eonifb,ri) 

■ [^foEoniRb, fo) ® Vp^EoniRb, fl)] . (10) 

Accordingly, the integral in (2) which accounts for the ef- 
fects of the geometrical perturbation of the pipe boundary 
can be written, to first order: 

JdSo 

■ {v?oSo*„(^, fo)®Vj.,£;on(^, n)}?,^^oM     (11) 

Comparison of (9), (11) to (1) and (2) shows that the 
roughness 5R{6) is "equivalent" to a non-uniform, purely 
reactive impedance loading 

Z''2u"'^ = -jfc(l - J/3o')^o«noW • 6R{e), (12) 

laid down on the unperturbeded pipe wall. It is also seen 
that, for the special case where 5R{9), is a random process, 
its statistical moments are simply related to those of the 
equivalent wall-impedance (12). These findings are more 
or less obviously related to the general formalism devel- 
oped in [3] for describing (weakly) irregular surfaces in 
terms of impedance boundary conditions. 

CORRUGATED CIRCULAR PIPE 

As a simplest example, we refer to a corrugated perfectly 
conducting circular pipe. The unperturbed geometry is a 
smooth perfectly conducting pipe of radius R. The unper- 
turbed field produced at rby a beam at FQ is ^ 

-Eo(r,fo) Q    f  r-ro r-ro(i?/ro)^ 
r-fo|2      |f - fo(i?/ro)2|2 -I 

  (13) 

^The field (13) is the vacuum field produced by beam at fo, and its 
image at ro(fl/ro)^. 

From (13) one readily obtains 

^o(r) = 
Q 

and: 
2 eo |fl2 

(14) 

Q r 
^Hm Vfo^o(r, H)) =^hm Vp,Eo{f, n) = -—.   (15) 

Now consider the perturbed case of a circular pipe with 
uniform wall impedance Z^aii- Using eq.s (1) and (2) with 
E = Eo together with (14) and (15), one readily obtains 

Ti-^i = -7-7^(Wi«x+Ms/%), (16) 2 R koR^ 

in agreement with the known exact result [2]. One is there- 
fore led to guess that eq.s (9), (11) should be likewise ac- 
curate for computing the couipling impedances contributed 
by corrugations. Hence, for a perfectly conducting pipe 

where 

{Z. 

iy{equiv.)\ i Mequiv.)\ 

2 R 
-,z, 

koR^ 
(UxUx+UyUy),    (17) 

(equiv.) 
'wall ) = -jk{l-l3^)Zo 

i    r-SR{i)d£ 
JSSQ  

2 R 
(18) 

is the circumferential average of (12). It is seen that suit- 
able (z-independent) corrugations can be used to compen- 
sate the remaining reactive terms in the beam coupling 
impedance at a specific frequency. 

LHC IMPEDANCE BUDGET 

The candidate LHC geometry includes two corrugated 
sections as shown in Fig.l below. The corrugations con- 

10 mm 

' 2mhi 

Figure 1: A simpHfied candidate LHC geometry. 

tributions to the (reactive) impedance budget can be eas- 
ily computed using (13) for the unperturbed field, with 
R « 14mm. Assuming /3 w 0.987, it is found from (18) 
andFig.l that ( i^X"'^) ^ -1.467-lO-^ohm at the beam 
circulation frequency (« llKHz). 
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THE GAUSSIAN APPROXIMATION FOR 
A PURELY INDUCTIVE WAKE FUNCTION 

S. Petracca, Th. Deirana, University of Sannio, Benevento, Italy and INFN, 
K. Hirata, Sokendai, The Graduate University for Advanced Studies, Hayama, Japan 

Abstract 

The equilibrium bunch length in electron storage rings 
with a purely inductive localized wake function has been 
studied, assuming the Gaussian approximation of the dis- 
tribution function in phase space. The localized wake 
describes more general cases, even uniformly distributed 
wakes, described by the Haissinski equation. The com- 
parison of our results with tiiose obtained from Haissinski 
equation shows good agreement and helps understanding 
the validity of the Gaussian approximation. 

INTRODUCTION 

The wake force describes the electromagnetic interac- 
tion between particles and environment and affects the par- 
ticles distribution in a bunch. In the conventional analytic 
approach one assumes that the source of the wake force 
is uniformly distributed along die ring, and the equilib- 
rium bunch distribution at low current is a solution of the 
Haissinski equation, the so-called Potential Well Distor- 
tion (PWD) equation. A linear stability analysis around 
this static solution gives tiie threshold for turbulent bunch 
lengthening. Obviously this method tells us very little 
about the behavior of the unstable solutions. On the other 
hand it is more realistic for large machines to consider the 
many sources of wake fields along the ring as localized 
objects, as usually assumed in the Multi-Particle Tracking 
(MPT) codes. 

In a previous paper [1], the authors stiidied an analiti- 
cal model which incorporates the time dependence of the 
wake force, assuming tiiat if the initial distribution func- 
tion in synchrotron phase space is Gaussian, it can still be 
approximated by a Gaussian after the effect of the wake 
force, represented as a 'kick'. The distribution function 
can be accordingly always represented by its only first and 
second order moments, describing the beam envelope in 
synchrotron phase space. The evolution of these moments 
from turn to turn can be obtained by applying a non lin- 
ear mapping at each turn. The equiUbrium buch length can 
have stable solutions with period-one fixed points as well as 
multistable states or a cusp-catastrophe behavior, depend- 
ing on the parameters values. The results obtained in [1] 
show a good agreement with those obtained from MPT. 

The localized wake can be extended to more general 
cases, even to uniformly distributed wakes, described by 
tiie Haissinski equation. To do so one should introduce the 
superperiodicity N^ and let it grow to infinity. 

In this paper we study the validity of the Gaussian ap- 

proximation with respect to the existence of the equilib- 
rium longitudinal distribution of electrons in circular ac- 
celerators in the case of a purely inductive localized wake 
function. 

THE MOMENT MAPPING 

The longitudinal beam dynamics in electron storage 
rings can be described by the stochastic equations of mo- 
tion for a single particle (Langevin equations). Introducing 
the canonical variables: 

Xx 

X2 

longitudinal displacement 
natural bunch length    ' 

_ relative energy spread 
natural energy spread" 

and integrating the Langevin equations over one turn, we 
obtain the following stochastic mapping: 

(s)'-( Xl 

hX2 + fy/1 — h? (j){xi) )■ 

where X' = {x[,x'2) is X = {xi,x2) after one turn. Here 
U is the rotation matiix: 

Tj — (   ^°^ A*     sin /x \ 
\^ —sin^   cos^ j ' (1) 

H = 2TVUS, US being flie synchrotron tune, A = 
exp(-2/r), T being tiie synchrotron damping time mea- 
sured in units of the revolution period, r is a Gaussian ran- 
dom variable witii < f >= 0 and < f^ >= 1. The wake 
force (j){xi) is represented by: 

<i>{xi) = 
Qt 

(70 EQ f Jo 
p{x - u)W{u)du. (2) 

where EQ is the nominal beam energy, ao is the nominal 
relative energy spread (croEo is the natural energy spread), 
W{x) is tiie wake potential and p{x) is the charge den- 
sity normalized to one. Note that synchrotron oscilla- 
tions have been linearized, and radiation is localized at 
one point of the ring [3]. The above stochastic mapping 
is equivalent to an infinite hierarchy of deterministic map- 
pings in the following statistical quantities: Xi —< Xi >, 
(Tij =< {xi - Xj){xj - Xj) >, and so on, which are the 
moments of the distribution function ip^x), < * > indi- 
cating an average over all particles. Our main assumption 
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is that the distribution function in phase space is always a 
Gaussian, even in the presence of a wake force: 

'tp{xi,X2) = 
exp[| Ei,j <^i,j{xi - Xi)ixj - ^j)] 

2-Ky/d   a 

We consider a purely inductive wake function 

W{x) =    '(x) 

(3) 

(4) 

and split the mapping for the second order moments into 
three parts, representing the effect of radiation, wake-force 
and synchrotron oscillation, as it follows: 

radiation: 

"11 

-'22 

=     0-11 

=     A(Ti2 

=     AV22 + (1-A2), (5) 

wake force: 

^ii 

0-^2 

0-11 

(Tl2 

'22 =     ^22 + 
0'12 + • 

2(Tiiy'7raii     6cr?i7rv/3' 

synchrotron oscillation: 

(f'ij =   2_/   ^ih'^hkUlj. 

(6) 

(7) 
h,k=l 

The stability of the system depends on the values of the 
synchrotron tune i/g, the damping time (measured in num- 
ber of turns) To and the strength of the wake force . 
We studied a wide range of parameters values and found 
stable solution of period-one and period-two, multi-stable 
states and coexistence of solutions with different periodic- 
ity. These results are in very good agreement with those 
obtained in [4], but in addition to them we found fine struc- 
tures of bifurcations and chaotic regions, depending on pa- 
rameters values. 

As an example we plot anversus in Fig. 1 (top) for 
T = SOmdus = 0.085 with Ns = 1. In the parameter 
space a chaotic region shows up and this behavior mainly 
depends on the value but is almost indipendent on u^ and 
T. 

The localized wake can be extended to more general 
cases, even to uniformly distributed wakes, described by 
the Haissinski equation. To do so one should introduce the 
superperiodicity Ng and let it grow to infinity. This is done 
introducing in the mapping the following substitutions: 

t^s/Ns,   To—^ToNs /Ns     (8) 

In Fig. 1 (bottom) we show <TII ( ) with Ns = 150: the 
chaotic behavior exists also for iV^ » 1. In Fig. 2 we 
plot (Til versus for different N^ and > 0. As JV^ in- 
creases the mapping curves become more closely spaced 
and o-ii( ) converges to the solution of the PWD equation. 

Figure 1: an versus    for T = 30, u^ = 0.085 and with 
(top) ATs = 1 and (bottom) Ns = 150. 

Figure 2: 
0.085. 

(Til versus   for different Ns and T = 30, Us = 
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HAISSINSKI EQUATION 

Introducing the variables x =    oa^i.     =    02^2 the 
Haissinski equation can be written as [5]: 

u[x) M-^ -   0 / ( Hx -   )d }   (9) 
Jo 

with the normalization condition 

r+00 f u{x)dx ■■ (10) 

and the following parameter definitions:    0 = STT/TQ, 

v^ Off,   o = 2iV 0 RF{Q)I 'RF{Q) ^ 

O^ 
RF{0) JO      ^ 

(11) 

where N is the total bunch particles and a the bunch length. 
Following [2] we rewrite equation (4) and (9) as 

log u{x) +   u{x) = log (12) 

with    = eNb/   RF (O)O-^. For    > 0 the solution exists 
always, but not for    < 0, in particular for 

Jo   vx- logx • 
-1.55061      (13) 

no value of can satisfy the normalization condition (10). 
This fixes a critical value for our parameter 6: if & < bmin 
the sistem is unstable. Therefore the solution of Haissinski 
does not exist and the mapping gives a chaotic behavior 
for the second order moments. The value of bmin in the 
mapping depends on the values of the physical parameters. 
Increasing the superperiodicity accordingly to (8) the value 
of bmin shifts. 

In order to compare the results obtained from the map- 
ping with Ns » 1 and those from the Haissinski equa- 
tion, we consider the longitudinal density 

/+00 

1 
-00 

ip{x,  )d (14) 

and compare that one obtained from the mapping with 
Ns = 150 and the solution of the Haissinski equation (9). 
The comparison of the longitudinal densities for different b 
is shown in Fig 3.We found that approaching the threshold 
value bmin the comparison becomes more and more mean- 
ingless. 

CONCLUSIONS 

For 6 > 0 and superperiodicity iVj >> 1, the mapping of 
the second order moments shows stable solutions of period 
1 and period , accordingly to what happens with Ng = I 
[4]. For b < 0 and ATs >> 1 the solution is stable only in a 

e[x] 

U.US 

0 
" •-V1    /'- ' 

-0.0s \1 11 

-0.1 

-0.15 

-0.2 

-4 

Figure 3: The comparison of the longitudinal densities 
UH{X) - Um.{x) for different b: b = 0.4 (dotted line), 
b = -0.1 (dashed line), 6 = -0.416 (solid line). Um{x) 
is computed from the mapping with Ng = 150 and UH{X) 

numerically from the PWD equation. 

small interval of b values: below a critical value of b the so- 
lution of the mapping is unstable and furthermore a chaotic 
behavior appear; corrispondingly the Haissinski equation 
does not have solution. This result is obtained by numeri- 
cal iteration of the mapping and it should be discussed more 
carefully. 

While the Haissinski equation can give stable solutions 
and predict only the nonexistence of stable solutions, the 
mapping (the Gaussian approximation) shows also what 
kind of instability (successive period-doubling bifurca- 
tions, coexistence of multi-periodic states or chaos) can 
occur in the parameter space for the bunch length and the 
energy spread. 

As further application of the Gaussian approximation 
we plan to consider a regularized inductive wake func- 
tion (which restores the existence of solutions of Haissinski' 
equation below threshold) as recently discussed in [6]. 

Moreover we will compare our mapping results with 
those obtained from MPT, as done in [1] and [7], where in 
the simplest case of constant wake function a good agree- 
ment with MPT was found. 
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ELECTROMAGNETIC FIELDS IN THE TOROIDAL REGION OF 
LHC-LIKE RINGS 

S. Petracca, Th. Demma, University of Sannio, Benevento, Italy, and INFN 

Abstract 

We develop an analytic solution for the electromagnetic 
field in the toroidal region region between the liner and the 
vacuum chamber in LHC-like rings. 

INTRODUCTION 

In a closed ring machine, the region between the exter- 
nal wall of the Uner and the internal wall of the surrond- 
ing vacuum chamber is a toroidal resonator. In the steady 
regime, the particle bunches circulating in the liner set up 
stationary field in the toroidal region through the pumping 
holes. In this paper we outUne the procedure for deriving 
a fiill analytic solution for the field in the toroidal region, 
for a multibunch beam. We consider the simplest case of a 
ring of (axial) length L with circular cross section liner and 
vacuum chamber. The (external) radius of the liner and the 
(intemal) radius of the vacuum chamber will be denoted as 
a and 6, respectively. 

TEM FIELDS IN A TOROIDAL 
RESONATOR 

Under usual conditions, the spectral content of the circu- 
lating bunch current is well below the lowest higher order 
TE and TM cutoff frequency of the coaxial region between 
the linear and the vacuum chamber. The time-harmonic 
TEM fields in the toroidal region can be accordingly writ- 
ten (phasor notation, exp(jwi) time factor dropped): 

are solutions of 

( 1 °° 

1     °° 
(1) 

where fco = STT/L, and the (complex) constants Vm, Vm, 
Im and Jm having the dimensions of voltages and currents, 
respectively, are to be determined. The basis "fields" in (1) 

£{h) ^ !V cos{nkoz), 

n^^ = 

S^^ 

u^ 
sin{nkoz), 

sin(nkoz), 

H(f) = ^ cos{nkoz), 

(2) 

(3) 

Vxni''''^=nko£i''''\ 
(4) 

where ko = WQ/C, describe free-field oscillations with an- 
gular frequency w = nwo, WQ = 2-K/T, T = L/c being the 
light round-trip time. They satisfy the following conditions 

iii'-^ = 0 
at z = 0,L, (5) 

and earn the following orthogonality properties: 

' [ £^-£^Uv= [ H^^-ngUv = 

= 11    H«-7?«d5 = 0, m/n, i = e,;i 
J Jav 

\     J Jav 

Moreover, Vn 

'  fe) -4^) dV= [H^^-H^^ dV=7rL log{h/a), 
Jv Jv 

< 

If    'H^n 
> J Jav 

(6) 

' • n^J) dS = TTL 
a + b 

ah 

(7) 

where V and dV are the coax ring volume and its (com- 
plete) boundary, consisting of the outer surface of the liner 
(r = o) and inner surface of the vacuum chamber (r = 6). 

The unknown constants Vm, Vm, Im, Im can be deter- 
mined in terms of the source terms, represented by Bethe 
equivalent electric and magnetic dipoles sitting at the holes 
connecting the beam pipe to the vacuum chamber, dis- 
cussed in the next section. The fields (1) obey Maxwell 
equations: 

V X £ = -juifioH - joJUoM, 
V X # = jujeoE + ju)P, 

jii) 

(8) 

We dot-multiply the first equation in (8) hyHn ,{i = e,h), 
use the obvious vector identity, V-(ax6)=Vxa-6 — 
a • V X fe, together with equations (4), and the Leontovich 
boundary conditions: 

[n X i - Z^atiH'^      = 0 n X 
\av (9) 
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h being the outward unit vector normal to dV, and Z^aii = 
{u!fM)/2 )^/2 the appropriate wall impedance. Hence (z = 
e,h): 

/ (V X S) • HW dV = 
Jv 

= f Z^aiiH-Hli^dS+nko fs^^-EdV = 
Jav Jv 

fH-n^^UV-ju;no [M-nl^W,      (10) 
Jv Jv 

THE HOLE COUPLING 

In the frame of Bethe's approximation [1], the electro- 
magnetic coupling between the beam field in the liner and 
the toroidal region through the pumping holes (assumed 
identical) can be described by the (spectral) source terms 

= -jw/io 

whence, using eq.s (1), and (6), (7), 

■P = eo   eJ2p   {f - fp)UrUr ■ Ei 

^=    mEp   {f - fp){I - Uriir) • Hi, 

(18) 

{ 
(   -j  )In-jnko oVn = -il!\ 
(   -j  )In+jnko oV„=  i^n\ 

where: 

and: 

if"^ = ^ / M ■ H^'^^dV, (12) 

where e and m^arejhe hole electric and magnetic po- 
larizabilities [1], Ei, Hi is the (spectral mate of) the beam 
field in the liner, discussed in the next section, and {fp} are 

(11) the holes positions. These are the source terms in (8), (12) 
and (16). Note that in view of the azimuthal invariance of 
the basis fields in (12) and (16), the azimuthal coordinates 
of the holes are irrelevant, and can be set to zero. Hence 

fp = aUr + ZpUz (19) 

= w/c,       = Z, wall   0 
a + b 

ab log{b/a) 

where, for regularly spaced holes Zp =   A, A being the 
,^,,     hole spacing. 

are the TEM propagation and attenuation constant in the 
toroidal region. 

BUNCHED BEAM FIELD IN LINER 

The charge density of a     j equispaced point-like 
Similarly, we dot-multiply the second equation in (8) by    bunches of equal charge    circulating on axis along a ring- 

liner can be written: 

(f,t)=   (r) (z-   ctmod{L/   t)).        (20) 

The corresponding field can be written: 

^'^^'^^^^^ll'^f^    ep-^^^"^*-*'-)]!, (21) 

Sk', and proceed as before to get {i = e,h): 

/(Vx#)-4') dV=nko f il'i'-HdV = 
Jv Jv 

= jweo / E-e!^'^ dV + ju! f P-S^^ dV, 
Jv Jv 

whence. 

-jnkoZoI„= Vn + 
jnkoZoIn =   V„ -h 

(e) 

(h) 

where: 

From (11) and (15) we finally get: 

(14) 

(15) 

(16) 

where 

Ji, = —,    W6 = —,    kt = —, 
c Ti c 

(22) 

/„ = ^i^^^+jnko 0    1'^ 
2 _ . (nko)^ 

K 
,-(e) (e) 

I-n = 

Vn 

_jnkoZoi\!>-{^-j      )  ^' 
'-J      -(nfco)2 

Hi^^+jnko 0    i"^ 
2-j     -{nkor  ' 

jnfcoZozW-( 2_j.    )W 

2-i     -(nfco)2 

are the bunch circulation time, (angular) frequency and 
wavenumber, and we used the Fourier representation of the 
periodic -function. 

Real world bunches can be better described by a gaussian 
charge distribution, viz.: 

{r,t)=   (r) {z-   ctmod{L/  t)) *   (z), 

(z) = (27r)-i/2  -ie-^'/2a=_ (23) 

where * denotes convolution, is the r.m.s. bunch-length, 
and we assume that L/  ;, »   . Hence' 

(17) ei{f,t) = b     Ur 

TteoL r 

•|l+£   e[ (m   6fc6)e^''"^^('^^*-*=^^)]l.        (24) 

'Equation follows taking the z -+ *; Fourier transform of eq. (23), 
using Borel theorem, and then switching back to the z-domain 
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where: 
F{k) = 7ri/2e-^''='/2 (25) 

is the Fourier transform of the gaussian distribution. 
This field is a superposition of time-harmonic forward 

(counterclockwise) propagating waves, at w = mNbLJb< 
with complex (phasor) representation: 

- FimNih) NbQ Ur      imN.k.z „(-. 

Shk being the Kronecker function. 

CONCLUSIONS 

We outlined a general framework for computing the 
fields in the toroidal region between the liner and the vac- 
uum chamber in ring machines. The main relevant quanti- 
ties of interest (peak field amplitudes, parasitic losses) can 
be accordingly readily computed. Numerical results per- 
tinent to LHC will be reported elsewhere. It can be an- 
ticipated that these are possibly more accurate than those 
obtained either for the case of an infinite straight structure 
[2], or from an impedance boundary condition at the liner's 
wall which takes consistently into account the presence of 
the hole-coupled co-axial vacuum chamber [3]. This work 
has been sponsored in part by INFN. 
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NON-COULOMB PERTURBATIONS INFLUENCE ON BEAM DYNAMICS 
IN EXTENDED ACCELERATING/FOCUSING CHANNELS 

Boris Bondarev, Alexander Durkin 
Moscow Radiotechnical Institute 

113519, Russia, Moscow, Warshawskoe shosse 132, lidos@aha.ru 

It is generally taken that the main source of 
particle losses in extended linac channel is the Coulomb 
field of space charge dominated beam. However there are 
the non-Coulomb effects concerned with external field 
perturbations (external perturbations) and their influence 
on beam dynamic is comparable with the action of space 
charge. 

It is convenient to split external perturbations into 
two groups: constructive (regular) perturbations caused 
by distinction of a real structure from an ideal one and 
perturbations caused by random parameter deviations 
within given tolerances. In the last case only the 
probability that the beam size would be no more than 
given value can be found. In connection with strict 
requirements for channel transparent and also with the 
complex procedure for chaimel retuning and 
readjustment, the confidence level must be chosen 
sufficiently large. 

The calculation of the accelerating/focusing 
channel always based on the specific mathematical model 
involving description of external accelerating and 
focusing forces. 

In this model as a rule, the focusing field linear 
dependence on transverse coordinates and accelerating 
field axis distribution is used. The channel based on such 
models will be called ideal. Of course, there are no 
improjected losses in the ideal channel. 

Ou^ut beam parameters degradation including 
transverse size and emittance growths is caused by 
channel and beam parameter perturbations (not always 
small). The influence of perturbations upon the beam 
ou^ut parameters determines by quantity, which have 
come to be known as the channel sensitivity. The goals of 
beam dynamics investigations are: 

-knowledge about channel sensitivity - each 
perturbing factor influences output beam parameters, 

- perturbing factors compensation possibilities, 
-redimdant factor determination guaranteed the 

beam passing throughout the real channel without losses. 
From strategy standpoint, the major goal of the 

investigation is determination of the generalized 
parameters whose numerical values permit to judge about 
channel sensitivity as well as about beam parameter 
degradation. The confidence level must be sufficient for 
intolerable beam loss estimation. The cardinal problem is 
to choose the channel with minimum sensitivity in order 
to minimize the beam losses during the process of 
accelerating. 

Mathematical foundation and the main treatments 
are given in the works [1-6] as well as the tolerance 
estimation for various types of focusing and accelerating 
channel. Below we will investigate the parameters 
determining the sensitivity of long channel to external 
perturbations. 

Let us consider as example motion of particles in 
focusing channel with random errors in focusing field 
gradients 

x" + G(,z)-x = Q 

Let us consider G{z) as G(z) = G{z) ■ (1 + a{2)), 
where  G(z)  is non-perturbed field gradient,  a(z)  is 
fimction for perturbation description. 

As is shown in above cited works we need to do 
transformation of variables x, dx/dz to phase variables r,;/. 
r is quadric in x,dx/dz, describing the ellipses matched 
with the ideal periodical channel. ?/ is an addition due to 
external perturbations. We obtain as a result the main 
equation in form 

r' = raGp^ -^m^^^iz + Tj + y/) 

r]' = aG-p^ cos^ifjz + Tj + i//) 

Here // is phase advance, p is the envelope of beam with 
the emittance of unity in the ideal channel. 

The right part of the second equation does not 
depend on r, so it can be solved separately. If T}(Z) is 
solution of the second equation, then solution of the first 
equation has the following form 

 = 0(z) = exp( jaGp^ sin(/a+i}+i/f) cos(jjt + r]+yf)dt) = exp(F(z)) 
1) 0 

It can be seen from obtained relation that 
distribution of random value 0(z) is determined by 
distribution of random value F(z). 

If focusing channel contains N periods, then F(z) 
can be presented as sum of statistical independent 
components adequate to corresponding periods Lj 

N N 

FW = S-'^* = Z I'^P^ si"(^ + 1 + r) cos(/rf + 7J + \j/)dt 

Using approximate solution of the second 
equation 

j]{N) = % + \aGp^ cos^ {ja + % + ^r)dt = 
0 

N "     f 

«'o +Z% = Po + Z I'^P'eos'(jJt+%+>l^)dt 

we obtain with an accuracy of a' 
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Ff^= I aGp (0.5sin2(/rf + « ) + !/)-cos 2(/tf + ^Q + (/)I)7^V/ 

Suppose a(z) is piecewise constant function that is equal 
the relative error of field gradient inside any element of 
channel. In this case integral is calculated only along the 
part of period, containing perturbation. If o^ is mean 
square value of field gradient tolerance, then using 
statistical independence of errors for different focusing 
periods and averaged over oscillations we obtain relations 
for the mean value and dispersion for F(N) 

M[F(N)] = D[F(N)] = ^±B^\); =^±S, 

As shown in [4] if </ is mean square value of 
focusing field gradient relative error then the probability 
that effective emittance growth would be no more than x 

is determined by fiinction P(x) = 1 - e'^""^ '^ , where 

If   a" is   error   of  axis   transverse 

displacement then the probability that center of output 
beam  displacement  would  be  no  more  than x  is 

determined   by   function Pix)=\-e""^ ,   where 

for RFQ  diagram. For quadrupole 

^2^^2y^ . We can give the definition of S^as a 

sensitivity of period numbered k. Then total sensitivity of 
N 

chaimel will be sum of period sensitivities 5 = V 5 . 

The regions of stability diagrams for RFQ and 
some types of quadrupole channels are shown in Fig. 1-4. 
In this  regions the isolines  of transverse  oscillation 

i i^ frequency (x and sensitivity 5= 2P^    ^^ plotted. We 

use traditional coordinates: focusing 

parameter5 = -£—;j-| _ | anddefocusing       parameter 

AW,   '       '' 

channels we use focusing parameter Q_ ^^L  _ where G 

- focusing field gradient, L - length of focusing period, 
and defocusing parameter   ^_   ^eE^L^   L;_„I, where 

j^ ^       1       1   I Sin 03,1 

E^ - accelerating wave amplitude, A - RF field wave 

length. In figures 1 -4 ^-isolines are corresponded to 
values (from bottom to top) n = 0, n = 3c/3, n = nil, |i = 
2JC/3, (J, = 71. 

As is seen from these diagrams even within the 
boundaries of operating region of stability diagram the 
channel sensitivity can be varied two times by value. So 
for choice and calculations parameters of long linac 
channel the reported results would be taken into account 
necessary. 

Fig.l. Sensitivity S of RFQ channel. 
1 - 40,2 - 50,3 - 60,4 - 70,5 - 80 (from left to right) 

Fig.2. Sensitivity S of FODO channel. 
,   1-30,2-35,3-40,4-45,5-60 

(from left to right; Gap/Period = 0.5) 

Fig.3. Sensitivity S of FDO channel. 
1 - 70,2 - 85, 3 -100,4 -115, 5 - 130 
(from left to right; Gap/Period = 0.8) 
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Fig.4. Sensitivity S of FDO channel. 
1 -100,2 -130,3 -160,4 -190,5 - 220 

(from left to right; Gap/Period = 0.9) 
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ACCELERATION AND SELF-FOCUSED PARTICLE BEAM DRIVERS * 

Z. Parsat, BNL, Physics Department, 510 A, Upton, NY 11973, USA 
V.Zadorozhny^, Institute of Cybernetics of NASU,Ukraine 

Abstract 

Here it is shown that the Vlasov equation is an adequate 
model in case of high-intensity charged-particle beams. 

Several instances are analyzed when it is possible to con- 
struct an integral basis of the operator, associated with the 
dynamic system under study. This is the case, in partic- 
ular, for the two-dimensional dynamic systems, just such 
systems describing the longitudinal motion of a perturbed 
system. For systems of more general structure we advance 
a method of reduction of the quasilinear Vlasov equation to 
an integral Fredholm equation. The main cases are exam- 
ined when it is possible to construct kernels of correspond- 
ing integral operators. In particular, a feasibility to employ 
Feier - Chesaro kemels is demonstrated. Using the univer- 
sality (according to V.I.Zubov) of Maxwell equations the 
problem of a search for stabilizing and focusing fields is 
reduced to the construction of Toeplitz matrix. 

Also conditions are analyzed, ensuring initiating of a 
continuous spectrum points within the spectrum of a dy- 
namic system. Physically, this phenomenon is related to 
the chaotic motion of the particles. Also, the dispersion 
equation, expressed in terms of solutions to the Fredholm 
equation, is deduced. 

Keywords:   Vlasov-Maxwell equation, kernel operator, 
self-focused particle beams, asymptotic stability. 

INTRODUCTION 

In this paper we propose a new approach for solving the 
Vlasov-Maxwell equations on the basis of optimal control 
theory. With the help of control algorithms solution of the 
nonlinear wave equations can be essentially simplified. 

Many analytical studies and computer experiments are 
devoted to analysis of these system of equations. Our ear- 
her works [1-5] contain fresh analytic results on this sub- 
ject. In this paper we outline an approach to study some 
problems of beam acceleration and strong focusing. This 
approach appears as the development of previous results 
of the authors [1-5] and essentially use the universality of 
Maxwell equations and some methods of optimal control 
theory. It is based on the fundamental result of VZubov 
on the necessary and sufficient conditions for asymptotic 
stability and the well known Halmos theorem concerning 
Hilbert-Schmidt integral operator. This approach made it 

*This work was supported by the Science and Technology Center in 
Ukraine, grant No. 1746 

t paisa@bnl.gov 
* zvf@uniex.istrada.net.ua 

feasible to apply the direct Lyapunov method to essentially 
nonlinear problems. The Lyapunov function generates a 
certain kernel operator in the domain of asymptotic stabil- 
ity of the system under analysis. Thus the Lyapunov equa- 
tion can be reduced to the Fredholm equation [1]. The self- 
focused and accelerating particle beams are studied using 
analytic solution of the self-consistent Vlasov equation. In 
so doing the Lorentz force is substituted with some vec- 
tor parameter describing the controlling field. As a result 
we come to some problem on the optimal control solving 
which we find the charge and the current densities. Sub- 
stituting the latter into the Maxwell equations and solving 
this equation we obtain the electromagnetic field {E, H). 

PROBLEIM STATEMENT. 
SIMULATION ]VIETHOD 

In this paper we treat standing wave solutions 
f{t,x,v) = fo{x,v)e^^ to the self-consistent Vlasov 
equation 

a/ 
at + dxf • V + dvf ■ E + -V X H 

c ■0,      (1) 

under the initial condition /(O, x, v) = (j>{x, v). Evidenfly, 

dJo-v + dyfo-{E + -vxH) = iujfo.        (2) 

The fields  E,   H are fimctions of {t,x),  x    = 
{xi,X2,X3) G R^, and satisfy the Maxwell equations: 

ToiE+-—-=Q, 
c at 

TOtH- 

divE = 47rge^'^* f fo{x,v)dv, (3) 

qe''-^ f vfo{x,v)dv, di\H = 0. (4) 
IdE     47r 
c dt       c 

In view of the universality of the Maxwell equations we 
introduce the control parameter U = E + ^v x H. Then, 
using (2) we deduce the following equation 

dxfo ■ V + 9„/o • U = iuifo. 

Problem Statement 

(5) 

Let 77 = r]{U) be a performance criterion. For example, 
such criterion may be selected in the case of self-focusing 
of the longitudinal motion. 

Thus, we can find (/o, w) from the equation(5). In order 
to construct a solution to (3), (4) we will treat electric and 
magnetic fields in the wave form 

Eit,x) = Eo{x)e" H{t,x) = Ho{x)e^ 
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Then 

divfi 

rotFo 

0 

iu) 

4i"g / fo{x,v)dv, 

Anq  f   , ,     , , 
 / vfo{x,v)dv.        (6) 

This subject has attracted considerable interest in recent 
years. Only few cases are known when it is possible to ob- 
tain analytic solution in explicit form. Recall the pioneer 
paper of R.Davidson where the wave propagation is ana- 
lyzed in symmetric structure of self-consistent equations 
(6). We treat this problem as a problem of control, to be 
specific, we seek the solution U° from the condition for 
minimum: 7?([/°) = min?j(t/), where 77 is a norm in some 
functional space. 

Simple example 

Let a; e i? and w = 0. Then|[ = 0 and there exists a 
general solution to the equation 

dJo-v + dJo-Uix)=o, 

which is an arbitrary function of the integral basis 
9{JU{x)dx - 1^2). Now we obtain a unique solution 
that satisfies the initial condition fo{x,v) = ^{x,v). Un- 
fortunately, an integral basis can be constructed in rare in- 
stances. The approach outlined below makes it possible to 
overcome this difficulty. 

In case of the long-time asymptotics our method is based 
on the reduction of equation (1) to the Fredholm integral 
equation (see [2]): 

iw/o = intLw{x, v;y,u)fo {y, u)dydu, 

x,yeQ.xCR^,v,ueUv(zR^, 

where L is a differential operator 

ox c dv 

and w{x, v; y, u) is a symmetrical kernel such that 

[w{x,v; x,v)]^dxdv < 00. 
/" 

Here fix and n„ are domains in R^{x) and R^{v) re- 
spectively, on which boundaries / {t, x,v) =0 vanishes 
(a; € dflx oxv e dflv), i. e. the beam is restricted in a 
phase space. 

SELF-FOCUSING 

In this paper we investigate the long-time asymptotics of 
a longitudinal electron motion in a ring accelerator. 

Let /o be a solution to the equation 

for/o(a;,t)) = 7?o(a;,v)|t=o- 
If /o ^ L^ then zero belongs to the continuous spectrum. 
Assume that / is a solution of equation (7) under the 

arbitrary initial value r]{x,v). Obviously, function ip = 
/ - /o is a solution to the equation (7) too. 

Definition. A solution tp = 0 of the system Lip = 0 is 
called asymptotically stable, if for any e > 0 and arbitrary 
fixed to > 0 there exist a number 5 > 0 such that for 
any t>to and ipo that p(V'o, Q) < 5 the inequality holds: 
p{ip(rpo,t),0) < e, and, moreover, p{ip{xpo,t),0) -^ 0, as 
t —> 00. 

The case 4D phase space that include, in particular, 
the most important problem of stationary two-dimensional 
self-focusing is called critical. It is well known that this 
case is especially difficult both for analytical and numeri- 
cal investigation (see, for example, [6]). 

Let the motion of a beam be described (in polar coordi- 
nates (r, 9)) by the following partial differential equation 

dl      df   vedf^ 
r 

e_dir 
m dr dVr 

VeVr df 
r de 0 

L/o = 0 (7) 

under the condition f{ro,veo) = v{ro,V0o). Here ?? is a 
given initial distribution function, ro and veo - initial val- 
ues. 

We can construct the integral basis for this equation and 
the function / can be expressed in terms of this basis as 
follows: 

/(^_J^;3.2_ell + 6^t7(r);!^+CC/(r)V 
\ro     Veo ro^       m   ^ "   2 ^ ') 

Let us take into consideration a quadratic form 

Assume that the following condition holds 

[V','^]<o 

for V" € D(L)^d some set of initial values {r\{x, v)\. 
Denote by L the closure of the operator L in Hilbert 

space I?. We see that the operator —L is positively de- 
fined: 

-[V', V] = Re(-I^, V) > 0,  V e DiJ.). 

From this it follows that the domain D(L) is a dense subset 
in the space I? and the quadratic form [■, •] is symmetric. In 
view of the known F.Riecz theorem the operator Z is a co- 
generator of some contraction semigroup Rt in the Hilbert 
space: 

||i?t^||<a||^||,   0<a<l, 

where || • || is a norm in I?. 
It is easy to show that 

||i?tVII < t{5\   for V € L\ IIVIl < <5, 

3006 



Proceedings of the 2003 Particle Accelerator Conference 

and, moreover. 
lim \Rti>\\ ^ 0. 

f—*oo 

From this we conclude that the search of focusing fields can 
be reduced to problem on asymptotic stability of solutions 
ij}. Whence follows that if 

Rea(L) < a < 0 

then the original problem can be solved. 
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VERTICAL COUPLING IMPEDANCE OF THE APS STORAGE RING* 

Yong-Chul Chae^ Katherine Harkay, Xiang Sun 
Advanced Photon Source, Argonne National Laboratory, Argonne, IL 60439 USA 

Abstract 
The three-dimensional wake potentials of the APS stor- 

age ring have been reconstructed according to the imped- 
ance database concept. Every wakefield-generating 
component in the ring was considered including small-gap 
insertion device (ID) chambers, rf cavities, shielded bel- 
lows, beam position monitors, synchrotron radiation ab- 
sorbers, scrapers, flags, various chamber transitions, 
septum chambers, and pulsed kickers. In this paper the 
result for the vertical wake potentials and its impedance 
are presented. Dominant contributors are the ID chambers 
whose heights are 5 mm and 8 mm. Since more small-gap 
chambers are envisioned for installation in the APS stor- 
age ring, prediction of their effect on the beam is very 
important not only for the APS but also for all third- 
generation light sources. We used the vertical impedance 
reported here to investigate the measured tune slope and 
single-bunch current limit in the APS storage ring. The 
program elegant was used for particle tracking, and its 
results are presented. We also report that we observed a 
vertical focusing in the calculated wake potential of the 
shallow transition without rotational symmetry. 

IMPEDANCE DATABASE 
The concept of an impedance database is described in 

the companion paper [1]. We report highlights of building 
the database for the vertical impedance. The horizontal 
and longitudinal impedance are reported separately [2,3]. 

Insertion Device 

The small gap chambers for insertion devices have been 
identified as having the most significant effect on the sin- 
gle-bunch current limit [4]. Therefore, the investigation of 
ID chamber effects is important and requires an accurate 
estimate of the impedance. Only the geometric impedance 
is considered in the impedance database; the resistive im- 
pedance is computed from analytical expressions and is 
not included. 

Since the impedance calculation was performed using 
numerical simulation (we used the program MAFIA), the 
mesh size is one of the important parameters to be deter- 
mined. For the bunch length of 5 mm we could use a 1- 
mm mesh. However, we found that we need a finer mesh 
of 0.5 m in order to avoid numerical instability. A total of 
17 million mesh points was required. 

The impedance of ID chambers with 5-mm and 8-mm 
gaps are shown in Fig. 1. In the simulation we used two 
boundary conditions at the symmetry plane; one is that the 
electric field is equal to zero (E-wake) and the other is 
that the magnetic field is equal to zero (H-wake). The 
* Woiic supported by the U.S. Department of Energy, Office of Basic 
Energy Sciences under Contract No. W-31 -109-ENG-3 8. 
* chae@aps.anl.gov 

total wake is (E-wake + H-wake)/2. The Fourier transform 
of the total wake divided by the bunch spectrum is the 
impedance shown in Fig. 1. Among the two boundary 
conditions, E-wake dominates and is always positive (de- 
focusing). However, the H-wake is small and could be 
negative (focusing). 

The magnitude of the impedance for the different gap 
sizes, b, shows a b 
impedance. 

E 
O 

dependence similar to resistive-wall 

/ \                                         Gap=5mm 

1.0-1 0' \                                           Gap = 8mm 

5.0-1 0* 

0 
—^       - 

-< 
1       .       1       .       1       .       (       .       . 

5.0.10"      1.0-10">     I.S-IO'o     2.0'10">     2.5-10'"     3.0-10"> 

Frequency   (Hz) 

Figure 1: Impedance of ID chamber. 

We knew that it was difficult to verify the accuracy of 
the numerical calculation of wake potentials for a 3-D 
transition because no reference exists with which to com- 
pare it. In order to increase our confidence in the 3-D cal- 
culation, we adopted a 2-D calculation as the reference 
that could be benchmarked later. 

We constructed transitions for a circular chamber 
whose dimensions are comparable to the ID chamber; the 
geometry is shown in Fig. 2. We used two different pro- 
grams, ABCI and MAFIA, to calculate the wake potential 
for the same geometry. The results from the two programs 
are compared in Fig. 3; it shows good agreement. Since 
the results from the 2-D program (ABCI) were highly 
accurate, we considered the results by MAFIA's simula- 
tions to be as accurate and reliable. This gave us confi- 
dence in the results presented in Fig. 1. 

Figure 2: Circular transition. 

0-7803-7738-9/03/$17.00 © 2003 IEEE 3008 
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ABCI vs. MAFIA 
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Figure 3: Vertical wake potentials by ABCI and MAFIA. 

Synchrotron Radiation Absorber 

In the APS storage ring, there are five synchrotron ra- 
diation absorbers per sector totaling 200 installed in the 
ring. They are all similar and one of them is shown in [3]. 
Since the absorber material intrudes on the horizontal side 
of the chamber without altering the vertical chamber di- 
mension significantly, we expected a negative wake in the 
vertical plane if the empirical rule conjecture in [3] is true. 

The MAFIA simulation resulted in a negative wake as 
shown in Fig. 4. Since the vertical beta fimction at the 
absorber location is high, the focusing effect of the nega- 
tive wake is beneficial to the APS storage ring. 

Synch   Rod     Absorber:   Vertical   wake 

0.00   0.05   0.10   0.15   0.20   0.25   0.30 

s   (m) 

Figure 4: Vertical wake potential of absorber showing 
negative wake. 

Other Components 

Among the many components in the ring, one of the 
surprise was the flag chamber, of which there are ten in 
the ring. It has an rf screen in the chamber that forms a 
cavity-like structure; this contributes more than the antici- 
pated impedance to the total. In addition, the mini-BPMs 
installed at the ID chamber also showed a negative wake 
potential, which was totally unexpected. 

TOTAL IMPEDANCE 
The total wake potential for a 5-mm bunch and the cor- 

responding impedance are shown in Fig. 5. The shape of 
the wake is nearly proportional to the charge distribution. 
The impedance at low frequency is about 1.2 MQ/m. A 
broad band resonator (BBR) was used to fit the imped- 

ance; its parameters were found to be shunt impedance 
Rs=0.5 MQ, quality factor Q=0.4, and resonant frequency 
fr=20 GHz. 

E \ 
"    60 

0.10  0.15  0.20 
Distance (m) 

0.25  0.30 

6.0>10'    1.0>10"i    I.S'IO'"    2.0>10"i    2.5'10"'    iO'lO'" 

Frequency (Hz) 

Figure 5: Total wake potential of the APS storage ring 
(top); the impedance (bottom). 

The breakdown of the total impedance is presented in 
Fig. 6, which clearly shows that the dominant contribu- 
tions are from 22 ID chambers of 8-mm gap together with 
2 ID chambers of 5-mm gap. 

Vertical Impedance (kOhm/m) 
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Figure 6: Breakdown of vertical impedance of the ring. 

APPLICATION 
We applied the total impedance to the APS storage ring 

in order to explain the various beam behaviors observed 
in the ring. A few examples are presented. 

Tune Slope 

Recently, the response matrix fit method [5] was used 
to measure the tune slope; the measured value was 
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2.4x10" /mA, which was obtained by fitting the data in the 
range of current from 2 mA to 10 mA. 

In order to estimate the tune slope by utilizing the total 
calculated impedance, we used the tune slope formula: 

^ = _?       Y      BZ 
dl 2^<T^E I e Elements ^■^' 

where Pi is the betatron function at the location of the 
impedance element. The recently measured bunch length 
data were incorporated in the calculation, using the 2.5- 
mn lattice. The tune slope as a fimction of current is 
shown in Fig. 7. It shows that the resistive-wall contribu- 
tion is much smaller than the geometric impedance. The 
average tune slope over a range of currents is found to be 
2.6xlO'VmA. This is in good agreement with the meas- 
ured data. 

shown in Fig. 8; several traces of various currents are de- 
picted in a single graph. Also shown is the corresponding 
power spectrum, which reveals mode-coupling at 3 mA. 
We can see the effect of chromaticity modulation in the 
trace of low current of 0.1 mA. Above the mode-coupling 
threshold current of 3 mA the beam centroid is excited but 
subsequently damped fast. The amplitude of motion is not 
large enough to cause the particle loss 

However, the history of the modeled beam size in Fig. 9 
shows the significant blowup above the mode coupling. 
Since the dynamic aperture of the lattice is less than 10 
mm, this blowup could cause the particle loss at 5 mA. 
The loss of particles was recorded in the simulation at the 
current 5 mA; the loss rate increased as the current in- 
creased. This may explain the observed limit of 8-10 mA 
in accumulating (he current in a single bunch in the ring. 
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Figure 7: Tune slope as function of stored current in the 
2.5-imi lattice with vertical chromaticity at 7. 

Tracking Study 

To understand the single-bunch current limit, we inves- 
tigated tiie beam dynamics in the vertical plane by track- 
ing multiple particles. We used the program elegant [6] to 
model a folly nonlinear lattice; the total impedance ele- 
ment is included at the location of the ID chamber. 

aoi4 

1 1^. 
< ■ 11 ■ > ■ ] > 
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Figure 8: Tum-by-tum history of beam center (left); its 
Fotmer transform (right). 

In the simulation we kicked the beam once in the verti- 
cal plane and then recorded tum-by-tum histories of a 
number of beam parameters. One is the beam centroid as 

1000     2000     3000     4000 
Pass 

wotch-point porameters—input:  0.1 ma.ele    lattice:  0.1 mo.lte 

Figure 9: Tum-by-tum history of beam size showing 
blowup above the mode-merging cturent of 3 mA. 

CONCLUSION 
The impedance database concept was utilized to con- 

struct the total impedance of the ring. Modeling the APS 
ring using this impedance characterized well some of the 
observed beam behavior. The dominance of the small-gap 
chamber for ID has prompted research in reducing the 
vertical impedance through a new design of the chamber 
transitions. 
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HORIZONTAL COUPLING IMPEDANCE OF THE APS STORAGE RING* 

Yong-Chul Chae^ Katherine Harkay, Xiang Sun 
Advanced Photon Source, Argonne National Laboratory, Argonne, IL 60439 USA 

Abstract 
The three-dimensional wake potentials of the APS stor- 

age ring have been reconstructed according to the imped- 
ance database concept. Every wakefield-generating 
component in the ring was considered including small-gap 
insertion device (ID) chambers, rf cavities, shielded bel- 
lows, beam position monitors, synchrotron radiation ab- 
sorbers, scrapers, flags, various chamber transitions, 
septum chambers, and pulsed kickers. In this paper the 
result for the horizontal wake potentials and its impedance 
are presented. The numerically obtained impedance has 
been used to investigate the experimental results. Tune 
shift was calculated and compared with the measurement. 
We also observed a horizontal focusing in the calculated 
wake potential of the shallow transition without rotational 
symmetry. 

IMPEDANCE DATABASE 
The concept of impedance database is described in the 

companion paper [1]. We report highlights of building the 
database for the horizontal impedance. The longitudinal 
and vertical impedance are reported separately [2,3]. 

Insertion Device 

Figure 1: Transition between regular and ID chambers. 

At the APS, the vacuum chamber for an insertion de- 
vice is 5 m long with a small gap; its schematic diagram is 
shown in Fig. 1, which shows the transition from the 
regular chamber (8.4 cm by 4.2 cm) to the small-gap 
chambers whose vertical dimensions are 5 mm or 8 mm. 
There are 22 chambers with 8-mm gap and 2 chambers 
with 5-mm gap installed in the storage ring (there are no 
longer any 12-mm chambers). 

The ID chambers have a detrimental effect on the sin- 
gle-bunch current limit in the vertical plane due to beam- 
chamber  interaction.   However   its   horizontal   effects 

seemed to be small and were not well known. 
We used the program MAFIA in order to calculate the 

wake potential for a bunch of 5 mm. The simulation con- 
ditions are described in detail in the companion papers 
[1,3]. The results show that the horizontal wake is 100 
times smaller than the vertical wake. 

The smallness of the horizontal wake was found to be 
due to the cancellation between the wakes obtained by 
two different boundary conditions imposed on the 
symmetry plane. The electric boundary condition is E=0 
(E-wake), and the magnetic boimdary condition is H=0 
(H-wake). The two wake potentials, E-wake and H-wake, 
shown in Fig. 2, were found to be opposite in the sign but 
nearly equal in magnitude. Therefore, the total horizontal 
wake, which is (E-wake + H-wake)/2, becomes small. 

o 
> 

o 
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1   1                              Total   Wake 
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Figure 2: Total horizontal wake is the sum of E-wake and 
H-wake. 

Beam Position Monitor (BPM) 
Two main types of BPMs are installed in the ring: 1) 

400 BPMs with standard buttons installed at the regular 
chambers, and 2) 24 BPMs with mini-buttons installed at 
the ID chambers. These are called the PO-BPMs. We will 
show later that these BPMs contribute the most to total 
horizontal impedance. The PO-BPM has an especially 
strong influence on the beam because of its proximity to 
the beam. 

The geometry of the PO-BPM used in the MAFIA simu- 
lation is shown in Fig. 3. The long coaxial conductor 
above the button characterizes a large resonance peak at 
22 GHz in the total impedance. 

The results from MAFIA simulation are shown in Fig. 4. 
The top graph shows the long-ranged wake modulated by 
the 22 GHz wavelength. The impedance is shown in the 
bottom graph and exhibits a few resonant peaks. 

* Work supported by the U.S. Department of Energy, Office of Basic 
Energy Sciences under Contract No. W-31-109-ENG-38. 
* chae@aps.anl.gov 
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Figure 3: PO-BPM geometry used in the MAFIA simula- 
tion. 
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Figure 4: PO-BPM's wake (top); its impedance (bottom). 

Bellow (Focusing Wake Potential) 
The bellows in the APS storage ring are shielded by 

sUding contacts. Figure 5 is a drawing of the Bl bellow, 
one of six different types of bellows. The transition in the 
horizontal dimension varies from 8.4 cm to 9.3 cm, giving 
a transition angle of 4 deg. The transition angle in the 
vertical dimension is slightly greater, varying from 4.07 
cm to 5.39 cm, giving 5.7 deg. 

Figure 5: Drawing of the Bl-bellow: horizontal plane 
(top), vertical plane (bottom). 

The results from the initial simulation by MAFIA 
showed a slightly negative kick factor; this implies that 
the bunch traversing the bellows would receive a focusing 
kick instead of a defocusing kick. The longitudinal 
equivalent of this phenomenon would be gaining energy 

instead of losing energy by the beam. The small magni- 
tude of wake potential, as well as the negative sign, was 
unexpected. In order to verify the simulation result, we 
carried out a series of phenomenological investigations to 
study the mesh effect, bunch-length effect, 2-D simpUfi- 
cation, angle effect, etc. The results from a systematic 
case study of the transition geometry is presented below. 

We devised the structure similar to the bellows depicted 
in Fig. 5. The cross section is an ellipse whose taper and 
aspect ratio are varied. The semimajor axis is varied from 
2 cm to one of 2, 2.25,2.5, 2.75, or 3.0 cm and back to 2 
cin. The tapering of the semiminor axis is not varied; ta- 
pering is from 1 cm to 1.3 cm and back to 1.0 cm. The 
semimajor axis in the middle section, am, identifies each 
case. 

A half chamber is used in the simulation with two 
boundary conditions, E-wake and H-wake. The total 
wakes, the E-wakes, and the H-wakes are shown m Fig. 6. 
Each case for the different value of a^ is represented by a 
different curve. From the E-wake plot, we observe that the 
sign of the wake is always positive, and its magnitude 
decreases as the variation of the aperture is reduced. How- 
ever, from the H-wake plot, we clearly see that the sign 
changes; a transition occurs at am=2.5 cm, and the wake 
becomes more negative as 3^, is fiirther reduced. The total 
wake, then, eventually becomes negative at ani=2.0 cm. 
Transition from positive to negative occurs for the total 
wake at ani=2.25 cm. 
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Figure 6: Horizontal wake potentials of 3-D elliptical ta- 
per: total wake (top), electric boundary condition (middle), 
magnetic boundary condition (bottom). 
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Based on the above study we conjecture that: 
1) the negative wake potential is a completely three- 

dimensional phenomena, 
2) it can occur when the degree of perturbation in 

one dimension is greater than in the other, 
3) the negative wake potential is in the plane of the 

smaller perturbation. 
In our bellows example, the smaller perturbation is in the 
horizontal plane where the negative wake occurred. 

TOTAL IMPEDANCE 
The total wake potential for the bunch of 5 mm and the 

impedance derived from it are shown in Fig. 7. The shape 
of the wake potential follows the charge profile at die 
head but is distorted near the tail and then followed by an 
extended wake. The impedance at low frequency is about 
0.22 MQ/m; the previous estimate based on the tune slope 
measurement also predicted a similar result [4]. A broad- 
band resonator (BBR) was used to model the impedance; 
its parameters were found to be shunt impedance Rs=0.6 
MQ, quality factor Q=4, and resonant frequency f^22 
GHz. 
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Figure 7: Horizontal wake potential and impedance of the 
ring 
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The breakdown of total impedance is presented in Fig. 
8. From the figure we identify the major contributors, 
which are the BPM, PO-BPM, rf sector, and synchrotron 
radiation absorber. 

APPLICATION 
We used the total impedance in order to investigate the 

current-dependent beam dynamics observed in the ring. 
We chose the tune slope to compare. The recently meas- 
ured value was 8xlO"^/mA, which was fitting tune shifts 
over the current from 2 mA to 10 mA [4,5]. 

The numerical estimate is based on the well-known for- 
mula: 

^ = ^       y«Z 
dl    2^a^E/eEieJr:ts"' 

where Pi is the betatron fimction at the location of the 
impedance element. Note that the tune slope depends on 
the bunch length and chromaticity. 
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Figure 8: Horizontal impedance breakdown. 
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Figure 9: Tune slope as function of chromaticity for the 
2.5-nm lattice. 

The resultant tune shift as a function of current is 
shown in Fig. 9. We used the impedance shown in Fig. 7 
and incorporated the measured bunch lengths (42 ps at 5 
mA, for example) in the calculation. The tune slope, by 
fitting over 2 mA to 7 mA, is 9xlO"'/inA, which is slightly 
larger than the measured value. The horizontal tune is 
reduced by the amount of synchrotron tune, Vs=0.007, at 
the current 5.5 mA, which is close to mode-merging cur- 
rent observed in the ring. Contrary to results in the verti- 
cal plane, the resistive-wall impedance constitutes 1/3 of 
the total in the horizontal plane, so that its effect is ex- 
pected to be dominant. An investigation is under way. 
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LONGITUDINAL COUPLING IMPEDANCE OF THE APS STORAGE 
RING* 

Yong-Chul Chae^, Katherine Harkay, Xiang Sun 
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Abstract 
The three-dimensional wake potentials of the APS 

storage ring have been reconstructed according to the 
impedance database concept. Every wakefield-generating 
component in the ring was considered including small-gap 
insertion device (E)) chambers, rf cavities, shielded 
bellows, beam position monitors, synchrotron radiation 
absorbers, scrapers, flags, various chamber transitions, 
septum chambers, and pulsed kickers. In this paper the 
result for the longitudinal wake potentials and its 
impedance are presented. The total impedance is not 
model-based but the direct sum of numerical functions. 
The fit parameters for the broadband resonator model are 
also included as a convenient representation. We used this 
impedance model to investigate the observed microwave 
instability, namely bunch lengthening, anomalous energy 
spread, and coherent excitation at high synchrotron 
sideband. 

IMPEDANCE DATABASE 
The concept of impedance database is described in the 

companion paper [1]. We report highlights of building the 
database for the longitudinal impedance.The horizontal 
and vertical impedance are reported separately [2,3]. 

Rf-Sector (rf-cavities and transition) 

Figure 1: Rf sector showing four cavities. 

The rf cavities at the APS storage ring provide energy 
to the beam with 9.5 MV of gap voltage distributed in 
sixteen cavities in four sectors. One of the rf sectors is 
shown in Fig. 1. 

An rf sector consists of four cavities and the transition 
of vacuum chamber at both ends. The complexity is 
simplified in the simulation to axially symmetric 
geometry. We used the program ABCI in order to 
calculate wake potential The wake potential of one rf 
sector for a 5 mm bunch is shown in Fig. 2; the cavity- 
only wake potential is also included for comparison. We 

• Work supported by the U.S. Department of Energy, Office of Basic 
Energy Sciences under Contract No. W-31-109-ENG-38. 
' chae@aps.an].gov 

note  that there  exists  significant  interference  effect 
between the transition and cavities. 
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Figure 2: Total wake potential of rf sector. Wake potential 
of four cavities only is also shown for comparison. 
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Figure 3: Impedance of the wake over 30 cm (left); 
impedance of the wake over 10 m (right). 

The impedance, the Fourier transform of the wake 
potential divided by the bunch spectrum, is shown in Fig. 
3. The graph on the left shows the impedance of short- 
ranged wake over 30 cm, which shows the characteristic 
cavity-type impedance in the form of (i-j)/^. This 
short-ranged wake potential is included in the total wake 
potential. Note the imaginary part of the impedance is 
negative. 

The impedance of long-ranged wake over 10 m is also 
shown in Fig. 3 on the right. Higher-order modes (HOMs) 
as well as the fundamental mode resonating at 352 MHz 
are clearly shown. The total HOM contribution to Z/n is 
0.2 Q., which was estimated by usmg the formula 

where Rs is the shunt impedance, Q is the quality factor, 
and n is the harmonic number. This (Z/n)HOM is included 
in the impedance breakdown for Z/n. 

0-7803-7738-9/03/$17.00 © 2003 IEEE 3014 
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Synchrotron Radiation Absorber 

In the APS storage ring there are 200 absorbers of five 
types; one of them, C2 type, is in a crotch shape that 
intrudes into the vacuum chamber. The schematic used in 
the simulation is shown on the top of Fig. 4. The device- 
under-test (DUT) depicted on the top requires the 
"DIRECT" method in the MAFIA simulation whose 
result depends on the chamber length. Accurate 
simulation could require a length that is often 
prohibitively long. 

DUT (DIRECT) 

MEASUREMENT (INDIRECT) 

REFERENCE (INDIRECT) 

0.00   0.05 0.10   0.15   0.20 
Distance  (m) 

0.25   0.30 

10" ' 15" ' 20—7S—30 ■ ■ 35 
Frequency (GHz) 

Figure 6: Longitudinal wake potential and impedance of 
the ring. 

1_ _r 
Figure 4: DUT = MEASUREMENT - REFERENCE. 

In order to overcome this constraint we used a 
technique similar to the coaxial wire method, which can 
be described as DUT=MEASUREMENT-REFERENCE 
as shown in Fig. 4. The reference chamber is necessary in 
order to make the simulation geometry suitable for the 
"INDIRECT" method, whose result doesn't depend on the 
chamber length and is less susceptible to numerical noise. 

The improved result, derived by comparing the new 
method with the "DIRECT" method, is shown in Fig. 5. 
The oscillatory wake after the bunch, which could be 
misread as a "trapped mode," disappeared when a proper 
simulation technique was applied to the problem. 
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Figure 5: Wake potentials comparing the DIRECT and 
INDIRECT methods. 

TOTAL IMPEDANCE 
The total wake potential of the ring and its impedance 

are shown in Fig. 6. The important parameter Z/n is about 
0.22 SI, which is constant up to 22 GHz. The breakdown 
of Z/n is presented in Fig. 7, where the rf sector dominates 
by its 0.2 Q. impedance due to the HOMs. 

Longitudinal Impedance (Ohm) 

2.50E-01 
2.00E-01 
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6  9  9 

Figure 7: Longitudinal impedance breakdown. 

APPLICATION 
The longitudinal microwave instability in the APS 

storage ring had been measured and reported [4]. As an 
application of the impedance database we used the total 
impedance in Fig. 6 as the input to the particle-tracking 
program elegant [5] in order to reproduce the measured 
results. 

In the simulation we tracked 10,000 particles over 
10,000 turns. At each turn the parameters of beam 
distributions were calculated; two of them were bimch 
length and energy spread. The average and rms value over 
5000 turns for each current level were calculated and their 
results are shown in Fig. 8. The bunch length (black 
curve) varies as l"^ over the whole range of current. But 
the energy spread (red curve) shows a threshold behavior 
at a current of 6 mA or 7 mA. This is consistent with the 
threshold observed experimentally [4]. The rms values 
depicted as error bars in Fig. 8 also reveal the important 
information. Above the threshold the rms values increase 
dramatically, indicating dynamic motion of the bunch in 
the phase space. 

The nature of dynamics above the threshold is revealed 
by its power spectrum, which is shown in Fig. 9. Each 
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trace represents the fast Fourier transform of tum-by-tum 
bunch length data. The bottom two traces below threshold 
show the coherent signal at the synchrotron frequencies fs 
and 2*fs, representing m=l and m=2 mode, respectively. 
However, above the threshold the coherent signal near 
4*fs is excited; it was also observed experimentally [4]. 

The simulation using the total impedance reproduced 
three important aspects of longitudinal phenomena, which 
are bunch lengthening, energy spread, and synchrotron 
sideband at 4*fs. However, this occurred only when the 
impedance was increased by 80% of the total impedance, 
as shown in Fig. 6. 

When the maximum frequency of the total impedance 
was extended to 200 GHz instead of a nominal 100 GHz, 
we observed microbunching of the beam in the simulation 
as shown in Fig. 10. Apparently buckets formed by the 
impedance at high frequency trap the particles. We 
observed that the energy spread increases as the current 
increases. Unlike the phenomena shown in Figs. 8 and 9, 
the deformation of bunch was static without a coherent 
signal at 4*fs or higher. This tantalizing phenomenon is 
imder investigation. 

DISCUSSION 
The good agreement between the simulation and the 

experimental results were obtained by increasing the 
calculated impedance by 80%. The total inductive 
impedance at the low frequency expressed as Z/n is 0.22 
Q. without ad hoc inclusion of HOM contribution, which 
is 80% lower than the estimated value based on the 
bunch-length measurement [4]. 

We searched for the missing impedance source to make 
up for such big differences. We did not miss the 
impedance source in our impedance database, but perhaps 
we didn't include the HOM contribution properly in the 
total impedance. 

We show Z/n with and without rf-sector contribution in 
Fig. 11. The rf sector reduces the total impedance in the 
low frequency range, but the broad and constant Z/n 
didn't change with and without the rf sector, which 
implies that a HOM contribution of 0.2 Q, is not included 
in the total impedance. The proper treatment of the rf 
cavity might be to subtract the wake potential due to the 
fimdamental mode to make a HOM-only wake potential. 
Thus pure HOM wake should contribute to the total wake. 
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THE IMPEDANCE DATABASE AND ITS APPLICATION TO THE APS 
STORAGE RING* 

Yong-Chul Chae^ 
Advanced Photon Source, Argonne National Laboratory, Argonne, IL 60439 USA 

Abstract 
Since the operation of the APS storage ring, we have 
observed instabilities of different kinds. Some of them are 
not well understood and need fiirther investigation; 
transverse saw-tooth instability and anomalous energy 
spread are examples. Quantitative understanding of these 
instabilities requires detailed knowledge of impedance of 
the ring. For this purpose we developed the concept of the 
impedance database, where the wake potential of each 
vacuum component in the ring is deposited and 
maintained in a standard form. These standardized wake- 
potentials can be manipulated with high flexibility by 
utilising the Self Describing Data Sets (SDDS) toolkit 
developed at Argonne National Laboratory. In this paper 
we will present the total impedance of the APS storage 
ring obtained by using the impedance database. Then we 
report the application of the total impedance to investigate 
the currently observed instabilities in the APS storage ring. 

INTRODUCTION 
In the development of the APS storage ring, the 

information of impedance had been estimated and 
collected as an Impedance Budget. This tabular data had 
been not only useful for characterizing the total 
impedance of the ring but also convenient because of its 
simplicity. 

However, as we installed small-gap chambers for 
insertion devices (ID) in the ring, we observed that the 
single-bxmch current reduced dramatically. The maximum 
current we could stably store in the ring is about 5 mA, 
limited by the mode-coupling instability in vertical plane 
[1,2,3]. In addition, we also observed saw-tooth excitation 
in the horizontal plane [2,3] and microwave instability in 
the longitudinal plane [4]. Understanding these 
instabilities required a more accurate estimate of the 
impedance over a broad frequency range because the 
bunch length in the APS storage ring is as short as 5 mm 
at low current. 

Understanding and curing the instabilities so that we 
could improve the performance of the ring was the 
motivation to extend the idea of the Impedance Budget 
into an Impedance Database, where we collect the 
impedance function for all impedance elements installed 
in the ring. The impedance function was used in the 
simulation by tracking the multiple particles traversing the 
lattice magnets and impedance elements. 

In subsequent sections we introduce the Impedance 
Database concept and then present highlights of the 

* Woris supported by the U.S. Department of Energy, Office of Basic 
Energy Sciences under Contract No. W-31-109-ENG-38. 
^ chae@aps.anl.gov 

results including the total impedance of the ring and some 
of the simulation results. More complete results are 
presented in the companion papers [5,6,7]. 

IMPEDANCE DATABASE 

Goal 
The goal of the Impedance Database is an accurate 

estimation of the total impedance in the ring. In practice, 
since we usually obtain the impedance via wake potential, 
the goal could be expressed as: 

Element 

where 
W,oiai= total wake-potential of the ring, 
Ni = number of the element in the ring, 
fF;= wake-potential of the element, 
Oi = weight of the element. 

This expression shows that the total wake potential of 
the ring is the weighted sum of the individual wake 
potential. A convenient choice of the weight for each 
element is the lattice fimction. 

Then, the total impedance, Z,otai, will be obtained via 
fast Fourier transform (FFT). 

Method 
We standardize the data format in order to combine and 

process the wake potentials obtained by the different 
methods. For this purpose we use the SDDS file format, 
which is column oriented, and data are accessed by name 
only for robustness. Standard wake potential requires at 
least four column data, which are the distance, s, and the 
wake potentials of three planes, Wx, Wy, and Wz. 

We also adopted uniform simulation conditions for all 
impedance elements in order to assure the even quality for 
each simulation; those were: 

1. bunch length=5 mm, 
2. longitudinal mesh size=0.5 mm or smaller, 
3. wake length of simulation=0.3 m or longer. 

We desire short-bunch simulation because, the shorter the 
bunch length, the broader the valid frequency range of 
impedance. However, the numerical instability limits the 
mesh size depending on the bunch length and the wake 
length, which in turn is limited by the available computer 
resources. The above simulation conditions reflect a 
balancing act of desire and limitations. 

We had used LINUX pc-clusters at APS, where we 
could perform 3-D MAFIA simulation up to 17 million 
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mesh points, which was enough to simulate the insertion 
device chambers for a bunch length of 5 mm. 

We used the programs ABCI and MAFIA for 
calculation of wake potential. Both programs had been 
modified to be SDDS compliant so that their output is in 
SDDS format. The wake potential obtained for each 
impedance element was deposited in the designated 
directory within the APS computer network. 

Since the Impedance Database should be available to all 
APS personnel, we developed a script to add and remove 
the impedance elements easily so that whoever has access 
to the Impedance Database directory can construct the 
total wake potential and its impedance at any time for 
his/her own use. 

Results 
We recently completed building the first phase of the 
Impedance Database for the storage ring. Some of the 
results and highlights are summarized here. 

The Impedance Database includes ID chambers with 5 
mm and 8 mm gap, rf sectors including rf cavities and 
chamber transitions, three types of beam position 
monitors installed at the regular chambers and ID 
chambers, six types of shielded bellows, five types of 
synchrotron radiation absorbers, flag chambers for the 
fluorescent screens, vertical scrapers, horizontal scrapers, 
and strip line monitors. 

The Impedance Budget showing the contributions of 
each impedance element is shown in the Table 1. 
Impedance in the table is an absolute value at the low- 
frequency near origin. In the table we used an average 
value for an element having multiple types. 

Table 1. Impedance Budget of the APS storage ring. 
Name Qty Z,           Zy          Z/n 

(k£2/m)   (kn/m)      (£2) 
Absorber 200 4.00E+01 4.00E+00 5.00E-03 
Bellow 240 0.00E+004.80E+01 4.20E-02 
BPM 400 6.40E+01 4.00E+01 2.00E-02 

BPM-P05mm 2 8.00E+00 4.00E-01 l.OOE-04 
BPM-P08mm 22 4.40E+01 1.76E+01 l.lOE-03 
Flag Chamber 10 l.OOE+01 1.50E+02 2.00E-02 

ID-5mm 2 1.20E+002.20E+02 2.40E-03 
ID-8mm 22 4.40E+006.16E+02 2.20E-02 

RF-sector 4 5.20E+01 6.00E+01 2.00E-01 
Scraper-H 2 1.50E+01 1.40E+01 3.20E-02 
Scraper-V 2 3.20E+004.00E+01 7.50E-02 
Strip line 4 8.00E-01 1.20E+00 6.00E-03 

Total 2.43E+021.21E+03 4.20E-01 

The major contributors to the total impedance were 
identified. The ID chambers dominate vertical impedance 
with 80% contribution, rf sectors and flag chambers 
containing fluorescent screens contribute 50% of 
longitudinal impedance, and the beam position monitors 

(BPM) and synchrotron radiation absorbers contribute the 
most to horizontal impedance. 

The total impedance of the ring, which is the Fourier 
transform of the total wake potential divided by the bunch 
spectrum, is shown in Fig. 1. The result shown was 
obtained with the unit weight for every impedance 
element. Horizontal, vertical and longitudinal impedances 
of both real and imaginary parts are shown from top to 
bottom. For the longitudinal impedance, Z/n are presented, 
where n is the harmonic number. 

E \ 
E 
o 
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JZ 
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TD TB 2fr 
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Figure 1: Total impedance of the ring. 

We used a broadband resonator (BBR) model in order 
to parameterize the total impedance. The results are 
shown in Table 2. In the table, Z/n has two values; one is 
0.22 Ohm without rf sector, and the other is 0.42 Q, 
which includes 0.2 Q. from higher order modes (HOMs). 
This is discussed more in ref 5. 

Table 2: Broadband Resonator Model. 

Rs(£2) Q f,(GHz) 
Zx 0.6e6 4.0 22 
Zy 0.5e6 0.4 20 
Z/n 0.22/0.42 2.0 25 

APPLICATION 
As the initial application of the Impedance Database, 

we carried out multiparticle tracking with a goal of 
reproducing the beam behaviors observed in the ring. The 
program elegant [8] was used for all tracking simulations, 
and some of the results are presented. 

Longitudinal Phenomena 
We observed microwave instability in the ring 

characterized by bunch lengthening, energy spread, and 
the coherent signal excitation at 4*fs above the threshold 
current [4], 

We used the 7.5 nm lattice whose natural bunch length 
is 20 ps, and natural energy spread is 1x10■^ The 10,000 
particles were initially loaded in the equilibrium phase 
space and then tracked 10,000 turns. After 2000 turns of 
initial transient, we took an average of 5000 turns. The 
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average value of bxmch length and energy spread together 
with standard deviation are shown in Fig. 2. The results in 
Fig. 2 are in good agreements with experiment [4], 
however, we had to increase the impedance in Fig. 1 by 
80%. 

Bunch Length 

Energy Spread 

2        4        6        8       10     12 
Current   (mA) 

Figure 2: Bunch length and energy spread. 

Vertical Phenomena 

In the APS storage ring we observed mode-coupling 
instability in the vertical plane [2,3]. The observations 
include the modes couple at about 3 mA, the beam is 
vertically stable up to 5 mA, and we could accimiulate a 
single bunch up to 8-10 mA. .  
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Figure 3: Tum-by-tum history of vertical beam center 
(left); its Fourier transform (right). 

In the simulation we used a 7.5 imi lattice whose 
chromaticities were set to 4 and 7 in the horizontal and 
vertical planes, respectively. We used the BBR impedance 
with Rs=0.9 MQ, Q=0.6, f,=20 GHz. Compared with the 
most up-to-date parameters in Table 2, this resulted in a 
larger wake potential by 20%. We show the beam history 
and its Fourier transform of several currents in Fig. 3. We 
find that the beam centroids are stable up to 5 mA, the 
modes couples at 3 mA. In a companion paper [6], we 
show the beam size blowup after mode coupling, which 
could reduce the lifetime. 
Horizontal Phenomena 

In the horizontal plane, a saw-tooth instability was 
observed in the ring [2,3]. One of the characteristics was 
the sequence of stable, steady state, bursting, and steady 
state as the single bunch current increased. 

The simulation study of this phenomenon is still in its 
infancy, but we made some progress to report. We found 
two types of   impedance sources that could excite the 

bursting mode, namely, a narrowband source and a 
broadband source. 

The resistive wall impedance was used as a narrowband 
source. The horizontal excitations of different currents are 
shown in Fig. 4. On the left are the traces excited by the 
narrowband impedance. As the current increases, the 
amplitude of bursting increases too. On the right are the 
traces excited by the broadband impedance, which is 
offset by 1 mm horizontally. Even though the bursting 
modes are not as clean as observed in the experiment or 
in the narrowband simulation, the characteristic mode 
changes are well reproduced. 
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Figure 4. Tum-by-tum history of horizontal beam 
center excited by narrowband resistive-wall impedance 
(left) or by broadband impedance (right). 

CONCLUSION 
The Impedance Database was useful in constracting the 

total impedance of the ring. When it was applied to the 
APS storage ring, the initial simulation results showed 
good agreement with measurement, encouraging a more 
realistic simulation for the real machine. 
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BUNCH LENGTH MEASUREMENTS AT BESSY* 

M. Abo-Bakr, W. Anders, P. Kuske, G. Wustefeld, BESSY, Berlin, Germany 

Abstract 
In the range from 2 ps to 40 ps.the rms bunch length 

and the bunch shapes have been measured with a streak 
camera as a function of the beam current. Short bunches 
were produced by reducing the momentum compaction 
factor of the storage ring lattice. An attempt is made to 
distinguish between vacuum chamber and radiation 
impedance effects. 

INTRODUCTION 
BESSY is a high brilliance VUV to soft X-ray 

synchrotron light source [1]. After 3 years of operation 13 
out of 16 straight sections are equipped witii insertion 
devices (ID) with gaps of the vacuum chamber down to 
11 mm. Four IDs are strong superconducting devices 
which have an impact on the bunch length. The storage 
ring is operated usually at 1.72 GeV. The low emittance 
double bend lattice already produces short bunches due to 
the small momentum compaction factor, a. In addition, 
the bunch length can be reduced even further by nearly a 
factor of 10 by changing the optics and reducing a by a 
factor of 100. The shape and the length of these short 
bunches have been measured with a streak camera (SC) as 
a fimction of beam current. The technique, analysis, and 
very little interpretation of the observations will be 
presented. For comparison results will be given of further 
measurements related to the longitudinal dynamics of 
high current bimches in a storage ring like the current 
dependent energy spread and the current dependent shift 
of the longitudinal quadrupole mode. 

EXPERIMENTAL SETUP 
For the bunch length measurements the Hamamatsu 

dual sweep SC model C5680 connected to a stand alone 
PC is used. Bending magnet radiation (± 1 mrad in both 
planes) is guided out of the radiation safety area, passes 
through a colour glass filter which transmits radiation 
below 420 nm, and is focussed with a single quartz lens 
onto the 30 \ixa entrance pin hole of the camera. The 
camera's static time resolution was foimd by operating the 
SC in the focussing mode. Depending on the sweep speed 
the resolution with a 30 fim pin hole can reach 1.5 ps. The 
fast 250 MHz sweep voltage for the SC is taken from the 
RF master oscillator frequency of 500 MHz divided by 
two. The long term phase stability is thus assured. Short 
term phase noise reduces the time resolution of the SC 
operated in the dual sweep mode. The contributions stem 
from the phase noise of the master oscillator, the fast 
sweep voltage, and the noise in the accelerating RF 
voltage. In addition, the RF voltage contains small spikes 

which induce coherent synchrotron oscillations of the 
bunch. Therefore, the slower sweep speed of the SC is 
always chosen such that these coherent bunch oscillations 
occurring between 1 and 10 kHz can be resolved. A fiiU 
sweep takes 1 to 10 ms. With a bunch revolution time of 
800 ns many images of the bunch are superimposed in 
order to collect sufficient intensity. Usually a single bimch 
is stored, however, at extremely low beam current of the 
order of 1 fiA, corresponding to N=5 10* electrons in flie 
bunch, all 400 buckets are filled as equally populated as 
possible. 

ANALYSIS OF THE STREAK CAMERA 
DATA 

In the top of Fig. 1 raw data from the CCD camera at 
the end of die SC is shown. The slow horizontal time span 
is 1ms and the fast vertical time span is 275 ps. There are 
640 pkels in the slow sweep direction and 512 in the fast 
direction. Slices of pre-chosen horizontal width are 
analysed and the data is averaged horizontally over the 
slice first. Then the background is substracted based on 
the signal at the beginning and the end of the fast sweep 
(top and bottom of Fig. 1). 

« ps 

20 ps 

<sigMi»az.e9(e.4i) ps 

<II»:1».4   ps 

<flsyfi>a-0.675(0.OZa) 
^JJ'^^^^S^^^^^'v^^m^^SSS?:::^;? 

Fig. 1: Streak camera taken image in dual sweep mode 
(top) and results of the data analysis of the sliced image 
along the slow sweep direction. 
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The remaining signal is analysed in terms of centred 
statistical moments, M,. This starts with the determination 
of <To>, the centre of gravity (COG), of the intensity 
distribution in the slice, I(t). In the next step up to the 
forth centred moment of I(t) is calculated. The final 
results are the averages of the following quantities: 

• <To> = Ml/Mo 
• CT = sqr(M2/Mo) 
• Asymmetry = (Ms/MoVa' 

Since each image contains up to 640 slices a 
corresponding number of results is obtained. With these 
samples, averaged values and their standard deviations 
are calculated. Channel numbers are translated into time 
with the scaling factors provided by the manufacturer of 
the camera. The slice wise results of the above analysis 
are shown at the bottom of Fig. 1. 

The time resolution of the SC in the dual sweep mode 
is not only determined by the static time resolution which 
depends on the size of the entrance pin hole and the 
quality of the streak tube. There is an even larger 
imcertainty introduced by the phase noise and the fact that 
many images are superimposed. The phase noise of the 
master oscillator and of the 250 MHz fast sweep voltage 
was measured with a Rohde & Schwarz spectrum 
analyser FSE30. The analysis showed that these noise 
sources add a random contribution of =2.4 ps to the bunch 
length. The measured bunches appear enlarged due to the 
statistically independent effects and the actual bunch 
length can therefore be obtained by: 

CJacI ~ 4(7m ph.noise 

In order to check this approach the bunch length was 
measured with the SC as a function of the synchrotron 
frequency, Fjyn, by changing the optics and reducing the 
momentum compaction factor. This can be done without 
beam loss at very low beam current. The measured as 
well as the corrected results are shown in Fig. 2 and these 
values agree well with the theoretical expectations: 

(^iFsyn) = const-F^ 

^ 
10 

/^ 

M 
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n 
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Fig. 2 Result of bunch length measurements as a function 
of the synchrotron frequency Fsyn. 

At small synchrotron frequencies the directly measured 
uncorrected bunch length saturates aroimd 3 ps and the 
resolution limitations of the SC become dominant. The 

simultaneously observed increased shift of the COG, the 
synchronous phase, as a function of bunch current is 
however a clear indication that the bimch length really is 
shorter than observed. The accuracy of the COG 
determination is not influenced by the resolution 
limitations of the SC. 
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Fig. 3: Results of measurements with the nominal BESSY 
optics. 

Most extensive studies were performed with the 
nominal optics and the results are shown in Fig. 3. In the 
case of long bunches the resolution limitation of the SC is 
not important. The top three curves are the bunch length, 
the shift of the synchronous phase, and the asymmetry of 
the distribution as measured with the streak camera. The 
bimch leans forward with a steeper leading edge of the 
distribution and moves up the RF voltage in order to 
compensate for the increased current dependent energy 
loss. This is consistent with a resistive interaction of the 
bunch with its surroundings. The observed phase shift 
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corresponds to 5 ps/mA. Other experimental results are 
included in Fig. 3 for comparison. The fourth trace shows 
the outcome of direct absolute measurements of the rms 
energy spread by Compton back scattering a C02-laser 
beam [2]. With this technique also the nominal 
momentum compaction factor was determined with high 
accuracy and found to be in agreement with the 
expectations based on the linear model of the storage ring 
lattice. The onset of the turbulent bunch lengthening 
shows up around 3 mA not as clearly as desired. The 
accuracy of this measurement suffers from the low rate of 
back scattered high energy photons obtained with a small 
beam current in the single bunch. At the bottom of Fig. 3 
is shown the frequency shift of the quadrupole mode 
which is for very small beam current equal to 2*Fsy„. The 
quadrupole mode shifts down with beam current. The 
beam was excited by an amplitude modulation of the RF 
cavity voltage with a swept frequency and the quadrupole 
mode was detected as a sideband to the 500 MHz- 
component of the beam. A shift of 0.7 kHz/mA is found 
at low beam current. This result is close to the more direct 
determination of the incoherent synchrotron tune shift by 
looking at the shifts of the transverse m=d:l-modes in the 
vertical plane [3]. The measured tune shift can be used to 
estimate the inductive impedance. 

In Fig. 4 the current dependence of the bunch length is 
shown for different values of the momentum compaction 
factor (the synchrotron frequency). The asymptotic slope 
of the rms bunch length is proportional to I^'* which is 
close to l"' as expected from a purely inductive 
impedance. An inductive impedance alone would 
however not produce energy widening. 

lee 

12 ps » Itnfl) 

lou alpha optics 

lou alpha optics 

3/8 

IM 1 nA 

single bunch current 

Fig. 4: Bunch length as a function of beam current for 
three different momentum compaction factors. 

INTERPRETATION 
These measurements are traditionally interpreted in 

terms of the vacuum chamber related geometrical 
impedance. Especially with very short bunches the 
radiation impedance can play a significant role in the 
longitudinal dynamics of a bunched beam. Fig. 5 shows 
the shielded coherent synchrotron radiation (CSR) 
impedance for the BESSY parameters and calculated with 

equ. (B7) of Murphy, et al. [4]. Included in the figure is 
the spectral power density of a Gaussian bimch. 

-H 1   I  I Hill 

spect.pou.dens. 
H—I   I 11 ml 1—I   I I nil 

Be Z||(n)/n CO] 

I     1   I   M 111| 
InZ||(n)/n[n] 

I      I    t   I I I4f 

10 10- 10" n 

Fig. 5: CSR impedance for BESSY. The frequency is 
given by ci)=n-R/c, with R the dipole bending radius, and c 
the speed of light. 

There is hardly any overlap between the real and 
imaginary parts of impedance and the bunch modes for 
the nominal bunch length of 13.5 ps. Therefore, at least 
the shift of the synchronous phase and of the quadrupole 
mode presented in Fig. 3 must be attributed to the 
impedance of the vacuum chamber. So far only a very 
simple impedance model has been used to explain the 
observations: 

Z^(0)) = R-io£ 

It consists out of a resistive part R=850 Q. and an 
inductive part, L. The resulting predictions are not yet in 
acceptable agreement with all the measurements. 

In summary, a variety of experimental results has been 
presented which are related to the longitudinal beam 
dynamics taking place in the storage ring BESSY. 
Comparison of these results with the estimated impedance 
of the BESSY vacuum chamber based on two and three 
dimensional calculations [5] and modelling with more 
advanced impedance models [6] including the shielded 
CSR effects will take place in the near future. 
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COHERENT EMISSION OF SYNCHROTRON RADIATION AND 
LONGITUDINAL INSTABILITIES* 

M. Abo-Bakr, J. Feikes, K. HoUdack, P. Kuske, G Wustefeld, BESSY, Berlin, Germany 

Abstract 
At BESSY bursts of coherent synchrotron radiation 

aroimd 20cm"' have been observed above a certain 
threshold current. The repetition rate of these bursts 
depends on the beam current and the thresholds vary 
strongly with the bunch length. Observed thresholds are 
in agreement with the theory of beam instability and 
microbunching due to coherent synchrotron radiation 
(CSR) [1]. 

INTRODUCTION 
In storage rings the longitudinal beam dynamics of a 

bunched beam can be described with the Haissinski 
equations [2] as a distortion of the potential well as long 
as the energy distribution of particles remains Gaussian 
and is independent of the beam intensity. Above a 
threshold current longitudinal bunch shape variations are 
accompanied by energy widening and are called 
'turbulent bunch lengthening' or 'naicrowave instability'. 
Based on the description of the particle distribution within 
a bunch in the two dimensional longitudinal phase space 
in terms of azimuthal and radial modes it is believed that 
the mixing of modes causes the instability. Whether and at 
which beam intensity modes are mixed so strongly that an 
instability sets in depends on the interaction of the 
particles. The interaction is either expressed by the 
longitudinal delta function wakefield or equivalently by 
the longitudinal coupling impedance. Until recently the 
contribution of the vacuum chamber and the influence of 
leading particles on trailing particles was seen as the 
dominating effect. However, with shorter and shorter 
bunches, the CSR interaction and the impact of the 
trailing on leading particles becomes more and more 
important for the stability of a bunched beam. 
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Fig. 1: Appearance of the radiation bursts in time and 
frequency domain. 

This paper presents observations made at the 3"* 
generation Ught source BESSY, a 1.7 GeV electron 
storage ring. Experiments were performed with bunches 
having a rms-length in the range from 2 ps up to 40 ps 
[3] by operating the storage ring lattice with reduced 
momentum compaction factor. The stability of single 
bunches was determined by looking at the time dependent 
emission characteristics of radiation around 10 cm"'. Parts 
of the experimental results are compared to analytical and 
numerical calculations. 

OBSERVATIONS 

Bursts of Radiation 
At the infrared beamline [4] 60x40 mrad^ synchrotron 

radiation is focussed onto the input window of an InSb- 
FIR detector model HDL-5 from QMC Instruments Ltd. 
This detector is most sensitive aroimd 20 cm"' and is 
capable of resolving the passage of a single circulating 
bunch every 800 ns. The detector is internally coupled to 
an AC-ampUfier so that only the input power variations of 
the radiation can be seen. For the results presented here 
the output of the detector was connected either to a digital 
scope or to a spectrum analyser. Figure 1 shows a 
comparison of the signals in time and frequency domain 
for single bunch currents above a clear, bunch length 
dependent threshold. In this case the zero current bunch 
length was 14.5 ps. Individual bursts of radiation are very 
short, can occur in groups, and appear more or less 
randomly. The average burst rate, the timing jitter 
between the bursts, or the randomness of the emission of 
bursts is more clearly seen in the frequency domain. At 
low beam currents the average rate is around 1 kHz and 
there is strong correlation between bursts and many 
multiples of the fundamental burst frequency. At medium 
intensity the pulses are less correlated and the spectrum 
becomes broad. The characteristics of the time domain 
data is very similar to the observations at the ALS [5]. 

*  Work  supported by  the  Bundesministerium  filr  Bildung, 
Wissenschaft, Forschung und Technologic and by the Land Berlin 

Fig. 2: Longitudinal beam spectra taken at 10 GHz as a 
function of single bunch current with Fs5,n=7.4 kHz 

Longitudinal Beam Spectra 
The synchrotron sideband spectra were acquired with a 

Rohde & Schwarz spectrum analyser FSEK30 connected 
to a stripline. Measurements were performed as a function 

0-7803-7738-9/03/$17.00 © 2003 IEEE 3023 
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of beam current at 10 GHz and are shown in Fig. 2. More 
and more, and strongly shifted, harmonics of the 
synchrotron frequency appear as the beam current goes 
up. The first synchrotron sideband is always visible and 
presumably excited by phase noise of the RF system. The 
appearance of the quadrupole mode seems to be 
correlated with the radiation bursts. 

Comparison of Burst rates and Spectra 
Fig. 3 shows a comparison of longitudinal sidebands 

and radiation bursts observed simultaneously with two 
spectrum analysers. Opposite to what was claimed for the 
ALS [5] sidebands at a fraction of the synchrotron 
frequency (Fsy„=7.4 kHz) are observed and identical to the 
repetition rates of radiation bursts. The conclusion is that 
the density modulations inside the bunch of electrons 
(microbunching) responsible for the bursting emission of 
radiation in the THz range are correlated with bunch 
shape variations showing up atlO GHz. 

m-Detector Stripline Electrode 
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Fig. 3: Comparison of bursts of THz radiation and low 
frequency longitudinal sidebands at 10 GHz. The 
longitudinal stripline spectra are shifted by 10 dB each. 

The measurement was taken during the natural decay of 
the intensity over many hours. Even though a spectrum is 
acquired every minute and the intensity does not change 
much during this time the burst's average repetition rate 
as well as the sideband frequencies can change slowly or 
can jump suddenly to a new value. At low beam intensity 
there seem to be typical rational relations between the 
burst frequencies before and after a jump: 2 to 3 and 3 to 
4. This behaviour is very reproducible and better seen in 
Fig. 4. Below a threshold beam current no bursts of 
radiation can be detected. In the case shown in Fig. 3 and 
4 two superconducting wavelength shifters were operated 
at 7 and 6 Tesla and the bursts set in at a single bunch 
current of 4.5 and 3.8 mA. Without these strong field 
insertion devices the threshold is 2.3 mA presumably due 
to the smaller natural energy spread in this case. 
With shorter bunches the results are very similar, 
however, the first line appearing in the spectra of the 
bursts is close to three times the natural synchrotron 
frequency and also visible in the longitudinal spectra at 10 
GHz. These lines shift strongly upwards with beam 
current. Well above the instability threshold the overall 

behaviour is rather similar and independent of the bunch 
length: Regions of more or less correlated bursts with 
repetition times around 1 ms ( the natural longitudinal 
damping time is 8 ms) and eventually at very high 
intensity random and chaotic bursts. By inserting a cut-on 
filter at 10 cm"' in front of the IR-detector it could be 
verified that the more regularly appearing bursts are 
connected to radiation below the cut-on whereas the 
chaotic region is related to radiation above it. 

0 5 10 15 20 
frequency [kHz] 

Fig. 4: Spectra of the FIR radiation bursts as a function 
of single bunch current. 

COMPARISON OF OBSERVED AND 
CALCULATED THRESHOLDS 

Thresholds are found either by looking at the 
appearance of bursts on the oscilloscope, appearance of 
lines in the spectra of the bursts, or by the sudden power 
increase observed with a lock-in amplifier with the 
revolution frequency as a reference [6]. The results of the 
experiments together with analytical and numerical 
calculations are presented in Fig. 5 as a function of the 
synchrotron frequency which is proportional to the bunch 
length. 1 kHz corresponds to a a of 1.9 ps. 

Fig. 4: Comparison of observed and calculated threshold 
currents as a function of the bunch length. 

The predictions of the analytical theory [1] are shown 
as straight lines and the agreement with the observations 
and the calculations based on the numerical solution of 
the Vlasov-Fokker-Planck [7] equation is excellent. The 
analytical instability model extends a coasting beam result 
to bunched beams and it turns out that good agreement 
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with the observations is obtained if the wavelength of the 
perturbation is chosen equal to the rms bunch length. This 
conditions seems more stringent than the shielding. In 
general, coasting beam results are applicable to bunched 
beams if the bunch length is much larger than this 
wavelength. 

Recently the interaction of a bunch with its own 
radiation field including shielding was investigated by the 
numerical solution of the VFP equations [7]. Similar 
calculations were performed for the BESSY case based 
on the original approach [8] and with the radiation 
wakefield between perfectly conducting parallel plates as 
given by Murphy, et al. as their equ. (9.10) [9]. In Fig. 6 
an attempt is made to visualise the delta function 
wakefield. Note that the interaction goes forward as well 
as backwards. In the calculations this wakefield is used to 
determine the wakepotential of the bunch. Venturini [7] 
does this with the help of the shielded CSR impedance. 
His and our results concerning the threshold do agree 
especially if one takes into account that he assumes a 
distance between the plates 5 mm smaller than in reality 
(H=3.5 cm). 

Fig. 6: Wakefield as used in the numerical solution of the 
VFP equations. In case of the free space radiation the 
wake acts only in the forward direction (shown in green 
and to the right) with the asymptotic dependence 
displayed in red. If the radiation takes place in between 
perfectly conducting parallel plates then the wakefield 
(yellow) drops to zero a few mm in front of the electron 
and additional oscillating contributions occur behind the 
electron (to the left). 

The results of our calculations are collected in Fig. 7 as 
a function of the scaled intensity, F, where c is the speed 
of hght, Zo is the vacuum impedance of 1207C £2, R is the 
dipole bending radius, TQ-I is the total charge, W^ is the 
derivative of the accelerating voltage, and n^o is the rms- 
bunch length. 8o, 8 and Oo, a are the natural and the actual 
rms-width of the distribution function in momentum and 
time. These quantities, the shift of the centre of gravity, 
COG, <To>/Oo, corresponding to the synchronous phase 
shift, and the asymmetry (skevraess) of the distribution 
were determined from the statistical moments of the 
distribution functions that solve the VFP equation. 
Results for very short bunches which is identical to 
assuming no shielding are in agreement with the solution 
of the Haissinski equation given by Bane, et al. [10]. The 
other results have to be taken with some caution since the 
positive shift of the COG is related to an energy gain of 
the bunch as the current increases which is impossible in 
reaUty. This point has to be clarified before more detailed 

comparisons of the numerical results with the 
observations can be made more faithfully. Nevertheless 
the current at which the energy spread starts to increase is 
taken as the onset of the instability and are in very good 
agreement with the observations and displayed in Fig. 5 
as red squares. 
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Fig. 7: Results of the nimierical solution of the VFP 
equation for the wakefield due to shielded CSR. 

The numerical solution of the VFP equation is valid 
also in the unstable region of intensities. There are 
indications that the observed time dependence of the more 
regular as well as the chaotic bursts do show up in these 
calculations. Studies in this direction including attempts 
to model the longitudinal spectra will be made in the 
future and as soon as the problems with the chosen 
wakefield have been removed. 

In conclusion, a rich variety of observations on the 
dynamics of bunches in storage rings can be made at 10 
GHz and well above into the THz region. The theoretical 
understanding of bunched beams well into the region of 
microwave instability is still incomplete. 
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TRANSVERSE INSTABILITIES IN RHIC* 
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N. Catalan-Lasheras, CERN, Geneva, Switzerland 

Abstract 

The beam quality in RHIC can be significantly im- 
pacted by a transverse instability which can occur just after 
transition[l]. Data characterizing the instability are pre- 
sented and analyzed. Techniques for ameliorating the situ- 
ation are considered. 

DATA 

During the run of 2003 a button beam position moni- 
tor was used to measure instabihties in the deuteron beam. 
During the injection process the most intense bunch was 
determined. Beginning at transition, triggers were gener- 
ated every 100 turns (1.28 ms) for this bunch. A total of 
4000 triggers were generated each acceleration cycle and 
sent to a digital oscilliscope (Lecroy wavemnner) in seg- 
mented memory mode. Each trigger generated 200 ns of 
data sampled at 2 GHz. Instabilites were observed in the 
vertical plane. Horizontal signals were much smaller. 

Figure 1 shows a mountain range plot of sum (blue) and 
difference (red) signals from the buttons. The spacing be- 
tween the buttons is 7 cm. The RC time constant of the but- 
ton is 0.5 ns and has been ignored in the analysis. Trigger 
jitter was removed by integrating the sum signal, fitting a 
paraboUc cap to the peak, and shifting the data using Hnear 
interpolation. Next, closed orbit effects were removed by 
subtracting the same fixed multiple of the sum signal from 
all the difference signals. Finally, each difference trace was 
viewed as a vector and a principle component analysis was 
done. This technique is refered to as canonical variables in 
the statistical literature [2]. In brief, one starts with a set of 
vectors Vm{n), where m = 1,2,... M is the index within 
a vector, and n = 1,2,... AT denotes the vector in the set. 
In Fig 1, each red trace corresponds to a different n, and 
m varies from 1 to M = 30 within a trace. The question 
is whether it takes all 30 indicies to characterize the data. 
Toward this end assume the existence of a vector Xm and 
consider the Lagrangian 

N    / M \ 2 M 

n=l  \m=l / m=l 

where A will be an eigenvalue. Demanding that dL/dxk = 
0 for fc = 1,2,... M leads to the equations of principle 

'Wo* performed under contract numbers #DE-AC02-98CH10886 
and #DE-AC05-00OR2275 with the auspices of the United States Depart- 
ment of Energy. Additional support from CERN 

t blasldewicz@bnl.gov 
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Figure 1: Difference (red,left) and sum (blue,right) data 
from a pair of vertical buttons. The sum data have been 
divided by 4. 

component analysis. A principle component analysis cor- 
responds to changing the set of basis vectors, and this new 
set of basis vectors concentrates the signal power in a nata- 
ral way. A similar technique has been used to great benefit 
in various steering algorithms at the SLC [3]. Fig. 2 shows 
the 3 strongest principle components for the data in Fig. 1. 

Using the raw button signals leads to the least noise 
in the principle component analysis but the eigenvectors 
are not intuitive. Integrating the eigenvectors with respect 
to time yields a basis that is proportional to the prod- 
uct of the offset and the instantaneous current. Fig. 3 
shows the integrals of the principle components as well 
as the reconstructed beam current pulse from the average 
of the sum signal. The three strongest principle compo- 
nents are concentrated near the middle of the beam pulse. 
This is not a rigid or head-tail mode. The time series of 
the principle components are shown in Fig. 4. The enve- 
lope over-plotted on component 1 has an e-folding time of 
r = 15.4 ms. During the exponential phase, the amplitude 
of vertical oscillations evolves as y oc exp(t/T). The syn- 
chrotron frequency was fs = 14 Hz, and the e-folding time 
of the transverse mode coupling instability should satisfy 
TTMc'^'^/T'fs = 23ms. Aftertheinstability saturates,the 
signal for component 1 beats with a ~ 30 ms period. This 
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Figure 2: Average of sum signal and 3 strongest principle 
components for data in Fig 1. Component 1 accounted for 
most of the variation, then 2, then 3. The traces are offset 
vertically to improve clarity. 
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Figure 3: Integrals of the average sum signal and the 3 
strongest principle components for data in Fig 1. 

is about 1/2 of the synchrotron period. One would expect 
a beating period >l/fs for two, recently decoupled, head- 
tail modes. Analyzing the sum data provides no evidence 
of longitudinal dipole or quadrupole oscillations. 

Slower growing instabihties were also seen. Fig.5 shows 
the integrated eigenmodes and the reconstructed beam cur- 
rent pulse when such an instability was present. While the 
integrated mode 1 is narrower than the average profile, the 
effect is small compared to that shown in Fig. 3. Also, 
a strong, longitudinal, quadrupole oscillation was present 
when this instability occured. The time series of tiie two 
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Figure 4: Time series of the 3 strongest principle compo- 
nents for the data in Fig 1. The traces are offset vertically 
to improve clarity. 
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Figure 5: Integrals of the average simi signal and the 
strongest principle components for a slower instability. 
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Figure 6: Time series of the 2 strongest principle compo- 
nents for a slower instability. The traces are offset verti- 
cally to improve clarity. 

strongest principle components are shown in Fig 6. The 
envelope over-plotted on the time series for component 1 
has an e-folding time of T = 118 ms. 

While instabilities are fascinating from an intellectual 
point of view, they are a menace in the control room. The 
technique described above is not useful as a tool for tuning 
the machine so a new technique was developed. The co- 
herence monitor takes data gated around the most intense 
bunch in the ring. The sum and difference voltages Vs{t) 
and Vdit) are from a stripline BPM. On each turn n, a sin- 
gle number is generated, 

Sn^C   j    Vs{t)Vd{t)dt. 
bunch 

In actuality the product signal is low passed and then sam- 
pled, but parameters are such that the result is effectively 
identical. Next this discrete time series is put through a 
chip that calculates rms averages, and the control system 
samples the output at 720 Hz. This 720 Hz signal can be 
viewed through any operations console. Figure 7 displays 
the output during a vertical instability. Once the coherence 
monitor was commissioned, instabilities were readily iden- 
tified and addressed. In fact, single bunch currents that are 
twice those shown in Figures 3 and 5 are now routine. 

A few words on the mning required to cure these instabil- 
ities is in order. First, since RHIC goes through transition, 
the chromaticity ^ = A(5/( Ap/p) must pass from negative 
to positive in the vicinity of transition. The initial config- 
uration had ^ passing through zero a second or two after 
transition and the rate of ^ R; 3S~^ was as fast as the mag- 
nets allowed. However, it was found that ^ passing though 
zero before transition worked better. In fact, because of the 
transition jump and other considerations, the chromaticities 

62        63 
time(s) 

Figure 7: Vertical coherence signal used in the control 
room. 

are not smooth, monotonic functions but exhibit excursions 
of order A^ ~ 1. By passing through i before transition 
the possibility of nearing ^ = 0 again, after transiton, was 
reduced. However, why is having ^ pass through zero well 
before transition better than well after? 

Along with tuning the chromaticity, octupoles were used 
to increase the tune spread. To leading order the tune 
shifts with betatron action are AQj; = a^xJx + a^yJy and 
AQy = axyJx + CyyJy. Vox RHIC parameters 

5QN   =< axxJx >«< ayyjy >« 5.6 X 10~*, 

6QS     =< ttxyJx >«< axyJy >« -8.8 X 10"^, 

where < > denotes averaging over the beam. 
Since SQs > SQN, any theoretical treatment of oc- 

tupole detuning should include both transverse dimensions. 
So far, only one transverse dimension has been modeled, 
but a few points are of interest. Firstly, even though 
7t = 23.8, the space charge tune shift, AQ^c is many times 
larger than the synchrotron tune, Qg. Neglecting space 
charge in our simulations, yields stable beams. However, 
when space charge is included, the unstable modes don't 
look like the figures, and the calculated growth time is r ~ 
100 ms. Measurements of the transverse impedance [4] 
suggest that the actual transverse impedance is about 3 
times larger than the our impedance model. It is possi- 
ble that using the correct impedance in the simulations will 
yield agreement with the data, in Fig. 1 but impedance mea- 
surements of higher resolution are required. 
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Abstract 

Stable, coherent, longitudinal oscillations have been 
observed in the RHIC accelerator. Within the context 
of pertubation theory, the beam parameters and machine 
impedance suggest these oscillations should be Landau 
damped. When nonlinear effects are included, long 
lived, stable oscillations become possible for low intensity 
beams. Simulations and theory are compared with data. 

INTRODUCTION 

Solitary waves in the form of notches or hotspots have 
been observed in coasting beams and the theory of solitary 
waves in plasmas [1] and coasting beams have been dis- 
cussed in [2, 3, 4, 5, 6]. As an introduction we will use a 
very simple model due to Sacherer[7]. Consider a coasting 
beam with a phase space density that is piecewise constant. 
Figure 1 shows a simple picture in the frame comoving with 
the soliton, where the phase space density is either 0, /o, or 
/o + /i; and the distribution is independent of time. We 
use X as the longitudinal coordinate and p = dx/dt. The 
coasting beam Hamiltonian is 

H=p^/2 + £/2Jdpf(p,x) 

where £ is negative for a focusing impedance. Since the 
phase space density is constant on contours of constant H 
one obtains algebraic equations, H{x = 0,p = pi) = 
H{x = L,p = 0) and H{x = 0,p = po +P2) = H{x = 
L,p = Po)- While Sacherer resorted to numerical methods 
these equations are straightforward if one assumes pi < po 
which results in 

Pi 
-2^/1 

1 + ^/o/Po 

If the correction term ifo/po is set to zero, the condition 
is identical to that for a phase space density of /i to self 
bunch. The change in the line density due to soliton is w 
-Pi/t For an inductive impedance above transition ^ > 0 
and one observes a notch, or hole in a wall current monitor 
(WCM) signal. 

•Work performed under contract numbers #DE-AC02-98CH10886 
and #DE-AC05-00OR2275 with the auspices of the United States Depart- 
ment of Energy. Additional support from the Deutsche Forshimgsgemein- 
schaft (DFG) 
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Figure 1: Simple picture of a soliton in a coasting beam. 
The horizontal axis is x, the longitudinal position within 
the bunch. The vertical axis is p = dx/dt. 

DATA 

Long lived coherence has been observed in the SPS[8], 
the Tevatron[9], and now the RHIC. Figure 2 shows a 
mountain range plot of the WCM for freshly injected pro- 
tons with 7 = 25.9. The amplitude of the coherent oscilla- 
tion increased steadily, and Figure 3 shows the same bunch, 
still at injection energy, 17 minutes later. Figures 4 and 5 
show different bunches at flattop with 7 = 107. In all the 
cases shown, only the 28 MHz accelerating cavities were 
operating and the total acquisition time was 4000 turns 
R^ 50 milliseconds. RHIC's transition energy is ■JT = 23.8, 
so all the data are above transition. All the data show 
a coherent oscillation which corresponds to a region of 
overdensity, or hot spot, in the longitudinal phase space. 
This behavior is commonplace in RHIC and we have never 
observed a stable hole. Measurements of RHIC's broad 
band impedance[10] give Z/n = j{3 ± 1)0 for the in- 
ductive wall contribution. The longitudinal space charge 
impedance at 7 = 25.9 is Z/n = jl.sn and the space 
charge impedance becomes negligible at store. Therefore, 
we see hotspots with a defocusing impedance, which is just 
the reverse of what one expects for coasting beams. 

THEORY 

Attempts to understand the "dancing bunches" in the 
Tevatron[9] are based on the linearized theory of coherent 
instabilities[ll]. The main idea is that the coherent tune 
shift due to the broad band impedance is larger than the 
synchrotron tune spread. This results in undamped coher- 
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ent modes. If this was the case in RHIC, the data shown in 
Figure 5 would require many modes and one would expect 
to see all kinds of coherent oscillations for different bunch 
lengths and intensities. We always see one, perhaps two, 
hotspots. In the rest of this section we develop an altemate 
theory which yields stable, long lived hotspots[12]. 

Let <j) denote the position of a particle in the bunch, mea- 
sured in units of RF radians; w^fi denote the small am- 
phmde angular synchrotron frequency; and use s = u!s,ot 
as the evolution variable. Let p(0, s) be the normalized 
line density of the particles so that / d<j)p{(j), s) = 1. Take 
a simple broad band impedance model Z = jwL. Let 
V{<j>) = Vrf sin (/> be the RF voltage and let Wr/ be the an- 
gular RF frequency. Note that our definitions give Vrf > 0 
below transition and Vrf < 0 above transiton. Let Q de- 
note the total charge within the bunch. Then the equation 
of motion for 0 is 

ds "r/ d(l> (1) 

To simplify notation set £ = -LQoj^f/Vrf. For a steady 
state, matched bunch, a positive value of £ defocuses the 
beam and leads to an incoherent synchrotron frequency that 
is less than the synchrotron frequency for £ = 0. We have 
done multi-particle drift-kick simulations and have verified 
that equation (1) creates high density solitons for £ > 0. 

Equation (1) describes a Hamiltonian system, and we 
make a canonical transformation to the action angle vari- 
ables for a simple harmonic oscillator J and ^. We make 
the ansatz that the phase space density undergoes a rigid 
rotation /(J,^,s) = g{J,9 - (1 - /?)«) where the co- 
herent frequency of the soliton is Wc = (1 - /3)ws,o- The 
Hamiltonian is then phase averaged over s resulting in 

K = pJ + a{J) + V{J,<S), (2) 

where a{J) « -J^/16, generates detuning with syn- 
chrotron action and the coherent forces are generated by 

V{J,^) = - f 9{Ji,^i)d^idJi 
TT J 

^/ 2J -I- 2Ji - 4V JJi cos(* - *i) 

The Vlasov equation is 

dK dg 
dJ d'^ 

dKdi 
d^ dJ 

(3) 

(4) 

The simplest solutions of equation (4) are of the form 
g{J,^) = G{K{J,^)), without regard to separatricies. 
Both analytic and numerical solutions have been ob- 
tained. It is easiest to switch to Cartesian variables A = 
V2Jsm'iS, B = V^cos^. The analytic work relies on 
approximating the unperturbed Hamiltonian KQ = fiJ + 
a{J) Pi k - \{A - Aof where A = Ao,B = Qi% the 
center of the sohton; and A w ^o/16 . Consider a phase 
space density of the form 

9{A, B) = —— ^l-{A-AoYla?-B^/}?     (5) 

i 
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Figure 2: WCM data for a freshly injected bunch 
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Figure 3: WCM data at injection for the same bunch as in 
Figure 2, but 17 minutes later. 
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Figure 4: WCM data for a bunch at the beginning of flattop 
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Figure 5: WCM data for a different bunch at flattop. 

where o and 6 are the half widths of an ellipse and the 
solution is zero outside this ellipse. With this density 
dVjdA = CA{A - Ao) and dVjdB = C7s5, for points 
inside the ellipse. When combined with the previous ap- 
proximation, the Vlasov equation is solved if 

Letting r = a/fe one finds that 0 < r < 1 and 

(6) 

a^\ = E (2n - 1)!! 
n2 

71=0 
2"n! 

(1-r^) 2\n 3r 

4 

Snr^ 

-0.464r Inr - 0.285r(l - r) 
(7) 
(8) 

where (—1)!! = 1, 0 < i? < 0.10, and the fractional error 
of the approximate expression is < 5%. Positive values oii 
are needed for self bunching. Also, since a < 6, the peak of 
the line density is largest when the soliton is farthest from 
the bunch center, as in Figures. 

We have also done iterative solutions. We search for 
solutions of the form g{A,B) = G{K{A,B)). Start 
by choosing a value of ^ and take an initial distribution 
ga{A,B). Iterate using g„+i(A,5) = G{KQ{A,B) ^ 
'Vn{A,B)), where F„(A,5) is calculated using equa- 
tion (3) with p„. Figures 6 and 7 show solutions for 
G(K) = Co9{K - Ko)y/K-Ko which is the same as 
was used for the analytic solution. 
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Abstract 

We start with discussion of the effects of space charge 
and nonlinearities on the transverse microwave instability. 
A possibility of Landau damping with octupole correctors, 
using an example of the SNS ring, is explored. We also 
discuss the required strength of such nonlinearities for a 
bunched beam in the presence of the space-charge tune 
spread, as well as their effect on dynamic aperture and 
emittance dilution. 

INTRODUCTION 

Recently, the intensity limitation in the SNS associated 
with the transverse instability due to the extraction kickers 
was explored [1]. In this paper, we explore damping of the 
instability with the octupole correctors. Although some an- 
alytic theories on this subject exist, their application to a re- 
alistic situation may be hmited. A complicated dynamics in 
a real machine can be studied in a more self-consistent way 
using computer simulations. In such an approach, many 
effects which influence dynamics of the beam can be accu- 
rately included. As a result of such studies for the SNS, we 
find a substantial damping of the instability even when the 
octupoles introduce very small tune spread, which is not 
expected based on the existing theories. A possible physi- 
cal explanation is given, although ultimate conclusions are 
driven based on the simulations. 

TRANSVERSE INSTABILITY IN THE SNS 

The instability due to the extraction kickers in the SNS 
was studied using the UAL code [1]. It was found that 
even with the chromaticity of ^ = -7, the growth rate 
of the unstable harmonics below 10 MHz were relatively 
large (r"^ w Ams~'^ for a 2 MW beam). This is de- 
spite the fact that such a chromaticity introduces the tune 
spread much bigger than the growth rate of the instabil- 
ity. An incomplete compensation happens because of the 
space charge tune shift. The onset of the instability with 
some halo growth was observed by the end of the accu- 
mulation in the SNS, which takes about 1 ms [1]. Since 
that studies, the impedance of the extraction kickers was 
reduced by a factor of two, due to the aperture increase of 
the magnets [2]. As a result, the instability growth rate for 
the present impedance budget was reduced to just below 

•WoA supported by the SNS through UT-Battelle, LLC, under con- 
tract DE-AC05-00OR22725 for the U.S. Department of Energy. 

r~^ = 2 ms~''-. Here, we present studies of the instability 
damping using the old impedance of the SNS [1], which 
was chosen in order to observe a noticeable growth of the 
unstable harmonics by the end of the accumulation process. 

THRESHOLDS AND SPACE CHARGE 

For a long bunch in the SNS and a very slow synchrotron 
motion, a coasting beam model becomes a good approxi- 
mation. The growth rate of the instability, due to the cou- 
pling impedance (in the absence of any damping mecha- 
nism), can be obtained from 

r-^ = -Im{n) = qclp 

ATTEQUQ 
Re{Zj_), (1) 

where q is the charge of a proton, Ip is the peak current, 
Eo = ■jmc^, i/Q is the zero-current betatron tone, and Q is 
the coherent dipole frequency. 

To damp the growth rate with the frequency spread Aw, 
one should have Aw > Im{n). When Aw comes from the 
momentam spread in the distribution, the stability condi- 
tion is written, using Eq. 1, as [3]: 

Z±\<F 
AEoVQ'yP Ap 

IR 
(n - i/o)?? - $ (2) 

where R is the average machine radius, r? is the slippage 
factor, $ = {5u)/{Ap/p) is the chromaticity, and F is 
the form factor which depends on the distribution. Since 
T] is small in the SNS, the low n harmonics, which sample 
the peak of the extraction kicker impedance, can be effec- 
tively damped only by the chromatic term in Eq. 2. It was 
shown that one gets some chromatic damping even for the 
bunched beam in the SNS [1]. 

If there is also a frequency spread from the nonlinear 
elements, it contributes to the total spread Aw required for 
damping. The stability condition in Eq. 2 does not take 
into account the effect of the space charge, which shifts 
the tones of the incoherent particles even in the absence of 
the beam-pipe surroundings. A typical statement, which 
could be found in the literature, is that a tune spread due 
to the nonlinear elements, required for damping, should be 
comparable to the space-charge tune shift. Such a large 
spread may destroy the dynamic aperture. Here, we explore 
to what extent such guidelines are valid. 

First, we review die role of the space charge in the sta- 
bility of a collective dipole motion. Obviously, the fact that 
the particles inside the bunch have strong space-charge tone 
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shift cannot influence the dipole oscillation of the beam, in 
the absence of the wall images. When one takes into ac- 
count the effect of the images, both the incoherent frequen- 
cies and the dipole coherent frequency have the intensity- 
dependent shifts. In fact, the difference between the co- 
herent dipole and incoherent self-field shifts is called the 
space-charge impedance. However, such an impedance 
should not be used in the stability condition directly. First, 
its incoherent part does not influence the coherent motion, 
and, more importantly, it has a pure imaginary contribu- 
tion which is not directly responsible for the growth rate 
of the instability (see Eq. 1). On the other hand, the shift 
due to the imaginary space-charge impedance can influ- 
ence the stability condition. Its effect will be different de- 
pending whether there exists a strong Re{Z±) contribution 
from other sources of the impedance. In the SNS, there 
is a large Re{Zx) from the extraction kickers. One can 
assimie the stability diagram obtained from the dispersion 
relation without the space charge and then take into account 
the effect of space charge by introducing a shift along the 
imaginary axis. A more self-consistent approach is to de- 
rive the dispersion relation with the space charge [4]. With 
both approaches, one finds that, for the SNS case, the space 
charge has a destabilizing effect on the transverse instabil- 
ity, which was confirmed in simulations [1]. 

OCTUPOLES AND DAMPING 

The octupole correctors in the SNS are intended for cor- 
rection of the resonances, and thus produce only small tune 
spread of about 0.01. This is much smaller than the space- 
charge incoherent tune shift of 0.15 for a 2MW beam. 
However, the simulation studies with a fiiU-intensity full- 
size beam showed that such weak octupoles may be effec- 
tive in the damping process, which warranted further inves- 
tigation. In addition, it was realized that, for the octupole 
spread to be effective, there should be a large amplitude 
particles within the beam. As a result, the spread becomes 
less effective because of the dynamic painting in the SNS, 
where the large size beam is reached only by the end of 
the accumulation. Such a finding forced us to perform a 
realistic study with a full 1060-tum injection process. 
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Figure 2: Time spread by octupoles placed at large fix 

EFFECTIVE SPREAD 

Not surprisingly, one polarity of octupoles gave a stabi- 
lizing effect while the other did not, since a proper sign is 
necessary to introduce the incoherent spread in the direc- 
tion where it overlaps the coherent spectrum. The damping 
effect from the octupoles was strongly influenced by then- 
location because the octupole tune spread depends on the 
particle emittances and beta-functions. It is necessary to 
generate a spread which affects most of the particles in the 
transverse distribution. In the SNS, where we use the cor- 
related painting, a substantial portion of the particle distri- 
bution has equal emittances. As a result, the most effec- 
tive location and combination of the octupoles is the one 
which introduces the largest tune spread in the direction of 
Cx = ey We refer to such a spread as "effective". 

For simplicity, in Figs. ( 1, 2, 4), only five values of 
a = 0, 0.25, 0.5, 0.75, 1.0, which represent the correla- 
tion between the particle emittances, are shown. Here, the 
correlation is defined as a = Cx/itx + ey), with a = 0 
corresponding to the particles in the y direction (indicated 
in Figs, as "Ey direction") with only ey emittances, and 
a = 1 corresponding to the x direction (indicated in Figs, 
as "Ex direction"). Note that, due to the space-charge redis- 
tribution, the particles occupy all the emittances between 
the pure e^ and ey motions. In each line, the dots corre- 
spond to eight different amplitudes of the particles within 
the beam. Only fractional tunes for the working point 
(I'oxj^'oj/) = (6.23,6.20) are shown. The instability due 
to the extraction kicker impedance of the SNS occurs in 
the vertical direction, which requires (for damping) the in- 
coherent spread to overlap the vertical coherent spectrum. 

Figure 1 shows the tune spread due to a family of 4 
octupoles located at large Py. The sti-ength of all correc- 
tors was taken equal with a negative polarity. The effec- 
tive spread is not in the right direction, and no damping of 
collective oscillation is observed. A positive polarity gave 
spread in a proper direction but it was not sufficient. For the 
octupoles at the location of a large Px and negative polar- 
ity, the effective spread (shown in Fig. 2) has a significant 
impact on the instability. Figure 3 shows the growth rates 
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Figure 3: Time evolution for unstable harmonic: wrong 
sign of octupoles (red - dash line), right sign (blue - solid). 

of the unstable harmonic at 6 MHz. The red (dash) line 
indicates the growth rate for the octupoles with the incor- 
rect polarity, corresponding to Fig. 1, while the blue (solid) 
Une corresponds to the octupole spread of Fig. 2. In addi- 
tion. Fig. 4 shows that a more effective tune spread can be 
obtained with the two families of octupoles. In this exam- 
ple, the octupoles at large Py locations had positive polarity 
while the octupoles at large px had negative polarity. Both 
famiUes were powered at a nominal current of 10 Amp. 
The corresponding damping of the unstable harmonic at 6 
MHz is shown in Fig. 5. The damping rates were compara- 
ble to the case when only one family was used but powered 
at a maximum current of 17 Amp. 

Note that simulations were done for the impedance 
which is a factor of two larger than the present impedance 
budget. For a presently expected impedance and the SNS 
base-line intensity of iV = 1.5 * 10^* (rather than 2 * 10^^ 
used here), the growth rate of the instability was found to 
be only about T~^ = 1 ms~^, which was damped with the 
corrector settings corresponding to Fig. 4. 

EFFECT ON DYNAMIC APERTURE 

Although the strength of the octupoles was small, there 
is still a question whether they can effect the dynamic aper- 
ture. We suggest that, if the choice of correctors is done in 
a proper way, the effect on dynamic aperture may be min- 
imized. For example, four correctors were placed one per 
superperiod of the SNS with the same phase advance be- 
tween them. The strength and sign of all correctors in the 
family were the same so that only the systematic harmon- 
ics were driven. For the w.p. (6.23,6.20), the octupole res- 
onances above the working point are driven by the n = 25 
imperfection harmonic. As a result, we did not see emit- 
tance growth associated with these resonances when we 
used the correctors for Landau damping. 

MECHANISMS OF DAMPING 

We observed that the instability can be effected or even 
damped with the frequency spread from the octupoles be- 
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Figure 4: T\me spread with two famiUes of octupoles. 
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Figure 5: Time evolution for unstable harmonic: (3y family 
with positive sign (pink, long-dash), P^ family with nega- 
tive sign (blue, sohd), two families (black, short-dash). 

ing much smaller than the space-charge tune shift. To un- 
derstand such effect one needs to take into account the 
tunes of the particles in the head and tail of the bunch cor- 
rectly. These tunes are only weakly depressed by the space 
charge so that even small fi-equency spread in the right di- 
rection can influence the coherent rigid oscillation of the 
bunch. Also, the coherent shift due to the wall images for 
the head and tail of the bunch is different from the shift at 
the longitudinal bunch center which results in the effective 
spread along the bunch [1]. 
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Abstract 
The Spallation Neutron Source (SNS) is a high intensity 

machine with peak currents in the accumulator ring 
reaching -50 A at the 1.4 MW design level. This 
unprecedented beam intensity necessitates a careful 
investigation of coupling impedances posing as potential 
performance limitations. Impedance estimates of 
accelerator components pointed to the RF cavities and 
extraction kickers as the major contributors to the 
impedance budget and extensive measurements were 
performed on their prototypes. Impedance measurements 
were performed using the standard wire method. 

INTRODUCTION 
The Spallation Neutron Source consists of a linear 

accelerator, accumulator ring, and a mercury target [1]. A 
1 GeV H' beam is charge-exchange injected into the ring, 
where it is maintained as one bunch by the rf system, and 
extracted by a fast kicker magnet. The SNS RF system is 
based on three cavities operating at the fundamental 
frequency, ~1 MHz and one cavity at the second 
harmonic. The single turn beam extraction is achieved by 
means of fourteen kicker magnets. 

At extraction time, there are 1.5x10'" protons 
corresponding to a -50 A peak current. Maintaining 
stability of the high intensity beam until extraction is 
essential to minimize beam losses. Impedance driven 
instabilities are a potential source of beam loss and 
preventing them by establishing and enforcing the 
impedance budget represents a crucial design challenge. 
Impedance estimates from some sources such as space 
charge, beam position monitors, resistivity of the beam 
pipe, ceramic pipe coatings, bellows, steps, ports and 
vacuum valves can be calculated from handbook formulas 
with sufficient confidence. Other components, in 
particular the RF cavities and the extraction kicker 
magnets requires verification by measurement [2]. The 
estimates indicated that the performance of the SNS will 
largely depend on reducing tiie longitudinal impedance of 
the rf cavities and the transverse impedance of the 
extraction kickers [3,4]. Instability thresholds for 
longitudinal and transverse instabilities are estabUshed by 
the total impedance but the growth rate is determined by 
the resistive part and needs special care. In view of their 
importance, cavities and kickers were extensively 
measured. In this paper, the impedance measurement 

*SNS is managed by UT-Batelle, LLC, under Contract No. DE-AC05- 
00OR22725 for the U.S. Department of Energy. 
*Now at: Dipartimento di Ingeneria, Universita' del Sannio, Piazza 
Roma, 82100 Benevento, Italy 

techniques using the single wire for the longitudinal 
impedance and the twin-wire for the transverse impedance 
are discussed and the experimental results are presented. 
The results from the RF cavity and extraction kicker 
prototypes generate the confidence that the design 
performance is achievable. 

RF CAVITIES 
The SNS RF system consists of four cavities, three of 

them are operating on the fundamental and one on the 
second harmonic, with the rotation frequency being 1.058 
MHz [5]. The reentrant cavity has two RF gaps and is 
driven by the power amplifier in parallel by means of side 
bus-bars. The inductance is provided by coaxial stacks of 
Philips 4M2 ferrite rings. The total length of the unit is 
about 2.7 m and the gaps are spaced -1.3 m apart. The 
cavity is placed into a covering box, from which it is DC 
isolated by ceramic rings at each end. The preliminary 
coupling impedance measurements of the cavity showed a 
series of strong longitudinal resonances which were 
caused by the ceramic rings [6]. Shorting the ceramic 
rings, to simulate the operational capacitors, suppressed 
most of the resonances with the remaining analyzed in 
this paper. 

The construction of the cavities is identical, and the 
operating frequency is adjusted by adding four gap 
capacitors of 750 pF for the fundamental or by adding 
only one 750 pF capacitor for the first harmonic. A view 
of the cavity end showing the placement of the capacitors 
is given in Fig.l. It was found that the radially 
concentrated capacitor arrangement resulted in a dipole 
mode responsible for a sharp horizontal transverse 
impedance resonance. Placing four 40 Q, carborundum 
rods (glow-bars) on top and bottom of each gap damped 
the resonances by a factor of two. The resonance appears 
only in the cavity with the fundamental capacitors. It is 
worth noting that the impedance contribution is only 
horizontal and not additive to the extraction kicker 
vertical impedance. 

Longitudinal Impedance Measurement 

The longitudinal coupling impedance of a component is 
conveniently measured on the bench by inserting a wire in 
the center of the beam pipe to form a coaxial transmission 
line. The forward scattering coefficient 1S21 is measured 
both for the device under test and a reference tube of the 
same length. The coupling impedance is then obtained 
from the ratio /5r=5, »/«> [7]. 
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Fig. 1. Cavity end seen from the top (left) and from the end (right). Also shown is the carborundum rod. 

In    the    typical    situation,    the    characteristic »oo. 2e.2 .7,37.2= 
impedance,/?£,, of the line is different from the 
standard impedance of the network analyzer, R^. 
Consequently a matching network, such as an 
impedance transformer, must be inserted. Often, for 
simplicity's sake, a resistive matching is applied. On 
the input side, forward and backward matching is 
achieved with a series and parallel resistor, 

n Rp = Gp -■Re 
n 

>F7 
, Rm — Rr 

ll-^/i^ 
-1 (1) 

with r] = R^IR^. Furthermore, on the output side, 
forward matching is achieved with a series resistor 
R-ovT -Rc^^'V) ■ As example for the present 
measurement, the characteristic impedance of the 1.25 
mm 0 wire in the ~15 cm beam tube is 

CHiKvlcart 

CH2Nark>p» 

X ;._J ^  .^ 'J2        867.283 kHz 
.    . 1 •    -l,f^n/V 3,2.G443 U 

.    '      1 I i        ;■     ""1"   ' ■■'^'-        *-413.W.U 

2;r    K 

Fig. 2. Longitudinal impedance of RF cavity 

Ri 

(2) ^?i+7£ 

(vs. 265 Q measured ) requiring the matching resistors, 
Rp «55 n, Rj^ « 262 a and R^^ «238 Q. 

Depending on the configuration of the DUT, the 
scattering coefficient is interpreted according to the log 
or HP formula. The log formula is only applicable to 
distributed impedances, small compared to i?^, thus 

precluding strong resonances. Here, the impedance is 
seen by the beam at the two cavity gaps. At sufficiently 
low frequencies, the two cavity gaps act as lumped 
impedances and the scattering coefficient is interpreted 
via the modified HP formula. 

/e(///o-/o//) 
with the parameters given in Table I. 

Table I. Spurious Cavity Resonances 

(4) 

/•(MHz) RiQ) 0 Z/n 
7.49 4.5 88 0.6 
11.4 2.17 59 0.2 
35 3.8 1 0.1 
87 74 20 0.9 
100 98 19 1 

ZQ - 2Rf. 
cosO     \    .sinO 
-7; 1 -i (3) 

The measurements were performed with the network 
analyzer, Agilent 8753ES. The ratio can be stored in 
the instrument as data/memory, and by using the 
conversion from scattering to impedance format, the 
real and imaginary part of the coupling impedance is 
directly obtained. The longitudinal coupling impedance 
of the RF cavity is shown in Fig. 2. with the ceramic 
rings shorted [8]. The remaining small resonances can 
be parameterized by fitting the measured results to 

Transverse RF Cavity Impedance 
The transverse coupling impedance of the RF cavity 

is measured by means of a homemade twin-wire (TW) 
line, driven by commercial wide-band transformers 
(North Hills NH15880) with a center-tapped secondary 
serving as 180° hybrid. The TW line has a spacing of 
A =41 mm and a characteristic impedance of R^. =215 
O. as measured with the communication signal 
analyzer, Tektronix CS A 803. 

The transverse cavity modes are excited at the gaps 
and represent lumped impedances. Since they are mall 
compared to^R^., the scattering coefficients can be 
interpreted with the log formula. 

Z, 
cZ' 
oA' 

= -2 cRc ]nS^ (5) 
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End plates 

Fig.4. Schematic View of SNS Extraction Kicker Magnet, h = 248 mm, w = 159 mm, / = 360 mm. 

No impedance is generated in vertical direction which 
thus allows an in-situ reference measurement [6].   The 
horizontal impedance with the gaps set for the first 
harmonic is shown in Fig. 3. The glow-bars (red curve)       v 
give a factor ~2 damping. £ 

f[MHzl 

Fig. 3. Transverse impedance of the RF cavity 

EXTRACTION KICKER MAGNET 
A schematic view of the extraction kicker is shown in 

Fig.4. Since the 14 kickers make the biggest contribution 
to the transverse impedance budget, a prototype was 
constructed and extensively measured [9]. The 
longitudinal impedance is minimized by placing copper 
(so-called eddy current) stripes at the middle plane of the 
side ferrite bricks, thereby keeping the real Z/n < IQ. 

The transverse impedance is measured via the standard 
twin-wire method as described above. At low frequencies, 
from ~50 MHz down to below 1 MHz, the signals are 
small and the data is noisy, even after averaging and 
smoothing. Clean results were obtained by directly 
measuring the Z""^ at the bus-bar gap and interpreting it 
by taking A = /!in the conversion from longitudinal to 
transverse impedance [10]. 
The vertical transverse impedance is composed of a 
intrinsic value, obtained with the gap shorted, and the 
coupled value determined by the external termination. 
The kicker prototype was measured with feed-thru and the 
25 Q, termination simulating the operational condition. 
The real part of the kicker impedance, obtained with the 
wire (W) and direct (D) method, is shown on top and with 
expanded frequency scale at the bottom of Fig. 5. 

—-—^ ̂ \ 

./ 
^-^^■^ 

y--^-^^ ^f    ^ayvv:^      ^ ^_ 

/\y — Coupled W 
Coupled D 

— Total W 
— Total D 

1^. 

0 2 4 6 8 
f [MHz] 

Fig. 5. Vertical impedance of kicker with 25 ii 
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THE ELECTRON CLOUD INSTABILITY OF THE LHC BEAM 
IN THE CERN SPS 

G Arduini, K. Coraelis, W. Hofle, G Rumolo, F. Zimmermann, CERN, Geneva, Switzerland 

Abstract 
The electron cloud induced by the LHC beam in the 

SPS occurs mainly in the dipoles and it is responsible for 
strong transverse instabilities. In the horizontal plane a 
coupled bunch mode instability develops in a few tens of 
turns at injection. Tune shift measurements, mode number 
and phase space analyses have been performed at 
different energies and provide information about the 
electron cloud distribution and its dynamics. In the 
vertical plane a single bunch head-tail like instability 
occurs. The equivalent 'electron-cloud wake field' is 
infeired from the analysis of the head-tail motion of the 
bunches of the LHC beam train. 

INTRODUCTION 
Because of the large bunch population (Nbunch) and of 

the bunch spacing the LHC beam [1][2], when injected in 
the SPS, induces electron multipacting for Nbuoch higher 
than a given threshold (Nui) depending on the secondary 
emission yield of the vacuum chamber. Above the 
multipacting threshold the following phenomena are 
observed when the LHC beam is injected: 
• dramatic dynamic pressure increases (by more than a 

factor 100), mainly in the arcs, and build-up of an 
electron cloud along the LHC beam bunch train (72 
bunches) [3]; 

• in the dipoles (covering 70% of the SPS circumference) 
the electron cloud surrounds the beam for Na,<Nbmch<5- 
6x10'° p. For larger Nbmch electrons concentrate in two 
stripes centred on the beam and parallel to the magnetic 

field lines and for Ntai<;h>llxlO"' p a third stripe 
centred on the beam appears [4]; 

• horizontal and vertical transverse instabilities [5] [6]. 

TRANSVERSE INSTABILITIES 
The transverse instabilities developing for Nbmch>Nfl, 

start from the tail and progress to the head of the batch. 
For a single batch with nominal bunch population all the 
bunches except the first 10-15 are affected. The lower the 
bunch population is, the smaller will be the number of 
bunches affected by the instability. When more batches 
are injected with nominal batch spacing the instability 
affects a larger and larger number of bunches as we move 
from the first to the last (fourth) batch. These observations 
are compatible with the measured build-up and decay of 
the electron cloud density along and between successive 
bunch trains [3]. 

The properties of the instability are significantly 
different in the horizontal and vertical plane. In the 
horizontal plane it manifests itself as a coupled-bunch 
instability while in the vertical plane a single bunch head- 
tail like instability occurs [7]. 

Horizontal plane 
Fig. 1 shows the two most important spatial and 

temporal patterns of the horizontal oscillations of the 
batch obtained by Singular Value Decomposition of the 
72 bunch positions recorded over 1000 consecutive turns 
for Nbunch= 3x10'° p, just above the multipacting threshold 
[8]. 

IL 
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Figure 1. Two dominant spatial and temporal patterns together with the Fourier transform of the temporal patterns of the 
horizontal oscillation. Nb„nch= 3xlO'° p and qH=0.18, qv=0.13. Injection occurs 71 turns after the start of the acquisition. 

Only low order coupled-bunch modes contribute to the     the unperturbed ft'actional tune (0.627) and 0.65. The 
above spatial patterns that oscillate with two main tunes:     transverse feedback is designed to damp these low 
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frequency modes (few MHz). A "knee" is clearly visible 
in the second spatial pattern at about bunch 50 where the 
oscillations start to have significant amplitude. This 
corresponds with the position along the batch where the 
electron cloud starts to build-up. 

The rise time of the instability is a few tens of turns and 
is only weakly dependent on the bunch population. 
Measurements at 5x10'° p^unch show that the rise time 
is even by about 50% longer than at 3xlO'° p^unch while 
at the nominal bunch population (llxlO'" p) the rise time 
is again comparable with that measured at 3x10'" 
p/bunch. 

At higher intensity the two well-separated frequencies 
of oscillation are no more visible. Measurements of the 
tune of each bunch as a fimction of its amplitude of 
oscillation evidence an important detuning (Fig. 2). At the 
nominal intensity a significant positive detuning is 
measured for low amplitudes (-0.01 in 1 beam sigma for 
nominal beam emittance) followed by a negative 
detuning. A sort of hysteresis is also observable. These are 
clear indications of non-linear behaviour of the coupling 
force between bunches in the tail of the LHC batch. 

1.19 

0.1175 
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A. 
NV...,,;,^ 

aiKS ■ ' 1 fejy««»s4 
Mi 1 

0.1T75 ../TIME 
1175 

e.1725 

LS 1                1.5 2 
AMPUTUDE [1«-W] 

Figure 2. Tune vs. amplitude of oscillation for a bunch in 
the tail of the batch and Nbunch=llxlO"' p. This 
measurement was performed with the LHC beam high 
intensity working point (qH=0.18, qv=0.13). The data for 
the first 700 turns after injection are plotted (each point 
represents a sliding average over 32 turns of the 
amplitude and phase advance per turn). PH~21 m at the 
monitor. 

The characteristics of the electron cloud instability in the 
SPS are a consequence of the fact that multipacting 
mainly occurs in the arcs. In a dipole field electrons are 
bouncing up and down in the vacuum chamber and are 
tightly bound to the magnetic field lines around which 
they spiral. For the lower intensities (Nfli<Nbmich<5-6xlO"' 
p/bunch) the electron cloud can be approximated as a 
vertical ribbon of uniform density developing along the 
batch and starting from a given bunch n. Any transverse 
movement of the bunch, or of a slice of it, affects the 
electron cloud distribution which, in turn, affects the 
trailing bunches, or trailing sUces, generating bunch-to- 
bunch or head-tail coupling. Due to the presence of the 
magnetic field no net horizontal motion is imparted to the 
electrons during the bunch passage. Consequently no 
significant distortion of the electron cloud distribution 

occurs in the horizontal plane during the bunch passage 
and the electron cloud can couple only subsequent 
bunches. When a bunch has a horizontal displacement 
with respect to the preceding one, it will go through the 
electron cloud ribbon off-centre and will experience a 
linear force F (in the approximation of a uniform electron 
cloud distribution with density Pec) [7]: 

where x, and xj+i are the horizontal positions of bunch j 
and j+1, respectively and % is the step function. The 
strength of the electron cloud coupling does not depend 
directly from the bunch population but only indirectly via 
Pec which depends on Nbunch- In general the range of the 
coupling due to the electron cloud can be longer than the 
bunch spacing and one bunch can couple to more than 
one trailing bunch. The behaviour of the 72 bunches can 
therefore be described by a set of coupled linear 
differential equations of second order. The solution of 
such a system, including terms approximating the effect 
of the resistive wall wake, allows determining the most 
unstable modes. A tune shift of ^-0.025 (with respect to 
the unperturbed tune) and a growth time of 60 turns are 
estimated assuming that the electron cloud has a density 
Pec=lxl0'^ e/m^ and develops after 50 bunches (as 
observed experimentally for Nbunch=3xlO"' p). This is in 
good agreement with the observations. 

For Nbunch>5xlO"' p the electron cloud distribution 
takes the form of two stripes symmetrically placed with 
respect to the beam and the uniform approximation is no 
longer valid, except for small amplitudes where the 
electron cloud density is nevertheless reduced as 
compared to the lower intensity case. This explains why 
the growth time for Nbunch=5xlO"' p is longer than that 
measured for Nbunch=3xlO"' p. Significant detuning with 
amplitude is expected for oscillation amplitudes 
comparable with the electron stripe half-separation (few 
mm for the Nbunch=5xl0"' p). The non-linear behaviour is 
exacerbated for the nominal bunch intensity where an 
additional central stripe appears. 

The growth rate of the instability has been measured at 
different energies and decreases almost linearly with the 
momentum of the beam. This is in good agreement with 
the simple model described above. 

Vertical plane 

In the vertical plane the electron cloud instability is a 
single bunch instability: a measurement of the position of 
the bunches of the batch over several turns does not show 
any phase correlation among subsequent bunches. The 
instability mainly affects the tail of the batch and the rise 
time is decreasing with increasing Nbunch (the maximum 
amplitude of oscillation is achieved in -600 turns for 
Nbunch=3xlO"' p and in 300 turns for 5x10'" p). Several 
sidebands are visible close to the main tune line with 
separation close to the synchrotron frequency Qs-0.004 
indicating the head-tail nature of the instability. The 
comparison of the spectra of the signals provided by a 
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wide-band strip-line coupler for a bunch of the head and 
one of the tail of the batch reveals vertical motion inside 
the bunch at frequencies of about 700 MHz (full bunch 
length = 4 ns) particularly enhanced in the trailing bunch 
as a result of the electron cloud. 

The difference with respect to the horizontal plane is 
due to the fact that in the vertical plane the motion of the 
electrons under the influence of the electric field of the 
bunch is not constrained by the presence of the magnetic 
field as for the horizontal plane. For that reason any 
motion of the head of the bunch will couple to the tail 
similarly to what a short-range wake field does. 

Electrons are pinched during the bunch passage and the 
density of the cloud in the region traversed by the bunch 
is significantly enhanced. The density evolution of the 
electron cloud with time depends strongly on the bunch 
population and this explains the dependence of the growth 
rate of the instability on the bunch population. 

Because of the strong electron cloud density 
modulation during the bunch passage the effect is very 
different from that of conventional wake fields, the 
electron cloud wake depends strongly on the position 
along the bunch from where it is excited and cannot be 
expressed simply in the form W(zs-z„), where Zj and z„, are 
the longitudinal positions of the source and witness 
particles, respectively [9][10]. 
a) 

b) 
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Figure 3. Calculated and measured head-tail phase 
difference for a bunch of the head (a) and a bunch of the 
tail (b) of the LHC batch [7]. 

Within this approximation an effective wake field 
associated with the electron cloud can be inferred by 
comparing the head-tail phase difference evolution with 
time for a bunch with and without electron cloud. Fig. 3 
presents such a comparison for a bunch of the head of the 

batch (no electron cloud) and a bunch of the tail (electron 
cloud). 

The measurement can be reproduced if a wake field 
with interaction length 0.3 to 0.5 times the bunch length is 
introduced to model the electron cloud head-tail coupling. 

Simulations taking into account the interaction of 
electron cloud with the beam [9] and simple head-tail 
models based on the effective electron cloud wake seem 
to indicate that the electron cloud enhances the effects of 
the machine impedance and that the combination of the 
electron cloud and impedance wake is responsible for the 
fast growth rate of the vertical instability. 

Simulations confirm also the beneficial effect of high 
positive chromaticity to fight the vertical instability as 
observed experimentally [9]. 

SUMMARY 
In the SPS the different behaviour of the electron cloud 

instability of the LHC beam in the horizontal and vertical 
planes is a consequence of the confinement of 
multipacting in the dipoles. In the horizontal plane low 
order coupled bunch instabilities are observed and can be 
cured by the transverse feedback. In the vertical plane a 
single bunch head-tail instability develops as a result of 
the interplay of the electron cloud and of the machine 
impedance, coupling the motion of the head and the tail of 
the bunch. The only cure found so far is running at high 
positive vertical chromaticity (^= (AQ/Q)/(Ap/p) > 0.1). 
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INVESTIGATION OF SPACE CHARGE EFFECTS IN THE SPS 

H. Burkhardt, G. Rumolo, F. Zimmennann, CERN, Geneva, Switzerland 

Abstract 

Space charge effects generally play a rather nainor role 
in high energy machines like the SPS. Rather high space 
charge tune shifts may however become unavoidable in the 
SPS for the heavy ion beams required by the LHC. We de- 
scribe recent measurements performed with intense proton 
beams in the SPS. The space charge effects were enhanced 
by a reduction of the injection energy from 26 to 14 GeV. 

1    INTRODUCTION 

Space charge effects are strongly energy dependent (~ 
1/7^). High space charge tune shifts in access of 0.5 
have have been observed in smaller machines [1-3]. Such 
high space charge tune shifts are typically accompanied by 
blow-up and short lifetimes, well below a second. 

In larger, high energy machines like the SPS, space 
charge effects usually play a rather minor role. Space 
charge tune shifts in the SPS generally remain well be- 
low 0.1 and do not cause any lifetime problems or blow- 
up [4,5]. For the LHC heavy ion program, it is planned to 
inject lead ions into the SPS at 7 « 5.5 — 7.3 [6,7]. Space 
charge tone shifts above 0.1 may become unavoidable. In 
addition, good lifetimes and little blow-up during the about 
40 seconds long injection plateau will be important. The re- 
quired heavy ion beams will only become available in sev- 
eral years from now after an upgrade of the injector chain. 

We describe here an investigation performed with high 
intensity proton beams. To enhance space charge effects, 
the injection energy in the SPS was lowered from 26 GeV 
to 14 GeV. 

2   SPACE CHARGE TUNE SHIFT 

We used the maximum single bunch intensity currently 
available from the PS for low emittance single bunch op- 
eration of N = 1.2 X 10^^ protons. The relevant beam 
parameters are summarized in Table 1. Beam dimensions 
and the momentom spread are given in terms of single a 
r.m.s values. 

Table 1: Measured beam parameters. 
Proton momentum 14GeV/c 
Initial proton intensity 
Relative momentimi spread 
Normalized emittances 

JV = 1.2x 10" 
<^Ap/p = 1.9 X 10-3 

^x.N = 3.43 pm 

Bunch length 
^y,N = 3.75/xm 

at = 0.75 ns 

in a place without dispersion). The measurements gener- 
ally showed approximately Gaussian beams and no signif- 
icant blow-up over time scales of about a second. Bunch 
lengths were measured using a longitudinal pickup and a 
digital oscilloscope. 

The beam dimensions in x, y around the ring were cal- 
culated from 

'^x,v = \Ji-x,v 0x,y + {Dx,y <^Ap/p)^ ■ (1) 

where Px,y and Dx,y are the beta-functions and disper- 
sions. Geometrical emittances ex,y and normalized emit- 
tances are related by 

e = ejv/(/?7)- 

The incoherent space charge tune shift parameters AQx,y 
are calculated according to 

AQ:, 

AQy   = 

I3x 
27r^V  \/2^ 

N 

N     r fi 
'27:az Jo   Ox(px -<^y) 

ds 

(2) 

27r^2^3  ^^ ■KCTz Jo     0-y{<^x +0"^) 

by numerical integration around the ring using nominal val- 
ues of the /? functions and dispersion (here on average 0x = 
41.5 m, I3y = 41.6 m, ax = 3.48mm, ay = 1.9 mm). TC is 
the classical proton radius and a^ the bunch length. 

With the (measured) beam parameters of Table 1, we ob- 
tain for the conditions of the experiments described here 
the rather substantial space charge tone shifts of 

AQx   = 

AQy   = 

-0.14 

-0.18 

The emittances were obtained from transverse profile 
measurements using a wire scanner (WS51995 in the SPS 

It is likely that the beam sizes obtained from the wire scan- 
ner were overestimated by 30% (due to a problem in the 
low level software of the instrument). This would imply 
even 30% larger tone shifts. 

3   LIFETIME DEPENDENCE ON TUNE 

We performed scans in the vertical and horizontal tone 
and observed the decay of the proton intensity over times of 
up to 10 seconds from injection. For the vertical tone scan, 
the horizontal tone was kept at a fixed value of Q^ = 0.2^. 
For the horizontal scan, the vertical tone was kept at Qy = 
0.234. Chromaticities were set to small negative values in 
both planes (14 GeV is below the transition, 7tr » 23.2). 

t we refer to the non-integer part; integer tunes are 26 in both planes 
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Figure 1: Example of a tune measurement, here Q^ = 
0.2462, which gave a good lifetime. The beam was kicked 
Ssafterinjection at an intensity ofl.l x 10^^ protons. Ver- 
tical centre of gravity oscillations recorded by the tune me- 
ter are shown on top and the spectrum after fast Fourier 
transform (FFT) on the bottom. 

An example of a tune measurement is shown in Fig. 1. 
The tune meter records the coherent (centre of gravity) mo- 
tion of the bunch. To first order, the central tune value 
obtained is not effected by the substantial mtemal space 
charge tune spread. 

Intensities as function of time over the first 10 s from 
injection are shown in Figures 2 and 3 for various tunes. 
Losses of less than 10% over 10 s corresponding to over 
100 s lifetime were observed for "good" tune settings. The 
observed decay however, particularly for the "poor" tune 
settings, is not always exponential. Transitions between 
slow decay and rapid losses and nearly linear decay were 
also observed. 

Rather than using lifetime, we are now going to present 
the same data in terms of transmission (ratio of final over 
initial intensity) over 10 s as a measure of stability. The 
results as function of tune are shown in Figures 4 and 5. 
Stability is poor for low (< 0.2) and very high (> 0.4) 
vertical tunes. There is more freedom in the choice of the 
horizontal tunes (as expected due to the lower space charge 
tune spread in this plane). Poor stability in the horizontal 
plane was observed for very low (< 0.1) tunes. 

2    - 
for fixed 0^ = 0.205 

0   liiiil 11 iiliiiiliitili■■.1....1■■..I.,, .t....!  
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Figure 2: Single bunch intensities in the SPS over 10 s from 
injection for various vertical tunes Qy and a fixed Qx = 
0.2. 
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Figure 3: Single bunch mtensities in the SPS over 10s from 
injection for various horizontal tunes Q,; and a fixed Q„ = 
0.234. 

4   TESTS WITH OCTUPOLES 

The measurements reported so far were obtained for a 
rather linear machine. This was verified by measurements 
of detuning with kick amplitude. 

It is known that octupoles improve the stability under 
certain conditions [8]. The last hour of available beam 
time was used for a first quick test on the effect of the two 
octupole families ("vertical and radial") on the stability in 
the presence of space charge. Losses increased whenever 
the octupoles were run at strong negative excitation which 
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Figure 4: Results of the vertical tune scan in terms of trans- 
mission over 10s. 

0.9   - 

0.8   - 

0.7    - 

0.6    - 

0.5    - 

0.4    - 

0.3    - 

0.2    - 

0.1    - 

0     0.05    0.1    0.15    0.2    0.25    0.3    0.35    0.4    0.45    0.5 

Qx 

Figure 5: Results of the horizontal tune scan in terms of 
transmission over 10 s. 

corresponds to positive detuning with amplitude. Positive 
radial settings had no visible effect. Strong positive ver- 
tical octupole excitation ("settings of +6 or better +11") 
appeared to improve the stability. Using these settings, we 
were able to reduce the bunch length (by an increase of the 
rf-voltage from 1.5 to 5 MV) without major losses. 

5   SUMMARY AND OUTLOOK 

Studies with high intensity single bunch proton beams 
injected at 14GeV allowed a first investigation in the SPS 

of the behaviour of beams at space charge tune shifts of 
0.14 to 0.18. Good stability with lifetimes of over 100 s 
were observed over a rather broad range of tunes. This 
is encouraging and leaves some margin for an overall opti- 
mization of beam parameters in the injector chain for heavy 
ion operation of the LHC. Further measurements including 
systematic studies with octupoles are foreseen. 
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COHERENT TUNE SHIFTS MEASURED WITH FEW BUNCHES 
IN THE SPS AND COMPARISON WITH RESISTIVE WALL THEORY 

H. Burkhardt, A. Koschik, G. Rumolo, F. Zimmermann, B. Zotter, CERN, Geneva, Switzerland 
Abstract 

Coherent tune shifts with current have been measured 
in the SPS with single bunches and two bunches at vary- 
ing distances between them. The measurements showed 
the usual negative slope with intensity in the vertical plane 
and a small positive one in the horizontal direction. The 
results are compared with theoretical predictions which in- 
clude estimates of tune shifts due to the impedance of re- 
sistive vacuum chambers with non-circular geometry and 
finite wall thickness. 

1    INTRODUCTION 

Coherent tune shifts with current have been measured 
precisely on single bunches in the SPS for several years 
[1,2] This allowed to monitor the decrease of the SPS 
impedance by hardware improvements [3]. 

The usual negative slope with intensity, corresponding 
to a defocusing effect of the wake fields is observed in the 
vertical plane. In the horizontal plane instead, a very small 
positive slope is observed. Most of the SPS beam pipe 
consists of flat chambers with horizontal to vertical aspect 
ratios of 2.5 - 4. This asymmetry results in quadrupolar 
forces. They approximately cancel the focusing effect of 
the dipole wake fields in the horizontal plane and increase 
instead the detuning with intensity in the vertical plane [4]. 

We were motivated to extend the SPS studies to more 
than one bunch by observations in other machines (PEP2), 
in which positive slopes have only been observed with mul- 
tiple bunches. The measurements were done on single 
bunches and two bunches at various distances. The restric- 
tion to very few bunches avoids any complication by elec- 
tron cloud effects present for many bunches. 

2   MEASUREMENTS 

The measurements were performed in summer 2002, 
with a single bunch or two bunches of protons injected into 
the SPS. The relevant beam parameters are summarized in 
Table 1. 

The SPS was operated in a special 20.7 s long cycle with 
a 10.86 s long injection plateau. The first bunch was in- 
jected at the beginning of the cycle and its intensity varied 
by scraping in the vertical plane at 1.5 s. The second bunch 
(if present), was injected at 9.6 s. The delay between the 
two bunches around the ring was chosen by rf-bucket se- 
lection. For the main measurements presented here, the 
distance between the two bunches was selected to be half 
a turn (about 12 fjs). Additional measurements in which 
the second bunch preceded the first by 2 and 4 /zs were also 
performed. 

Table 1: Relevant SPS parameters 
variable symbol value 

momentum V 26 GeV/c 
revolution frequency /rev 43347 Hz 

l//rev 23.07/xs 
betatron tunes Qx,v ~ 26.2 

synchr. tune (at 2MV) Qs 5.6 X 10-3 
momentum compaction ac 1.86 X 10-3 

bunch population N (1 - 12) X 10^° 
rms bunch length CTt ~ 0.7ns 

The tune measurements were done on the first bunch to- 
wards the end of the injection plateau, at 10 s from the cy- 
cle start (after the injection of the second bunch). Bunch 
lengths were monitored using a longitudinal pick-up and a 
digital scope. The bunch length was observed to increase 
slightly with intensity, from at = 0.65 ns at the lowest to 
0.83 ns at the highest intensities. Figures 1,2 show the re- 
sults in terms of the coherent tune shift with intensity, nor- 
malized to at = 0.5ns. The slope of the curves in the 
horizontal and vertical plane is a measure of the effective 
transverse impedance in these planes. 

Table 2: Coherent tune shift results, normalized to 0.5 ns 
bunch length. 

AQ^/AATp IQi" AQy/ANj,[W      1 
single 
two 

(+1.1 ± 0.3) X 10-* 
(+1.1 ± 0.2) X 10-* 

(-24.2 ± 0.4) X 10-* 
(-24.8 + 0.6) X 10-* 

The results obtained by straight Une fits are shown in 
the figures and summarized in Table 2. The uncertainties 
quoted are obtained from the scattering of the data points 
around the fitted lines. 

No significant difference between the single and two 
bunch case was observed. This was still the case for 2 and 
4 ps delay between the bunches. 

3   PREDICTIONS 

The coherent transverse tune shift Afl due to the finite 
resistivity of a circular symmetric vacuum chamber wall 
can be expressed by the functions g{q) + if{q), 

AQcoh. oc g{q) + if{q). (1) 

where q is the non-integer part of the betatron tune in either 
of the fransverse planes x or y. These functions are defined 
as an infinite sum over all previous revolutions k, and in 
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Figure 1: Coherent tune shift with intensity measured for a     Figure 2: Coherent tune shift with intensity measured on 
single bunch in the SPS. the first of two bunches spaced by half a turn (12//sec). 

the case of multiple bunches as an additional sum over all 
bunches, 

9iq) + ifiq) = " E E V F ^""^ (^"^^ ^^'^ '     ^^^ 

with 

m=0 fe=l 

A;' = k + m-Sb/C 

ub ... number of bunches 
0 < TO < nj, ... coupled bunch mode number 

Sb ... bunch spacing 
C = 2-KR ... circumference. 

The single bunch case (see e.g. [5, p. 177]) is included by 
setting nj = 1. 

In non-circular symmetric vacuum chambers additional 
quadrupolar wakes must be added [6,7], which are propor- 
tional to the offset of the test bunch itself 

S(9)+i/(9):p...^/j, plane = 

nb —1   oo .|      lib — ^    '^^ 

" m=0 fc=l 

- exp{2mqk') T ^J-p (3) 

In the circular symmetric case both horizontal and verti- 
cal tune shifts are of equal (negative) size. The additional 

term h = T:^J2Y1 y F appears only for non-circular 
symmetric chambers. It reduces or even compensates the 
horizontal tune shift, while it fijrther increases the vertical 
one. 

The infinite sum h diverges, but a natural truncation oc- 
curs when the electromagnetic fields penetrate the chamber 
wall of finite thickness t. In that case the wake fiinction 
transforms into an exponentially decaying one [8], hence h 
becomes 

m 
Tn=0 \k=l k=k+l 

(4) 

where a = n6o/{Kbt), So the skin depth at revolution fre- 
quency Wo, b the vacuum chamber radius, and 

K = 1 + byd ,2/j2 
(5) 

for a perfect magnet at radius d [8]. The "cut-ofFtum num- 
ber" k can be determined approximately by equating the 
square-root and the exponential wakes, 

k^tyiTrSof (6) 

In the SPS, where (5o « * —> fc « I/TT^ < 1, therefore 
the summation over k starts immediately with the exponen- 
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Figure 3: The fimctions g{q) and f{q) of Eq.(2) and (7). 
The thin wall graph is drawn for SPS parameters {6o = t — 
2nim, b — 20nim) 

tial terms. The infinite sum can now be evaluated analyti- 
cally as geometric series, and we obtain for a single bunch 
(rib = 1 and k' = k): 

9{Q)+if{q) = 
7)     O" 

- 2_^ 6xp {—ak + 2m qk) 
^ k=i 

k exp (a - 2m q) -1 

(7) 

For very small Q < 1, the real part of the infinite sum be- 
comes approximately -1/V5, as can be seen from Fig.(3). 
Furthermore one finds 

9iQ) 2k; -Tr5( W {V2t) , (8) 

independent of the tune. However, for q close to zero this 
approximation breaks down and one has to use the exact 
expression to obtain 

h=g{0) = 
Vk [e" - 1] <^o 

(9) 

where the last approximation is valid for a < 1. 
For the SPS, we get g « -2.2, while h KI 28.3 is the 

dominant term. Hence the horizontal mne shift for a single 
bunch is close to zero or even slightly positive as already 
reported in [8]. 

A much smaller slope in the horizontal plane is expected 
for a flat chamber geometry, in which quadrupolar wake 
fields enhance the vertical tune shift and largely cancel the 
horizontal tune shift. 

Positive slopes have aheady been seen for bunch trains m 
PEP-II [8] and have been explained in terms of long range 
resistive quadrupolar wakes which add up coherently over 
successive bunches and several turns. 

In the SPS, we aheady observe a small positive slope 
in the horizontal plane for a single bunch and did not see 
a significant change in case of the presence of a second 
bunch. 

A reduced multi-bunch effect in the SPS compared to 
PEP-II is in fact expected due to the larger skin depth at 
revolution frequency in the stainless steel vacuum chamber 
and the larger SPS-circumference. For the SPS, the wake 
function changes from the usual inverse square-root depen- 
dence on distance to an exponentially decaying one in less 
than one turn. 
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4   CONCLUSION 
We have measured coherent tune shifts with current in 

the SPS. The usual negative slope is found in the vertical 
plane and a small positive slope in the horizontal plane. 

3046 



Proceedings of the 2003 Particle Accelerator Conference 

LONGITUDINAL MICROWAVE INSTABILITY IN LEPTON BUNCHES 

E. Metral, CERN, Geneva, Switzerland 

Abstract 

The stability criterion for the longitudinal microwave 
instability in btmched lepton beams is derived using the 
mode-coupling formalism and taking into accoimt the 
potential-well distortion. The new formula yields an 
intensity threshold which can be higher than the one 
given by the Keil-Schnell-Boussard approximation by a 
large factor. This result may explain why the classical 
instability threshold has been exceeded in some lepton 
machines. 

1 INTRODUCTION 
The longitudinal microwave instability for coasting 

beams is well understood [1-4]. It leads to a stability 
diagram, which is a graphical representation of the 
solution of the dispersion relation depicting curves of 
constant growth rates, and especially a threshold contour 
in the complex plane of the driving impedance. When the 
real part of the driving impedance is much greater than 
the modulus of the imaginary part, a simple 
approximation, known as the Keil-Schnell (or circle) 
stability criterion, may be used to estimate the threshold 
curve [3]. For btmched beams, it has been proposed by 
Boussard [5] to use the coasting-beam formalism with 
local values of bunch current and momentum spread. This 
approximation was expected to be valid in the case of 
instability rise-times shorter than the synchrotron period, 
and wavelengths of the driving wake field much shorter 
than the bunch length. This empirical rule is widely used 
for estimations of the tolerable impedances in the design 
of new accelerators. A first approach to explain this 
instability, without coasting-beam approximations, has 
been suggested by Sacherer through Longitudinal Mode- 
Coupling (LMC) [6]. The equivalence between LMC and 
microwave instabilities has been pointed out by 
Sacherer [6] and Laclare [7] in the case of broad-band 
driving resonator impedances, neglecting the Potential- 
Well Distortion (PWD). The complete theory describing 
the microwave instability for bunched beams is still tmder 
development [4,8]. 

It has been shown in Refs. [9,10], using the mode- 
coupling formalism for the case of proton bunch with a 
parabolic line density interacting with a broad-band 
resonator impedance, that a new stability criterion can be 
derived taking into account the PWD due to both space- 

charge and resonator impedances. This new formula 
reveals in particular that it is better to operate the machine 
below transition (as already foxmd in Ref. [11]). It also 
predicts a stability area below transition even in the 
presence of large space-charge impedances, without 
coasting-beam considerations of stability diagrams. 

The case of a lepton bunch with a Gaussian amplitude 
density is discussed in this paper. Space charge is 
negligible in this case and the machine is operating above 
transition. 

2 THEORY 
Applying Sacherer's formula for LMC between modes 

m and m+1 yields the following intensity threshold 
condition [9] 

F^ 
ryB. (1) 

with 

\m Zf 
m\+\ 

Azf\ \m\+\ 

^      ^"""     1-1(1-1 + 2) 

^y JCOS^J 

2    cos 

\^l     /m+l,m+l 

p = + oo 

izf)   = \     /     /m,n 

I ^^KM) 
p =—<X) 

p=+CC 

HKM) 

(2) 

(3) 

Here, 4 = Af^e/o is the current in one bunch with //j the 
number of protons in the bunch, e the elementary charge, 
and /Q^CIQIITC the revolution frequency, h is the 
harmonic number, Vf is the total (effective) peak voltage 
taking into account the PWD (the peak RF voltage is 
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^RF)> -B = Tj, /o is the bunching factor with r^ the total 
bunch length (in seconds) taking into account the PWD 
(the unperturbed total bunch length is r^o), ^, is the RF 
phase of the synchronous particle (cos^j<0 above 
transition) taking into account the PWD (the unperturbed 
synchronous phase is ^^„), I zf^ /p\ is the peak value of 
the Broad-Band (BB) resonator impedance, 
m = ...,-1,0,1,... is the longitudinal coherent bunch mode 
number, j = 4--^ is the imaginary unit, Z, is the 
longitudinal coupling impedance, co'p=pClQ+m(Os with 
-00 < ;7 < +00 , where co^ =2;r/j is the synchrotron 
angular frequency taking into account the PWD (the 
unperturbed synchrotron angular frequency is 
®iO =2^/JO ). and h„„ describes the cross-power 
densities of the wth and wth line-density modes. The 
broad-band resonator impedance is defined by 

p CO 
^-jQr ,   (4) 

where R^ is the shunt impedance (in fi), g^ = 1 is the 
quality factor and lo^ = 2K f^ is the resonance angular 
frequency. 

Considering a lepton bimch with Gaussian amplitude 
density, the following relations are obtained when PWD 
is taken into account [7] 

(5) 

CO. (0,0 X 

AQ = A 
B 

RF 

\3 

\^0j 

B_ cos^^ 'sO 

cos^. 

(10) 

(11) 

+ Ao,       (12) 

where JQ is the Bessel function of first kind and 0*^ 
order, and go(^) is the stationary distribution of the 
synchrotron oscillation amplitude f. The stability 
criterion of Eq. (1) can then be re-written 

/^<    x-^^^^L_Mx£l, (13) 
Zl 

where F2 =B/Bo is a factor found by equating the 
intensity at threshold of Eq. (13) to the one due to PWD 
(see Eq. (8)), which is given by 

"-f^ COS(^,o 

C0S(!>, ^2  COS(Z>,o^ 

C0S(Zi,, 

z; BB 
Im.eff 

= ^s0^^r^^^^^-ZMZ,{p)Uip), PVcos^, 0       P=-" 

(6) 

o-o(p)=   \jo{pno'^)8o{r)Tdf,       (7) 
r=0 

A=^kz^ 
o>:, AKjy^cos^^o p=-„        p 

6L 

Tt'^hV^co&^^^B^ 
Z,{p) 

P \m,eff 

(8) 

2,{p) 
L    P ta,e# 

~t^k^cr,{k),     (9) 
^ * = -« 1^ 

(14) 

Note that for sufficiently long bxmches ( TJQ » 2 //^), the 
factor Fj is independent of the bunch length and is given 
by Fi «0.6. In this case, the factor Fj is given 
analytically by Eq. (14). This is not the case for shorter 
bunches, where Eq. (14) has to be solved numerically. 

Neglecting the synchronous phase shift, the stability 
criterion for the longitudinal microwave instability can be 
written 

IpO^Fx Ifo' 

with 

jKSB_   1  ^, iEle)ap ^V= 
ln2 Zf \PoJ 

(15) 

,     (16) 
FWHH,0 

where /^^^ is the initial (low-intensity) peak intensity 
threshold from the Keil-Schnell-Boussard criterion for 
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Gaussian bunches [12], E is the beam energy, Op =/,~^ 
is the momentum compaction factor, and (Ap/j3p)p,y^^j 
is the initial (low-intensity) relative momentum spread 
(full width at half height). The factor F, which is given by 

6 
n-yflTT F^ 

(17) 

is solved numerically and represented in Fig. 1. 

F 

->   /r^iO 

Figure 1: Plot of the factor F vs. /^ T^Q . 

It is seen from Fig. 1 that for long (compared to the 
inverse of the resonance frequency of the impedance) 
bunches, the intensity threshold is ~2 times larger than 
from the Keil-Schnell-Boussard criterion. Furthermore, 
when the bunch length gets smaller, the threshold 
intensity increases, and if /^ T^Q ^ 0.75 there is no 
instability anymore (with this model...). 

3 MEASUREMENTS 
Microwave instability measurements made in the 

CERN SPS in 1993 for long proton bunches produced a 
value for the longitudinal impedance Z, /js «20Q, 
with e^ «1 and /^ e [1.3 -1.6 GHz], using the Keil- 
Schnell-Boussard criterion [13]. To explain the absence 
of longitudinal microwave instability for short lepton 
bunches at high energies, i.e. when a^ <5cm, an 
effective longitudinal impedance 5 times lower than the 
long bunch value was needed, which was not understood. 

Applying the new criterion for the case of the short 
bunch with cr^ =5cm, i.e. /^r^o*!, one sees that a 
factor of ~5 is predicted, in perfect agreement with the 
above (non) observations. 

criterion. When the bunch length gets smaller, the 
threshold intensity increases. It is ~5 times larger than 
from the Keil-Schnell-Boussard criterion when 
/r r^o»1, which is in perfect agreement with the (non) 
observations made in Ref. [13]. The new stability 
criterion may explain why the classical (Keil-Schnell- 
Boussard) instability threshold can be exceeded in lepton 
machines. 
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4 CONCLUSION 
A new stability criterion for the longitudinal 

microwave instability of lepton bimches is given. For a 
sufficiently long bunch, the intensity threshold is foxmd to 
be ~2 times larger than from the Keil-Schnell-Boussard 
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NOMINAL LONGITUDINAL PARAMETERS FOR THE LHC BEAM IN 
THECERNSPS 

P. Baudrenghien, T" Bohl, T. Linnecar, E. Shaposhnikova and J. Tuckmantel, 
CERN, Geneva, Switzerland 

Abstract 

A proton beam with the basic structure defined by the 
the LHC requirements, was first available for injection into 
the SPS in 1998. At the end of 2002, following a signifi- 
cant beam-studies and RF hardware upgrade programme, a 
beam having both the nominal LHC intensity and the cor- 
rect longitudinal parameters was obtained at top energy for 
the first time. This beam, characterised by high local den- 
sity, must satisfy strict requirements on bunch length, lon- 
gitudinal emittance and bunch to bunch phase modulation 
for extraction to the LHC, where only very limited parti- 
cle losses are acceptable. The problems to be solved came 
mainly from the high beam loading and microwave and 
coupled bunch instabilities which led both to beam losses 
and to unacceptably large longitudinal emittance on the flat 
top. In this paper the steps taken to arrive at these nominal 
beam parameters are presented. 

INTRODUCTION 
The preparation of the CERN SPS for its future role as an 

injector of LHC started well before the first LHC type beam 
was available from the PS injector At the beginning work 
concentrated on single bunch stability. During the studies 
of microwave instabiUty, which started in 1995, the guilty 
impedances were identified and then the sources shielded 
two years ago. Single bunch reference measurements be- 
fore and after the impedance reduction are summarised be- 
low together with final results for the whole LHC beam. 
The nominal LHC beam consists of 3 or 4 batches with 72 
bunches each. Bunches are spaced by 25 ns and batches by 
220 ns. Nominal bunch intensity at top energy is 1.1x10^^. 

To cope with expected large longitudinal emittances, it 
was suggested in 1998 to install an additional 200 MHz RF 
system in the LHC for beam capture and injection damp- 
ing. In this case bunches with an emittance e around 1 eVs 
would be acceptable. For loss-free capture in the LHC with 
the main 400 MHz RF system alone, in the presence of 
expected energy and phase errors, e should be less than 
0.7 eVs and the bunch length T < 2 ns. At injection into 
the SPS (26 GeV) e = 0.35 eVs. 

The LHC beam was first injected with bunch and total in- 
tensity much lower than nominal. Even so it was unstable 
first on the fliat bottom, then during the ramp after 5 s of ac- 
celeration (280 GeV), and again on the flat top (450 GeV). 

The continuous emittance blow-up due to the microwave 
instability, leading to beam losses on the flat bottom, had 
disappeared in 2001, after the impedance reduction. From 
then on the main efforts to obtain nominal LHC beam 
concentrated on commissioning new hardware to cope 

with strong beam loading and instabilities caused by the 
impedance of the main 200 MHz RF system, and on cures 
for the coupled bunch instabilities observed at the end of 
the acceleration ramp. 

IMPEDANCE REDUCTION 

The impedance reduction programme in the SPS was 
completed during the shutdown of 2000/2001. Around 
1000 vacuum ports were shielded [1], different types of 
kickers and septa were screened, and all lepton equipment 
including 3 RF systems was removed from the ring. 

The single bunch reference measurements in 2001 have 
demonstrated significantly improved stability [2]. The 
change of quadrupole synchrotron frequency shift with in- 
tensity by a factor 2.5 agrees well with that expected from 
the reduction in the low frequency inductive impedance 
estimated from the impedance budget (from 12.4 Ohm to 
5.6 Ohm). The space charge impedance at 26 GeV is 
-1 Ohm. The slope of the bunch lengthening curve is 
reduced by a factor 7; emittance blow-up due to the mi- 
crowave instability is seen before the impedance reduc- 
tion but bunch lengthening due to the potential well dis- 
tortion after. In the measurements of bunch spectra with 
RF off, the resonant peaks due to the vacuum ports (above 
1.3 GHz) and kickers (at 400 MHz) have disappeared. 

For the LHC type beam, no emittance blow-up is ob- 
served now on the flat bottom, and even some controlled 
emittance blow-up is necessary as a cure for coupled bunch 
instabiUties at high energies (see below). 

The impedance of the main RF system around the funda- 
mental (200 MHz) frequency had long been recognized to 
be a serious problem not only for beam loading but also for 
coupled-bunch instability [3]. The One-TVim-Delay Feed- 
back (ItFB) in operation since the early eighties [4] and 
acting on the 4 cavities in parallel did not provide sufficient 
impedance reduction for the LHC beam. By April 2001 all 
cavities had been equipped with a Feedforward system pro- 
viding a (10-15) dB impedance reduction in a 1 MHz band 
on each side of the RF frequency [5]. By the end of 2001 
an upgraded ItFB had also been installed on each cavity 
(~ 20 dB impedance reduction at the RF frequency, 1 MHz 
single-sided bandwidth). However a coupled-bunch insta- 
bility (dipole mode) with frequency < 2 MHz was still ob- 
served on the flat bottom at half nominal intensity In 2002 
the feedback bandwidth was therefore increased (2 MHz 
single-sided) and two cavities were equipped with a longi- 
tudinal damping system capable of damping dipole modes 
up to 3 MHz during the full acceleration ramp. 

In 2003 three of the 200 MHz cavities will have new 
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power couplers. They are rated for more than 1 MW con- 
tinuous power per cavity. With improved multipactoring 
control they should also allow low voltage without coun- 
terphasing, thus easing operation under beam loading [7]. 

In 2002, after the scrubbing run at the beginning of 
the operation year, the nominal intensity could be reached 
without serious problems from vacuum pressure increase 
due to e-cloud [6]. As a result of all upgrades to the 
200 MHz RF system, this beam was stable on the flat bot- 
tom. However a coupled bunch instability was observed at 
280 GeV (16 s) for a single batch with an intensity as low 
as 2 X 10^^. The source of this instability is not yet clear; 
one of the high order modes (with mode frequency outside 
the bandwidth of the longitudinal damper) in the 200 MHz 
cavities is suspected. 

INSTABILITY AT HIGH ENERGY 

Effect of voltage programme 

The naain purpose of these studies was to optimise the 
200 MHz voltage (Vi) through the cycle to obtain mini- 
mum emittance and bunch length on the flat top. As a basis 
we used a voltage programme for £ = 0.5 eVs with a con- 
stant filling factor in momentum of 0.95. 

Figure 1: Left: the 200 MHz voltage programme used dur- 
ing studies together with the expected variation of bunch 
length fore = 0.45 eVs. Right: the minimum threshold 
impedance for coupled bunch instabilities for this voltage 
programme with 800 MHz off (bottom curve) and on (top). 

In all the cases studied the beam was unstable well be- 
low the nominal intensity. The emittance measured on the 
flat top was larger for higher voltage during the cycle, and 
increased also with intensity. For the voltage programme 
in Fig. 1 (left), e = 0.73 eVs was obtained at 450 GeV for 
a single batch with nominal intensity at injection (~ 10% 
lower at 450 GeV). Measurements of bunch length (aver- 
aged over the last 5 bunches in the batch, which are the 
most unstable ones and can have up to 50% more emit- 
tance blow-up than the first bunches) through this cycle are 
presented in Fig. 2 (top left) and should be compared with 
the expected behaviour during the cycle from Fig. 1 (left). 

Measurements in 2000 for 48 bunches with intensity 
8.3 X 10i°/bunch {Vi = 3.5 MV at the end of the ramp). 

Time [1000*ms] 
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Figure 2: The average bunch length during the cycle with 
Vi from Fig. 1 and 800 MHz off (top left), 800 MHz on 
during the ramp (top right), 800 MHz on from injection 
(bottom left) and 800 MHz on during the ramp plus emit- 
tance blow-up due to mismatched injection (bottom right). 
Single batch with injected intensity 7.5 x 10^^. 

gave £ = 1.1 eVs [8].   This should be compared with 
0.53 eVs obtained under similar conditions in 2002. 

On the flat bottom an increase of voltage improves the 
beam stability. This is why the matched voltage of 0.75 MV 
used for beam capture was adiabatically raised to 2 MV, 
this being repeated 4 times (for each injection). Increasing 
the voltage up to 7 MV on the flat top, necessary to shorten 
the bunches before transfer to LHC, has the opposite ef- 
fect.. The beam is more stable at lower voltage. This can 
be explained by the fact that at 26 GeV the instability is 
due to the 200 MHz impedance, while at the top energy it 
is due to a higher frequency impedance, so that reducing 
the bunch length has the opposite effect [9]. The decrease 
of the threshold towards the end of the cycle and the sharp 
drop on the flat top in Fig. 1 explain very well the instabiUty 
observed at 16 s and then later again on the flat top. 

High harmonic RF system 

The stabilising effect of the 800 MHz RF system can be 
seen in Fig. 1 (right) and Fig. 2 (top right). The total voltage 
seen by the beam in the presence of two RF systems is: 

V = Vi sin ((> + V2 sin (4(/> + A<l>). (1) 

The phase shift A(/) was programmed through the cycle to 
increase the synchrotron frequency spread using the bunch 
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shortening (BS) mode: A^ = TT - 40^. The 800 MHz volt- 
age was limited through the cycle to the level Vb/Vi ~ 0.1 
[10] to avoid creation of a flat zone in the synchrotron fre- 
quency distribution outside the bunch center, where Landau 
damping can be lost. 

Until the effect of beam loading in the idling 800 MHz 
cavity was taken into account, there was a large difference 
in the phase shift A^ required for BS mode between the flat 
bottom and flat top due to the beam induced voltage. Cor- 
rection of this phase shift eliminated additional emittance 
blow-up. Fig. 2 (bottom left). As a result the beam became 
unstable on the flat top and a small controlled emittance 
blow-up had to be introduced. 

Controlled emittance blow-up 

The optimum (minimum) controlled emittance blow-up 
in the SPS should ensure at the same time both beam sta- 
bility and minimum loss at the SPS-LHC bunch to bucket 
transfer. A first blow-up on the flat bottom by mismatched 
injection (F = 2 MV instead of 0.75 MV) gives an in- 
crease of emittance from 0.35 eVs to 0.4 eVs, Fig. 2 (bot- 
tom right). This was sufficient to stabilise the beam with 
injected intensities up to nominal. To obtain nominal in- 
tensities with 7 MV on the flat top an additional emittance 
blow-up was needed, see Fig. 3. 

Figure 3: Effect of controlled emittance blow-up on beam 
stability. The average (of the 5 last bunches in the batch) 
bunch length during the ramp with bunch excitation (left) 
and without (right). 1.07 x 10"/bunch at 450 GeV. 

Two methods were used for emittance blow-up during 
acceleration. First, by phase modulation of the 800 MHz 
voltage, see (1), 

A^(t) = a sin {27Tfmod + i'o) + A(/>o. (2) 

The resonant excitation at 16 s during 10 ms (bucket area 
0.75 eVs) provided an emittance increase to 0.6 eVs. This 
was done using parameters optimised for the 4th harmonic 
[11] fmod = 3/s, a = 1.05 and A(?io = TT, where fs is the 
linear synchrotron frequency. 

Second, pink noise excitation of the 200 MHz ampli- 
tude was also tried. It was applied with the 800 MHz in 
BS mode (to affect the bunch center more than the tails) at 
15.8 s at frequency 2/^ with bandwidth ±A///s ~ 0.125. 

It was less effective (a blow-up to 0.54 eVs after 0.5 s) but 
could be useful for LHC, where a high harmonic RF sys- 
tem will not be available. Small beam losses at the time of 
excitation were observed for both methods. Decreasing the 
time or strength of excitation eliminated losses but then the 
emittance blow-up was insufficient to stabilise beam on the 
flat top. A possibly better technique using a programmable 
excitation frequency is planned for 2003. 

SUMMARY 

Bunch lengths (4CT Gaussian fit) in the range (1.51 - 
1.58) ns, depending on the batch number, and averaged 
over 50 bunches, were finally obtained on the flat top for 
4 batches in the ring with the nominal bunch intensity 
1.1 X 10^^. These bunch lengths correspond to emittances 
of (0.52 - 0.56) eVs, well below our initial target. These 
bunch parameters together with the bunch to bunch phase 
modulation of ±0.065 ns achieved (Vi = 7 MV), the ex- 
pected energy error ±50 MeV and reserve for an eventtial 
synchronisation error (say ±0.13 ns) should provide mini- 
mum particle loss at injection into the LHC even in the ab- 
sence of the 200 MHz RF system, which consequently wiU 
not be installed in the LHC at least for nominal intensities. 

These results have been achieved due to the SPS 
impedance reduction, the commissioning of improved 
feedback, feedforward and damping systems based on the 
200 MHz RF system and the use of the 4-th harmonic 
RF system both for beam stabilisation by increasing syn- 
chrotron frequency spread through the cycle and controlled 
emittance blow-up during the ramp. 

We are grateful to the operation teams for their help, 
to G. Lambert, R. Olsen, D. Stellfeld and U. Wehrle for 
their assistance and the considerable electronics develop- 
ment and to E. Montesinos for excellent coUaboration. 

REFERENCES 
[I] P. Collier et al.. Proceed, of EPAC 2002, Paris, p. 1458. 
[2] T. Bohl, T. Linnecar, E. Shaposhnikova, Proceed, of EPAC 

2002, Paris, p. 1446. 

[3] D. Boussard, G. Dome, T.P.R. Linnecar, IEEE Transactions 
on Nuclear Science, Vol. NS-26, No. 3, June 1979. 

[4] D. Boussard, G. Lambert, IEEE Transactions on Nuclear Sci- 
ence, Vol. NS-30, No. 4, August 1983 

[5] P Baudrenghien, G. Lambert, Proc. LHC Workshop Cha- 
monix XI, CERN-SL-2001-003 DI, p. 63,2001 

[6] G. Arduini et al.. The LHC Proton Beam in the CERN SPS, 
these Proceed. 

[7] T. Bohl, Proc. Workshop Chamonix X, CERN-SL-2O0O-OO7 
DI, p. 56,2000. 

[8] T. Bohl, Proc. LHC Workshop Chamonix XI, CERN-SL- 
2001-003 DI, p. 73,2001. 

[9] E. Shaposhnikova, CERN SL-Note-2001-031 HRF, 2001. 
[10] T. Bohl, T. Linnecar, E. Shaposhnikova, J. Tuckmantel, Pro- 

ceed. EPAC 1998, Stockholm, p. 978. 
[II] T. Bohl et al., CERN SL-MD Note 221,1996. 

3052 



Proceedings of the 2003 Particle Accelerator Conference 

TRANSVERSE 'MONOPOLE' INSTABILITY 
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Abstract 

We simulate the long-term emittance growth of a proton 
beam due to an electron cloud of moderate density. This 
emittance growth is sometimes characterized by a rapid 
blow up of the bunch tail, and it appears to be different 
from the strong head-tail instability, which is observed at 
higher electron densities. We study whether this instabil- 
ity can occur in the absence of transverse dipole motion 
along the bunch, and its sensitivity to various simulation 
parameters, such as the number of beam-electron interac- 
tion points (IPs) and the phase advances between them. Us- 
ing a frozen-potential model, we compute tune footprints, 
which reveal the resonances contributing to the incoherent 
part of the emittance growth. 

1    INTRODUCTION 
A beam blow up and vertical instabiUty caused by an 

electron cloud in the KEK B factory and in the CERN SPS 
have been explained by a mechanism similar to the strong 
head-tail (orTMCI) instability [1]. However, at the PEP- 
II B factory the beam already blows up below the 'TMCF 
threshold. A similar phenomenon was seen in simulations 
by Cai [2]. At EPAC 2002, Lotov and Stupakov reported a 
new type of 'monopole' instability for PEP-II, that occurs 
in the absence of any dipole motion and is characterized by 
a fast blow up of the bunch tail [3]. 

Recent simulations of the beam-electron interaction for 
the LHC proton beam using the codes HEADTAIL [4] 
and PEHTS [5] indicate a significant long-term emittance 
growth, already at low electron densities [6, 7]. Since the 
LHC beam has to be stored for several hours, even a few 
percent emittance growth over one hour can be a concern. 
The emittance increase observed in our simulation could be 
related to that observed by Cai or Lotov and Stupakov. Be- 
low we present the results of a simulation campaign which 
explored the nature of the emittance growth. 

2   SIMULATIONS 
Throughout this paper, we discuss only the effect of 

the electron cloud, and do not take into account additional 
space-charge forces or conventional impedances. The sim- 
ulation parameters are those listed in Table 1, unless noted 
otherwise. In the simulation, the proton beam and the elec- 
tron cloud interact at a few discrete 'interaction points' 
(IPs) around the ring, where we compute the integrated ef- 
fect of a large number of electrons, which in reality are 
spread out over a long section of the ring. The implicit 
assumption is that the electrons introduce only a small per- 
turbation. 

Figure 1 shows simulations using the HEADTAIL code 

Table 1: Simulation parameters, representing an electron 
cloud at injection into the LHC. 

parameter symbol value 
electron cloud density Pe 6 X 10" m-=* 
bunch population Nb 1.1 X 10" 
beta function Px,y 100 m 
rms bunch length Oz 0.115m 
rms beam size '^x,y 0.884 mm 
rms momentum spread "rms 4.68 X 10-4 
synchrotron tune Qs 0.0059 
momentum compaction Olc 3.47x10-4 
circumference C 26.659 km 
nominal tunes Qx,y 64.28,59.31 
chromaticity Q'.,v 2,2 
relativistic factor 7 479.6 

[4] for the LHC, where we consider a single IP per tum. 
The various curves refer to different average electron-cloud 
densities. The growth rates are significant for most of the 
cases. The saturation after a ten- or twenty-fold increase 
in emittance is due to the finite size of the grid used in the 
simulation, which here extends over ±10a (±8.84 mm). 
Figure 2 compares results from HEADTAIL and PEHTS 
for different cloud sizes. The curves obtained from the two 
codes are similar. 
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Figure 1: Evolution of LHC emittance vs. time in seconds 
for an LHC bunch at injection simulated by HEADTAIL 
for different densities. 

Simulations in Fig. 3 illustrate the stabilizing effect of in- 
creasing the synchrotron tune Qg. Above a threshold value 
for Qs, the sudden large emittance growth disappears and 
only a continuous much smaller growth remains. This tran- 
sition is the threshold of the TMCI instabiUty. However, 
even the much reduced growth below the TMCI threshold 
could dilute the LHC proton beam. Comparing the two 
pictures we observe that for a two times increased electron 
density the threshold synchrotron tune is also two times 
larger, consistent with the TMCI model of [1]. 
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Figure 2: Comparison of HEADTAIL and PEHTS results 
for various grid sizes, considering a single IP. 

0003 

p.io'V-' ' _^>^ 
OJXE 0006^ 00012 

o.«n // 
Q^.003 

1000    2000    3000    «00    SOOO 

aoo4 

aoo3 

0.001 

0 

p.2n'o"in^ 0.0012 — 

r 0.003 

— 
C^.*006 

lOOO 2000 3000 4000 SOOO 

Figure 3: Evolution of LHC vertical beam size vs. time in 
turns, simulated by the code PEHTS for pe = 10" m~^ 
Oeft) and Pe = 2 X 10" m-^ (right). The curves corre- 
spond to different synchrotron tunes as indicated. 

From basic considerations, for a constant ratio of density 
and synchrotron tune, the emittance growth should look 
similar, if we scale the time axis with the density (or with 
Qs). Figure 4 illustrates that this scaling is nearly fulfilled. 
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Figure 4: Evolution of LHC vertical beam size vs. the nor- 
malized product of turns and electron density, simulated by 
PEHTS for different densities and synchrotron tunes, keep- 
ing a constant ratio pe IQs ■ 

Repeating the simulation of Fig. 1 for different num- 
bers of IPs, we obtain the results in picture (a) of Fig. 5. 
By increasing the number of IPs from 1 to 5 (and above), 
we do not observe any clear convergence of the simulated 
emittance evolution, but instead we find a rather erratic 
and non-monotonic dependence. A tentative explanation is 
that, as we increase the number of IPs and distribute them 
uniformly around the ring, the phase advance between suc- 
cessive IPs changes abruptly, and for different numbers of 
IPs the beam experiences resonances of unequal strength. 

Figure 6 compares snap shots of the slice centroids and 
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Figure 5: Simulated evolution of LHC emittance vs. time 
in seconds for p^ = 6 x 10" m"^; the curves correspond 
to different numbers of IPs. (a) full simulation with fixed 
phase advances between IPs; (b) bunch centroid motion 
suppressed at each IP; (c) bunch-slice centroid motion sup- 
pressed; (d) perfect symmetrization of beam and electron 
macro-particles. 

the local beam size after 20 and 40 ms in simulations with 
1 and 5 IPs. For the case of a single IP, there is less motion 
along the bunch. In the vertical plane (not shown), the be- 
haviour for 1 IP is different, and all bunch slices blow up 
steadily starting from time zero. A possible interpretation 
is that for 1 IP the stronger nonlinear forces and the larger 
tune spread induced by the electrons during the bunch pas- 
sage lead to a more rapid filamentation than for 5 IPs. 
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Figure 6: Simulated horizontal bunch shape (centroid and 
rms beam size) after 0, 20 ms, and 40 ms in the LHC, as- 
suming an electron density of pe = 6 x 10" m"^ and 
either 1 (left) or 5 (right) beam-cloud interactions per turn. 

In order to better reveal the character of the instability, 
the simulation was modified, by (1) removing the bunch 
centroid oscillation once per IP, (2) removing the cen- 
troid of each longitudinal bunch slice once per IP, and (3) 
completely symmetrizing the initial distribution of macro- 
particles representing beam and electrons, so that for each 
particle at position (x, y) there are equivalent partners at 
(a;, -y),(-x,y), and {-x, -y). In this way, any dipole 
motion is completely removed. The results of these three 
changes are illustrated in pictures b-d of Fig. 5. Sup- 
pressing the centroid bunch motion reduces the emittance 
growth, but does not eliminate it. Removing the slice cen- 
troids is much more efficient, but a small emittance growth 
remains, especially for 1 IP. Symmetrization fully removes 
any emittance growth. This rules out the existence of apure 
monopole instability, for the parameters considered. 

3054 



Proceedings of the 2003 Particle Accelerator Conference 

To reduce the sensitivity to resonances in the original 
model including full dipolar motion, we have introduced 
a random phase advance between successive IPs, always 
maintaining the correct average tune. The result is shown 
in the left picture of Fig. 7. The simulated emittance growth 
now monotonically approaches smaller values as the num- 
ber of IPs is increased. For few IPs, the overall level of 
the emittance growth is higher than in the case of constant 
phase advance (compare the top left picture of Fig. 5). The 
larger growth is probably due to noise from the random- 
ization. Plotting the initial linear growth rate as a function 
of IP number, we observe an inversely linear dependence, 
which suggests that the emittance growth may approach 
zero in the limit of infinitely many IPs. 

is an artifact of our simulation. 
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Figure 7: Left: simulated evolution of LHC emittance 
vs. time in seconds for pe = 6 x 10^^ m~^ with a ran- 
dom phase advances between IPs; the different curves cor- 
respond to different numbers of interaction points as indi- 
cated. Right: initial linear growth rate in the left plot as a 
function of the number of IPs; a 1/iV dependence is super- 
imposed. 

In the usual multi-particle simulation the motion of in- 
dividual protons is not governed by a Hamiltonian. We 
constructed a Hamiltonian system as follows. First, we 
computed the electric field of the electrons during a sin- 
gle bunch passage, we stored these values for each time 
step of the bunch passage, and next, in a separate simula- 
tion, we appUed these stored fields at either 1 or 5 IPs per 
turn to simulate the motion of protons over a few thousand 
turns. For this frozen field, the simulated emittance growth 
was much smaller than for the complete simulations above. 
This confirms that the emittance growth is mainly a dy- 
namic effect due to a (dipolar) two-stream instability, and 
it also demonstrates that diffusive single-particle motion is 
of secondary importance. 

Figure 8 shows a tune footprint obtained from the cor- 
responding frequency-map analysis for a case when the 
synchrotron motion was switched off (synchrotron motion 
adds an additional degree of freedom, making it difficult to 
determine the fundamental frequencies). For 1 IP, there is 
a multitude of excited resonances, with most importantly 
the (0,3), (1,-4) and some of higher order (especially 
10th). By contrast, the 5-IP case does not show any res- 
onance excitation. A similar resonant behaviour appears in 
the equivalent 6-dimensional simulation (not shown), but 
here the synchrotron motion is obscuring the picture. The 
line of points formed in the left comer of the two diagrams 
is not a resonance, but reflects particles far ahead or behind 
the bunch, which do not interact with the electron cloud. It 
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Figure 8: Tune footprint obtained from tracking through a 
frozen electron potential with 1 IP per tum by a frequency- 
map analysis [8], 

The tune shift expected from the unperturbed cloud is [9] 
AQx.y « rp/{2j)Px,yPeC, which amounts to about 0.003 
in our example. The spread of the tune footprints in Fig. 8 
is about 20 times larger, evidence of the highly nonlinear 
field of the electron cloud during a bunch passage. 

3   CONCLUSIONS 
A slow long-term emittance growth caused by an elec- 

tron cloud of low density could be important for proton 
storage rings like the LHC. Our simulations show that the 
emittance growth observed in the simulations is not due to a 
monopole instability. It depends strongly on the number of 
interaction points and on the inter-IP phase advances. Non- 
linear resonances, of order 3-10, can be excited by the field 
of the electron cloud and may also contribute to the emit- 
tance growth. Prehminary results for a random phase ad- 
vance suggest that below the TMCI threshold the simulated 
emittance growth converges towards zero, as the number of 
IPs is increased. In the future, we plan to calibrate our sim- 
ulation against the code QUICKPIC [10], which models a 
continuous electron cloud instead of discrete IPs. 

We thank A. Ghalam, T. Katsouleas and F. Ruggiero for 
helpful discussions. 
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SIMULATION STUDY OF COUPLED-BUNCH INSTABILITIES DUE TO 
RESISTIVE WALL, IONS, OR ELECTRON CLOUD 

F. Zimmermann, CERN, Geneva, Switzerland 
H. Fukuma, K. Ohmi, Y. Ohnishi, S.S. Win, KEK, Tsukuba, Japan 

Abstract 

We simulate the interaction of a bunch train with either 
an external wake field, (semi-)trapped ions in a field-free 
region or in a dipole field, or an electron cloud, on succes- 
sive turns, using a simplified algorithm with only a small 
number of macro-particles. We present simulated mode 
spectra and rise times for the ensuing coupled-bunch insta- 
bilities, and show that observations at the KEKB HER are 
consistent with a horizontal instability driven by carbon- 
monoxide ions in a region without magnetic field. 

1   INTRODUCTION 
A horizontal instability may limit the beam current in the 

KEKB HER. The instability growth rate depends nonlin- 
early on the beam current, shows almost a threshold behav- 
ior, and is about a factor of 2 faster than the corresponding 
instabilities in the vertical plane [1]. The measured unsta- 
ble multi-bunch frequencies, as viewed at a fixed location, 
were found to be close to the revolution harmonics 7 and 
1 [1], and, for another set of data, roughly equal to 17 [2]. 
In [3] we explored if this instability could be a manifes- 
tation of an electron cloud instability in the electron ring. 
However, the fairiy low order of the unstable modes is not 
easily explained by an electron-driven instability. It ap- 
pears more compatible with an instability caused by ions 
(the ion 'oscillation' frequency is much lower than that of 
the electrons). In addition to ions, low frequencies are also 
expected for the resistive-wall instability. We have devel- 
oped a simple simulation model for coupled-bunch insta- 
bilities driven by ions, resistive wall, and electron cloud, 
respectively. For each driving mechanism, the simulation 
provides growth rates and mode patterns. In the case of 
ions, we can also vary the ion mass and the magnetic field. 
After a brief review of the experimental data, we describe 
the simulation model and present example results. 

2   EXPERIMENTAL DATA 
Figure 1 shows an example measurement. The left pic- 

ture in Fig. 1 displays raw data (after subtracting the av- 
erage BPM offset for each bunch) of the 1280 horizontal 
bunch positions measured on the 2000th turn after turning 
oflf the transverse feedback. A gap of 80 missing bunches 
is visible at the end. We see about ten oscillations, whose 
amplitudes increase along the train. The right picture illus- 
trates the mode spectrum of the instability computed over 
4095 turns, by applying a complex fast Fourier transform 
to the BPM data. This spectrum shows the lower betatron 
sidebands as a fiinction of the revolution harmonic. Only 
the sidebands of the 80 lowest revolution frequencies (from 

a total of 1280) are displayed here, since the higher-order 
modes are not excited. The peak corresponds to the lower 
sideband of the 11th revolution harmonic. This indicates 
that the 'ion tune' or 'wake tune', i.e., the local oscilla- 
tion frequency of the wake normalized to the revolution 
harmonic, is about 11. The number 11 lies between the 
numbers 7 and 17 determined in [1] and [2]. 

bundiposUons on turn 2000    5 

K^iniljiiif- im 
aea    «oo    KD    no    MOO   ino   I40D 

k 

lower betatron sidebands 
vs. revoluSon harmonic 

IwlllI'MlM  

Figure 1: Left: measured horizontal position along the 
bunch train after 2000 turns; right: amplitude of lower be- 
tatron sidebands as a function of the revolution harmonic. 

3   SIMULATION MODEL 
In the simulation, we consider nstep uniformly spaced 

locations around the ring. The train of n bunch bunches 
passes each of these locations, on ntum successive turns. 
Each bunch creates a 'wake', which can act on the follow- 
ing bunches in the train or on later turns. 

In the case of an ion instability, at each location the 
'wake' left behind by a passing bunch is represented by 
a 'macro-ion'. A similar model was first employed by 
S. Heifets [4]. The effective charge weight of a newly cre- 
ated macro-ion is 5 = CTionpgasC/nstep, where pg^ is the 
residual-gas,density and aion the ionization cross section, 
which we take to be equal to 2 Mbam for CO molecules at 
multiple GeV beam energies. In the simulation, to enhance 
the instability, we consider a vacuum pressure up to 10 "^ 
Ton- (the real average pressure is less than 1 nTorr). 

The ions are generated at a random transverse position 
within ±lcrx,y from the bunch centre. During the passage 
of a bunch, a macro-ion is accelerated (it receives kicks 
'^sJjon and Ay(o„) and the passing O'th) bunch is deflected 
as well, by an amount Ax'j = -Axi^^qAionVe/irpNt), 
where Aion is the ion mass in units of the proton mass, and 
.^bunch the bunch population. An analogous relation ap- 
plies to the vertical plane. The kicks Ax[^^ and Ay'-^^ are 
computed from the transverse distance between the macro- 
ion and the bunch centroid, using the Bassetti-Erskine for- 
mula [5] for the electric field of a Gaussian distribution. 
After a bunch passage the macro-ion either drifts, without 
magnetic field, or, inside a bending magnet, it performs a 
cyclotron oscillation in the horizontal plane, until the next 
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bunch arrives. The ion motion in a dipole field is 

a; = xo + K{CSX'O + 5^4), x' = (C^ - S'^)X'Q + 25C4 , 

z = za + K{CSZ'O - S'^x'a), z' = {C^ - S^)z'o - 2SCx'^ , 

where the quantities with subindex 0 are the initial coor- 
dinates just after passage of a bunch, and we have used 
the abbreviations K = 2E/{eBc), where B is the dipole 
field and E the beam energy, C = cos(Lsep/«), and 
S = sin(Lsep/K). Between the rigtep interaction points, 
the bunches perform a free betatron oscillation. The ions 
can survive for many bunches or even several turns. Light 
hydrogen are overfocused within the train and are lost in 
the vertical direction. Heavier ions, such as CO, are over- 
focused only in the gap at the end of the train. In a dipole 
field, the ions can be stabilized by cyclotron motion. The 
tjfpical decay constant naecay for each case was determined 
by a separate simulation, where we tracked groups of dif- 
ferent ions in various field configurations during repeated 
passages of the KEKB bunch train [6]. The decay con- 
stants so obtained vary between one hundred and several 
thousand bunch passages (up to a few turns). In [4], each 
passing bunch generated a new macro-ion at each of the 
ristep locations. To limit the total number of macro-ions, 
we here merge the charges, positions and momenta of all 
(macro-)ions that would be generated at the same location 
into those of a single 'super macro-ion'. Taking into ac- 
count ion losses, at each bunch passage the effective contri- 
bution from old ions to the 'super macro-ion' is reduced by 
a factor ?^decay/('^decay + !)• The total number of macro- 
ions around the ring is always equal to Wstep- The charge 
of a 'super macro-ion' initially increases until it saturates 
at a value qn^ecay- The above simplification may not cor- 
rectly represent the ion dynamics at large amplitudes, but 
we still expect to obtain a fairly accurate image of the ex- 
cited multi-bunch mode patterns and a reasonable estimate 
of the instability rise times. 

The simulation of the resistive-wall instability proceeds 
analogously. We employ the same type of 'macro-particles' 
to store the offset of all bunches passing a certain location 
and their longitudinal position along the train as well as the 
turn number. For each bunch a resistive-wall wake-field 
deflection is computed as 

Table 1: KEKB HER electron-beam parameters. 

Aa;^ 
Ay' 

0.5 
0.8 E 2reNb 

'y-Kp Y (To (si - s. 1)  L 

X-i 

Vi 

where (sj — Sj) is the longitudinal distance between two 
bunches, <TO « 5.4 x 10^'^ s~^ the conductivity of cop- 
per, 6 the vertical beam-pipe half gap, and the coefficients 
0.5 or 0.8 for an elliptical chamber follow from [9]. We 
should add the contributions from all previous bunches, but 
in practice we often truncate the sum after two turns. The 
convergence can be checked easily. Unlike for the ion case, 
the 'macro-particles' are static and do not move between 
bunch passages. Here all the bunches are initially offset 
transversely by the same constant value of \Q~^ax y The 

variable symbol value 
beam energy E SGeV 
rms bunch length CTz 6mm 
transv. rms beam sizes o-x.v 687,73 /im      • 
average beta function Px,y 15 m 
bunch spacing Sb/C 8 ns (4 buckets) 
bunch population Nb 3.5 X 10^° 
total no. of bunches rib 1200 
missing bunches (gap) Wgap 80 
ring circumference C 3016 m 
half aperture K,v (6) 52,28.5 (25) mm 

constant offset is chosen, because it is close to the asymp- 
totic multi-bunch pattern of the resistive-wall instability, 
which is driven at low frequency. 

Finally, in the case of th^ electron cloud, we consider 
a short-range wake coupling only consecutive bunches, 
and zero electron memory from tum-to-tum. This case 
is similar to the resistive-wall case, but the number of 
macro-particles needed is much smaller, since only a sin- 
gle preceding bunch contributes to the wake, Ax^- « 
{reNbh)WxXj^i. The initial transverse bunch centroid 
positions are chosen randomly within ±\Q~^ax,y For the 
electron-cloud case, we assume a bunch-to-bunch wake 
field of strength Wx,y « 10^ m"^, about a factor 10 
smaller than typical for positron or proton beams [7]. 

The other simulation parameters are Usted in Table 1. 

4   RESULTS 
Figure 2 shows the simulated horizontal bunch positions 

along the train, and Fig. 3 the oscillations of a few se- 
lected bunches as a function of turn number, for various 
cases exhibiting an instability. In the resistive-wall case, 
the oscillation amplitudes of all bunches grow with a sim- 
ilar rate, while, both with CO ions in a field-free region 
and with an electron cloud, the growth rate increases to- 
wards the end of the train. The case of H ions in a dipole 
shows a faint instability, with three 'bursts' along the train. 
For two other examples (not shown), i.e., hydrogen ions 
without magnetic field, and carbon monoxide ions in a 
dipole field, the beam appears stable. Figure 4 presents 
the mode spectra computed for the same 4 simulations as 
above. The case of carbon-monoxide ions in a field-free 
region (top left picture) is the only one that — nearly per- 
fectly — matches the observation. The unstable mode 
number of 13 is almost the same as measured (11). This 
number is more than 2 times smaller than expected from 
the angular ion oscillation frequency near the center of the 

beamwi;^; « {2Nbrp(?I {Lse^ax{ax + ay}A)y'''^,^\Ac\i 
for CO would yield an 'ion tune' of 28. We attribute this 
frequency reduction to the finite size of the beam and the 
ion cloud, and to the nonlinearity of the force acting be- 
tween them. The 15% difference between 13 (simulated) 
and 11 (measured) can be explained by a 30% difference in 
bunch population between this particular experimental data 
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set (ATfc « 2.7 x 10^°) and the simulation. In the top left 
picture of Fig. 4, also the mode 2 is strongly excited, which 
is not seen in the experimental data of Fig. 1, but resembles 
those presented in Ref [1]. This mode likely is a conse- 
quence of the nonlinear beam-ion force, causing detuning 
with amplitude and saturation. 

None of the other 3 cases yields a simulation result 
which even remotely resembles the observed spectrum. 
However, the mode spectrum simulated for the electron- 
cloud wake is similar to that observed in the KEKB LER 
positron ring without a solenoid field [1]. 

Figure 2: Simulated horizontal position along the bunch 
train for carbon monoxide without magnetic field after 50 
turns (top left), for hydrogen in a dipole field after 4000 
turns (top right), for the resistive wall instability after var- 
ious numbers of turns (bottom left) and for the electron 
cloud after 4000 turns (bottom right). 

«o Kni9ooano3i«ii]ooino40oo46oo 

Figure 3: Simulated horizontal position of different 
bunches as a function of turn number, for the same four 
cases as in Fig. 2. 

From Fig. 3 we can estimate the growth rates at the end 
of the train. To this end, for the ion instabilities, we scale 
with the square of the bunch position and extrapolate lin- 
early from 1 f/Ton to the actual pressure of 1 nTorr. We 
then find rise times of 1 ms for carbon monoxide ions with- 
out field, 5 ms for the resistive wall, 2 ms for the elec- 
tron cloud, and 4 s for hydrogen ions inside a dipole. The 

growth rates for the resistive wall and electron cloud are 
consistent with analytical estimates. The horizontal growth 
rate for carbon-monoxide ions fits the observation. Addi- 
tional simulations suggest that it is larger than the vertical 
growth rate, which would resolve another 'puzzle'. 

CO, p-16.6 Too". (Wft 
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Figure 4: Amplitudes of lower betatron sidebands as a 
function of the revolution harmonic for the same four cases 
as in Fig. 2. The last picture (for the electron-cloud wake) 
shows the full spectrum; in the other three cases, where 
higher modes are not excited, only the harmonics 1-80 are 
displayed. 

5 CONCLUSION 
A fast computer simulation was written to model 

coupled-bunch instabilities driven by various sources. Ap- 
plication to the KEKB HER suggests that the observed hor- 
izontal instability is caused by carbon monoxide ions in 
field-free regions. For this case the simulated mode pat- 
terns and growth rates almost exactly match the observa- 
tions. On the other hand, electron cloud, resistive wall, 
hydrogen ions, or ions trapped inside dipoles are all incom- 
patible with the measurements. 
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INSTABILITY THRESHOLD CURRENTS VS. ENERGY IN CESR* 

M. Billing, J. Sikora, LEPP, Cornell University, Ithaca, NY 14850, USA 

Abstract 
CESR has been observed to have two coupled bunch 

instabilities, one horizontal and the other longitudinal, 
which can limit the total beam current when operating 
with trains of bunches. Feedback has been employed for 
some time to counter these instabilities. This paper 
reports on the threshold current for the onset of the 
longitudinal instability when feedback is turned off vs. 
beam energy over a range from 1.9 GeV to 5.2 GeV and 
compares the change in threshold current with that 
expected from the change in radiation damping. 
Operating performance with feedback in use will also be 
reported for both longitudinal and horizontal instabilities.* 

INTRODUCTION 
CESR is an electron-positron storage ring collider, 

generating luminosity at 4.7 to 5.5 GeV beam energies 
and operating with both beams circulating in the same 
vacuum chamber throughout the entire ring. In 1983 
CESR began operating with multiple bunches in the ring 
with head on collisions; in 1994 it progressed to 9 trains 
of from 1 to 5 bunches with a crossing angle in the 
interaction region. In 1983 a horizontal, coupled bunch 
dipole instability was observed for the positron beam 
only[l]. This instability was countered with feedback and 
the cause ultimately determined to be due to the action of 
the distributed ion pumps in use in CESR[2]. The 
mechanism is believed to be photo-electrons trapped 
inside the beam chamber by weak electric fields, which 
have "leaked" through the pumping slots[3]. In 1996 a 
coupled bunch longitudinal dipole instability was first 
observed when CESR was operating at higher beam 
currents with 9 trains of 2 bunches. The threshold current 
for this instability initially had a strong dependence on the 
number and spacing of bunches in each train. Subsequent 
studies had identified the dominant source of the 
offending impedance as the 20 cells of the normal- 
conducting RF accelerator cavities. Simulations of the 
growth rates used results from beam induced signals on 
field probes in each cell, and predicted the variation of 
instabihty threshold currents for all of the various filling 
patterns of bunches in 9 trains[4]. 

Over the course of several years the four 5-cell normal 
conducting RF cavity structures have been replaced with 
four single cell, superconducting RF cavities, having very 
low loaded Q's for all higher order modes. As the 
superconducting RF cavities began replacing the normal 
conducting cavities, the instability threshold currents 
increased on the average and the large variation of these 
currents due to changes in the filling pattern lessened 
substantially[4]. Now the dominant impedance causing 
the longitudinal dipole coupled bunch instability is 

suspected to be due to the 4 horizontal and 2 vertical 
separators in use in CESR for beam separation. 

Shortly after this instability was observed, longitudinal 
feedback was added to stabilize the beams. The latest 
implementation of this feedback uses a very low-Q RF 
cavity as the longitudinal feedback system kicker[5]. In 
the range of 4.7 to 5.5 GeV the feedback system is able to 
stabilize the beams at all operating currents and in all 
desired filling patterns of 9 trains of bunches. 

During the next several years CESR will be operating 
part of the time at lower beam energies (1.5-2.5 GeV) to 
produce luminosity in the charm physics energy range[6]. 
The plan is to operate with approximately 20 m of 
superconducting wiggler magnets to increase the 
emittance and the radiation damping rate. During the 
summer of 2002 a single 1.6 m superconducting wiggler 
was installed in CESR for studies at or near 1.88 GeV 
beam energy. This allowed for measurements to test the 
beam stability at low energies with and without the 
wiggler being powered. Also at lower energies the 
pumping from the distributed ion pumps, which use the 
lower dipole magnetic fields, will be ineffective and these 
will be turned off for operations. As a result the 
horizontal dipole coupled bunch instability for positrons 
should not be important, however the longitudinal 
stability will not be affected by turning off the distributed 
vacuum pumps and, therefore, will continue to be a 
concern for operations. 

THEORY 
As the beam energy in a storage ring is lowered, the 

longitudinal or transverse deflection, felt by the beam, 
from the vacuum chamber's impedance or from a 
feedback kicker increases inversely proportional to the 
beam energy. Also if no additional source of radiation 
loss is added to the ring (such as the wiggler magnets), the 
radiation damping rate should decrease proportional to the 
beam energy to the third power. The time evolution of an 
oscillation amplitude, A(t), for any particular mode in 
CESR will have the general form. 

dA 

dt 
[«z' I + "FB' I + aR]A(t) + e(t) (1) 

Work supported by the NSF. 

where I is the total beam current, oz'I is the growth rate 

due to the vacuum system impedance, aps'I < 0 is the 
damping rate due to feedback, QR < 0 is the radiation 
damping rate and e(t) is any excitation applied to the 
beam. Notice particularly that the damping rate from 
feedback in CESR grows proportional to beam current (by 
design) over a fairly large range in current per bimch. As 
was stated above, also note that beam energy, Eb, 
dependence is 

0-7803-7738-9/03/$17.00 © 2003 IEEE 3059 



Proceedings of the 2003 Particle Accelerator Conference 

a-l and a^^  oc while a^ a E^ 

assuming (for the last proportionality) fixed bending radii 
for all of the dipole magnets. During the entire machine 
studies CESR has operated with two permanent magnet 
wigglers closed to increase the damping at low energy. 
The field in these magnets did not scale with energy, but 
instead remained constant. An approximate fit to the total 
radiation growth (damping) rate calculated from the 
design of the optics vs. energy yields a dependence which 
scales as Et^'. Unstable motion will occur when the term 
in brackets in equation 1 is greater than zero, so the 
instability threshold current, Itosh, will then be given by 

an 
I 'thresh ~ (2) 

«Z +«FB 

With Feedback 
For modes of oscillation that are damped by feedback, 

i.e. OFB'! < 0, if the feedback damping exceeds the 

instability growth rate, - ape'I > o^l, then the bracket in 

equation 1 will always be negative and the amplitude of 
oscillation will damp. This is true independent of energy 
since both the instability growth rate and the feedback 
damping rate have the same beam energy dependence. 

Without Feedback 
For the case when the mode of oscillation is not 

damped by feedback (0^' = 0 ), from equation 2 the 

threshold current will be proportional to - OR / a.^, which 

in turn for CESR is proportional to E^". (For storage 
rings, which have magnets with fields that scale with 
energy, this dependence would be E^''.) Therefore, 
instabilities from modes without any feedback will 
become much more important at low energy. 

OBSERVATIONS 
Measurements of the longitudinal dipole coupled bunch 

instability thresholds were made at several different 
energies. For longitudinal dipole oscillations, the onset of 
the instability was determined by observing the 
amplitudes of the synchrotron sidebands of the rotation 
harmonics from a phase detected, beam position monitor 
signal. (Because of the unequal spacing of the trains of 
bunches in CESR, it is only necessary to observe the 
lowest 10 sidebands.) At the instability threshold some 
of the sideband frequency amplitudes increase, indicating 
larger displacements of the bunches. Generally the 
oscillation amplitude will increase several orders of 
magnitude before it reaches a limiting value, thought to be 
caused by the motion becoming non-linear due to the non- 
linearities of the RF restoring force. The threshold 
current is defined as the current at which this growth of 
the oscillation amplitude first begins. Generally it has 
been observed that there is some variation over time with 
a measured threshold current for a particular filling 

pattern for the bunches. This is thought to be caused by 
changes in the dimensions of the vacuum chamber 
structures in the ring adjusting the frequencies of parasitic 
modes in the structures. If more than one set of 
measurements has been performed, the data presented 
here will always use the highest threshold current that has 
been measured for a given set of conditions. 

Figure 1 shows the dependence of the instability 
threshold current vs. beam energy when the longitudinal 
feedback and the superconducting wiggler magnet were 
turned off. Data was taken at different energies with 
different numbers of bunches in the 9 trains. The spacing 
between the bunches within the train is always 14 nsec. 
The data was limited to RF settings, which gave design 
bunch lengths between 12.5 and 16.5 mm at zero current. 
Figure 1 also contains a solid curve proportional to the 
expected dependence for CESR of the instability 
threshold current on beam energy to the 3.7 power as a 
reference to guide the eyes. A second, dotted curve is 
plotted, which is the least squares fit of the log of the 
threshold current to the beam energy raised to a power. 
This fit gives the beam energy to the 3.36 power in 
reasonable agreement with the expected 3.7 power 
dependence. The figure shows that there are some 
variations in the threshold currents for different filling 
patterns at the same energy, however this variation is 
fairly small compared to the almost factor of 30 which is 
expected for the range of beam energy. When the 
longitudinal feedback system is turned on and the wiggler 
was not powered, no instability was observed up to total 
single beam current of 160niA. 

1000 

4.5 5.5 3      3.5      4 
Energy (GeV) 

Figure 1. Instability threshold currents for different filling 
patterns vs. energy. The filling pattern 9xN designates 9 
trains of N bunches. 

The effect of turning on and off the superconducting 
wiggler on the instability threshold may be seen in table 1. 
These measurements were taken at 1.88 GeV with the 
longitudinal feedback off and at two RF voltages for 
several different filling patterns. For the conditions used, 
the bunch length at zero current is computed and 
displayed as part of table 1. The ratio of the instability 
thresholds for the wiggler being on and off is also given in 
table 1. Notice that although there is some variation from 
fill pattern to fill pattern, the average increase in the 
instability threshold current was a factor of 2.2-2.3. From 
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the optics and the measured synchrotron oscillation 
frequency, the calculated increase in damping rate is 
expected to be a factor of 1.6. The measured values give 
a result that is about 40% larger than expected. 

An explanation for this enhanced damping rate may be 
that, as the wiggler was turned on, the bunch length also 
increased producing a longer, more stable bunch. The 
size of this effect may be estimated as follows. If the data 
in table 1 is compared for wiggler off conditions for 
filling patterns 9x1, 9x3 and 9x5, the average instability 
threshold increased by a factor of 1.4+0.5 as the bunch 
length changed from 6.4 mm to 8.3 mm (a factor of 1.38.) 
Similarly for the wiggler on conditions, the thresholds 
increased an average factor of 1.4±0.2 as the bunch length 
changed from 9.6 mm to 13.0 mm (a factor of 1.35.) 
These results suggest the instability threshold varies 
roughly inversely as the bunch length and when taken 
with the calculation of the change of the bunch length, as 
the wiggler turns on, yields a factor of 1.4 in agreement 
with the 40% larger threshold current seen above. 

Fill 
Pattern 

la^s, (mA) 
Wiggler OFF 
Oj = 8.8mm 

Itt,„^ (mA) 
Wiggler ON 
o^ = 13.0mm 

Ratio 

1 bunch 1.0 ±0.2 2.2 ± 0.2 2.2 ± 0.5 
9x1 4.1 ±0.5 6.0 ± 0.5 1.5 ± 0.2 
9x3 4.1 ±0.6 10.5 ± 0.5 2.6 ± 0.4 
9x4 3.2 ± 0.3 7.3 ± 0.3 2.3 ± 0.2 
9x5 3.3 ± 0.7 8.0 ±0.2 2.2 ± 0.5 

Average 2.2 ± 0.4 
Fill 

Pattern 
I^^ (mA) 

Wiggler OFF 
0^ = 6.4mm 

W* (mA) 
Wiggler ON 
Oj = 9.6mm 

Ratio 

9x1 2.6 ± 0.5 5.1 ±0.5 2.0 ± 0.4 
9x3 2.7 ± 0.5 6.4 ± 0.4 2.4 ±0.5 
9x5 3.0 ± 0.4 6.5 ± 0.5 2.2 ± 0.3 

Average 2.3 ± 0.4 

Table 1. Longitudinal instability threshold currents for 
different filling patterns, for the wiggler magnet on and 
off, and for two different zero current bunch lengths, a^. 
The filling pattern 9xN designates 9 trains of N bunches. 

OPERATIONAL EXPERIENCE 
CESR has operated at beam energies near 1.9 GeV with 

one 1.6 m superconducting wiggler and the two 
permanent magnet wigglers in use. In these conditions 
and with the distributed ion vacuum pumps in the normal 
bending magnets turned off, horizontal feedback was not 
needed to stabilize the positron beam, as expected. 
Generally horizontal and vertical feedback systems were 
used to damp the coherent oscillations caused by injection 
transients imparted to the beams. However, it was found 
necessary to limit the horizontal feedback gain setting to 
less than 15% of its value at 4.7-5.3 GeV. It was found 
that raising the feedback gain significantly for electrons, 
during injection reduced the accumulation rate into 
CESR. Although this effect has not been stadied in depth. 

it is suspected that low level noise in the feedback system 
may be exciting beam motion at low per bunch currents, 
effectively reducing the injection aperture. It has been 
found that horizontal and vertical feedback loop gain 
settings in the range of 15-20% of their maximum levels 
are useful for stabilizing the beams especially during 
injection. The longitudinal feedback system is needed for 
operations with either one or two beams above the 
instabiUty threshold currents presented above. There is no 
difficulty in operating this system at full gain during 
injection and HEP operation. 

Lastly a vertical instability has been observed for 8 and 
9 trains of electrons. This happens for electrons only. 
The instability threshold current can be raised first by 
using 8 trains of bunches rather than 9 and then further by 
using 7 trains of bunches. Vertical, dipole beam motion 
occurs at the onset of the instability, which is similar to 
some ion related events seen in the past. Operating with 7 
trains has not been a problem thus far, but fiirther study of 
this instability is needed. 

FUTURE STUDIES 
A number of machine studies of beam stability and 

feedback system operation are planned for the next 
several months. One question is why does the horizontal 
feedback gain need to be limited to approximately 15% of 
maximum gain during injection? If this is caused by low- 
level noise driving the beam at low current (where the 
loop gain and, hence, damping is lower), what 
modifications can be made to the feedback system to 
correct this effect? The electron transverse instability 
needs further study to determine the cause and whether it 
may be countered without needing to remove as many 
bunches from the ring. Another question is will the beam 
remain stable as the beam current is increased, especially 
when both beams are stored? Since CESR at low energy 
will operate with the current in both beams well above the 
maximum current achieved at 5.3 GeV scaled to low 
energy by Eb"*, quadrupole coupled bunch modes or other 
higher modes of oscillation may become unstable as the 
currents increase. 
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HEAD-TAIL INSTABILITY AT TEVATRON* 

P. M. Ivanov*, J. Annala, A. Burov, V. Lebedev, E. Lorman, V. Ranjbar, V. Scarpine, V. Shiltsev 
FNAL, Batavia, IL 60510, USA 

Abstract 
Tevatron performance suffers from a coherent trans- 

verse instability. Experimental and theoretical studies 
allow identifying the instability as a weak head-tail, 
driven by the short-range wake fields in presence of the 
space charge. Growth rates and coherent tune shifts are 
measured at injection of single high-intensity proton 
bunch using a fast strip-line pickup. Landau damping 
through the octupole-generated betatron tune spread for 
all unstable head-tail modes has been demonstrated. 

INTRODUCTION 
In order to prevent developing a transverse coherent in- 
stability for high intensity proton beam, the Tevatron lat- 
tice chromaticities should be set above ^^ = 8 at the 

injection (150 GeV) and above |^^^ =26 at the collision 
energy (980 GeV). Although it suppresses the instability, 
it results in a degradation of the machine performance due 
to reduction of beam lifetime. Observation of the particle 
loss in vicinity of the CDF-detector clearly demonstrates 
that the minimum loss is achieved at ^^^ =0 [1], and the 
loss increases with growth of absolute value of the chro- 
maticity. That stimulated us to investigate a driving 
mechanism for this instability, as well as to search for 
possible solutions to operate at zero chromaticities. The 
measurements performed in November 2002 exhibited 
that the transverse impedance significantly exceeds the 
Run II transverse impedance budget [2]. The source of the 
excessive impedance was tracked to two laminated Lam- 
bertson magnets. The removal one of them in January 
2003 shutdown significantly reduced the chromaticities 
required for the beam stabilization. This summer we plan 
to insert a shielding liner into the remaining injection 
Lambertson magnet. 

INSTABILITY OBSERVATION 
A fast digital oscilloscope, connected to the horizontal 

and vertical 1-meter long strip-line pickups, records tum- 
by-tum data for 2000 turns. Each turn data are sampled 
during 80 ns with 0.4 ns rate so that the transverse head- 
tail dynamics of single bunch could be observed. After 
the measurement, the signal is deconvolved and trans- 
verse positions along the bunch are computed. The meas- 
urements are synchronized with the beam injection. Chro- 
maticities are set below zero so that the mode /=0 would 
be unstable. 

At A/pp(,=2.6-10" and chromaticity values of ^^ y ~2, 

we identified that the coherent mode with / = 0 was de- 
veloped with the coherent tune shift Av=0.0011±0.0001 
and the growth rate 1/76=120±5 s"'. The coherent tune 
shift for the strongest mode is smaller than the synchro- 
tron tune, Av«0.7Vs. That classifies the instability as a 
weak head-tail. 

To crosscheck the measurements we also measured the 
chromaticity by pinging the beam and measuring the 
phase shift between head and tail. The chromaticity was 
calculated from this phase difference according to [3]: 

^x,y =-V- 
AT, '■x,y 

ftbAr(cos(2;r«i'j)-l) 
Here AY is the head-tail phase difference, 77 is the slip- 
page factor, cOg is the revolution frequency, and Ar is the 
time length of the bunch. Comparison of the head-tail 
chromaticity measurement with the traditional RF tech- 
nique is presented in Figure 1. 

Work supported by the Universities Research Assos., Inc., under con- 
tract DE-AC02-76CH03000 with the U.S. Dept. of Energy. 
*p™vanov@fhal.gov 
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Chromaticity Settings 

Figure  1. Comparison of the Head-Tail chromaticity 
measurement with the traditional RF technique. 

To compute the transverse impedance with good accu- 
racy we build a computer model of the instability. An 
ensemble of macro-particles with the Gaussian longitudi- 
nal distribution has been tracked many turns for particles 
interacting through the resistive wake field. The Landau 
damping was not taken into account in the model, and 
therefore matching the measurements and simulations 
yields the low boundary for the transverse impedance. 
The measurements were performed at the injection orbit 
where the growth rate is 120 s"'. That results in Zjj^n = 4- 

Tevatron stainless steel vacuum chamber has a square 
cross section with 2/t=6 cm, the transverse impedance of 
which amounts to -0.9 MQ/m at 100 MHz [2]. That is 
about 5 times smaller than the measured value. After 
careful examination it was suggested that a major source 
of impedance is the Lambertson injection magnet. Its 
value can be estimated by integrating the resistance over 
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the low frequency current pass through the laminas [4]: 

(2) z, = 2Z^ 
F- 

where if' = -Anianalc^ ,Zg ~ ZllQ., /i = 100, 
F = 0.5 -1.0 is a geometry form-factor, L = 11.2 m is a 
total length of the magnet, d = 1 mm is the lamination 
thickness, and b is the distance from the beam to the wall. 

To prove that the injection Lambertson magnet makes 
dominant contribution into the transverse impedance the 
stability bounds in chromaticity space have been meas- 
ured for the three local beam orbit offsets (see Fig.2). The 
results are presented in Figure 3. As one can see the beam 
displacement in the magnet strongly affects the stability 
bounds. Using Eq. (2) one can find the following values 
for the Lambertson transverse impedance at different lo- 
cations inside the magnet: (1) injection local orbit bump, 
bi~6 mm, Zi=5 MQ/m; (2) central regular orbit, b2~9 
mm, Zx=1.8 M£2/m; (3) local orbit bump with respect to 
the central orbit, AF=-3 mm, AX=-10 mm, ^3=18 mm, 
Zx=0.6 MQ/m 

Figure.2. Layout of the local orbit bumps. 

Figure 3. The stability regions for the head-tail modes in 
the chromaticity space. All measurements are performed 
with single proton bunch (Afppj=2.65-10"). The thresholds 
of the excitation correspond to an increase in the coherent 
component of the Schottky spectrum as the chromaticities 
were smoothly decreased. 

On the injection orbit, the head-tail instability is polar- 

ized in the vertical plane at positive chromaticities. Stabil- 
ity is limited by excitation of the quadrupole mode with 
longitudinal number 1=2 (see Fig. 4). The coherent mode 
with the monopole longitudinal configuration 1=0 limits 
stability in horizontal plane when ^^ =-1. 

Horizontal and vertical impedances of Eq. 2 are ap- 
proximately equivalent, but the stability bounds for the 
vertical and horizontal modes are different (Fig.3). A pos- 
sible reason could be related to the space charge tune 
shifts, which are different for the two planes because of 
dispersion. The vertical incoherent shift is two times lar- 
ger than the horizontal shift. Calculated coherent tune 
shifts for the first two horizontal modes are found to be 
comparable with the incoherent space-charge tune shift 
that promotes Landau damping due to a synchrotron tune 
spread. The vertical modes are in worse conditions be- 
cause the space-charge shift is higher. At Tevatron injec- 
tion energy the synchrotron tune and rms-tune spread 
are:v^=1.8-10^',(yv =22-10^. 

Figure 4. Longitudinal density profiles of the initial 
(iVpp6=2.65-10") and remaining (iVpp(,=1.03-10") proton 
bunches before and after self-stabiUzation of the vertical 
instability due to the particle losses. The particles were 
lost in accordance with the longitudinal configuration of 
the coherent vertical oscillations that points qualitatively 
at excitation of the head-tail mode with 1=2. 

The Tevatron tunes V;t=20.585 and ^,^20.575 are lo- 
cated in vicinity of the coupling resonance Vx - Vy=0. At 
crossing the resonance both the vertical and horizontal 
coherent modes become unstable that can be caused by a 
repartition of the direct space-charge tune shift between 
two normal betatron modes with the coupling increased. 

On central orbit (curve 2 in Figure 3), a single coherent 
vertical mode with dipole longitudinal configuration is 
observed at the chromaticity threshold ^ < 3. The hori- 
zontal higher order head-tail modes are stable out of the 
resonance v^- Vy=0. 

At the orbit bump (AY=-3 mm, AX=-10 mm) with nega- 
tive chromaticities (curve 3), the unstable mode 1=0 can 
be easily stabilized by means of octupoles. Similar stabil- 
ity conditions are expected after installation of planned 
shielding of the magnet bare lamination. 

These experimental studies clearly identified the trans- 
verse coherent instability as a single bunch head-tail ef- 
fect, driven by resistive wall impedance [5]. 
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SPACE CHARGE EFFECT 
The space charge effect results in a non-linear incoher- 

ent detuning and plays important role in coherent head- 
tail dynamics. Laslett tune shifts due to electric- and 
magnetic-image fields are not included in our considera- 
tion because for the Tevatron performance parameters, 
the image terms are neghgibly small as compared with a 
contribution of the electromagnetic self-fields. For the 
3D-Gaussian charge distribution the direct space-charge 
linear tune shifts are given by: 

,{<yvf') = M0- 

Av x,y 
Nppb 'b ^0 P. x,y 

where  cr^,yU) = ^js^fiJ/j^DlisM^  are the trans- 

verse beam sizes, the {•••> -denotes averaging over the ma- 

chine. For A/pp6=2.6-10" and a^ = 90cm, it comes out as: 

Av/f = -0.36• 10-^, ^v'/ = -0.7• 10"^ 

DAMPING OF THE HEAD-TAIL MODES 
Presently, in order to work at low chromaticities 

(.^x "6, ^y =4), the transverse dampers are used to prevent 
an excitation of the transverse instability at the multi- 
bunch mode of operation [7]. 

An universal method for damping the instability is to 
introduce a betatron frequency spread that is larger than 
the grovrth rates. Landau damping is effective when the 
following approximate condition is satisfied: 

P^."J+{KJ 4\-^KJ ^\^<y -^^.^\l\ (4) 
The two Tevatron regular octupole families are used to 
provide Landau damping for the head-tail modes: 

OZD[n = 12, fi^ > /3y), OZD{m = 24, y?^ > fi^). 

There are two sources of the octupole-driven tune 
spread: first due to the betatron amplitude spread, and 
second due to the dispersion in the octupole locations. 

1 
'■'   \en:Bp 

Sv 

where   J^^ = a^^/fi^^arc  single  particle  Courant- 
Snyder invariants and 
— "■ d^B 
K^ (n, m) = /„ „, {Amps)\-—^s 11 Amp 

K^{n,m) = 6\6-I„^{Amps)   [Tim"] 

are the normalized octupole strengths with /„ and /„ as the 
OZF- and OZD-family octupole currents. On the central 
orbit, damping the vertical mode 1=1 required currents 
hzD =4.2 A and IQZF =0 with the estimated tune spreads 
as: 

(<yvf'^^o.as-iQ- 

At the chromaticity of ^^ y =-2 the coherent mode 1=0 has 
been stabilized at IQZD =5.0 A and IQZF =2.0 with 
(^vj*") = 0.52•10-^ ^<yvf Uo.38-10-3. 

In both cases the widths of betatron spectra measured 
by Schottky monitor are in a reasonable agreement with 
this calculation taking into account the contributions from 
the synchrotron and direct space-charge tune spreads. The 
octupole cubic non-linearity has the positive sign that is 
better from dynamic aperture point of view since the ver- 
tical tune is slightly above the resonance Vy= 4/7. Besides, 
it has the "right" sign to minimize the octupole strengths 
of the OZD-family in consequence of: 

(AV^'-AVJ'"'(Z=0))>0 

In the horizontal plane the incoherent and coherent tune 
shifts are comparable but the space-charge tune spread 
does not promote Landau damping without octupoles. 

CONCLUSION 
The observed single-bunch head-tail instability has 

been found to be driven by the resistive impedance of 
laminated Lambertson magnets. To reduce the imped- 
ance, the insertion of a thin shielding liner inside the 
magnet is planned. It is expected that it will stabilize the 
higher order head-tail modes at positive chromaticities 
and significantly reduce the growth time at negative 
chromaticities. 

Landau damping through the octupole-generated beta- 
tron tune spread for all of the unstable head-tail modes at 
positive and negative chromaticities has been seen. After 
performing additional experimental studies, this method is 
planned to be involved in the routine machine operations. 
That will result in an enhancement of the peak and inte- 
grated luminosity. 
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IMPEDANCES OF TEVATRON SEPARATORS 

K.Y. Ng,* FNAL, Batavia, IL 60510, USA 

Abstract 
The impedances of the Tevatron separators are revisited 

and are found to be negligibly small in the few hundred 
MHz region, except for resonances at 22.5 MHz. The latter 
are contributions from the power cables which may drive 
head-tail instabilities if the bunch is long enough. 

I INTRODUCTION 
Large chromaticities (~ 12 units) were required to con- 

trol the vertical transverse head-tail instabilities observed 
recently in the Tevatron. Application of the head-tail 
growth expression [1] reveals that the necessary transverse 
impedance to drive such instabilities has to be at least 
twice the amount estimated in the Run II Handbook. [2] 
This underestimation becomes thrice when it was sug- 
gested [3] that the transverse impedance of the Lambert- 
son magnets have been overestimated by ten fold.' It was 
further suggested that most of the transverse impedance 
actually comes from the static separators: the vertical 
transverse impedance should be 5.33 M£2/m assuming 27 
separators while the Run II Handbook estimate has been 
only 0.082 M£2/m assuming 11 separators.^ This 26-time 
difference for each separator prompts us to review the 
impedances in detail by numerical computation, theoreti- 
cal reasoning, and experimental measurement. The conclu- 
sion points to the fact that the separators actually contribute 
negligibly when compared with other discontinuities in the 
Tevatron vacuum chamber, except for the rather large reso- 
nances at 22.5 MHz due to the power cables. 

II NUMERICAL COMPUTATIONS 
We model a separator without the power cables as two 

plates 6 cm thick, 20 cm wide, 2.57 m long, separated by 
5 cm inside a circular chamber of length 2.75 m and ra- 
dius 18 cm (Fig. 1). The beam pipe is circular in cross 
section with radius 4 cm. The 3-D code MAFIA in the 
time domain [4] has been used to obtain the longitudinal 
and transverse impedances shown in Fig. 2. We find that, 
at low frequencies, the longitudinal impedance per har- 
monic and the vertical transverse impedance are, respec- 
tively, Z^/n ~ 0.0197 £2 and Z}' ~ 0.0075; MQ/m, which 
agree with the estimates given in the Run II Handbook. 

In many cases, a 2-D approximation, assuming cylindri- 
cal symmetry of the 3-D problem, should give us a good 
insight as to the physics of the problem. The advantage is 
obvious; we can use more mesh points to better represent 
the geometry. The first 50 resonant modes computed by 

* Email: ng@fQal.gov. Work supported by the U.S. Department of En- 
ergy imder contract No. DE-AC02-76CH03000. 

'The Run 11 Handbook estimate has been rather rough, but reasonable. 
The CX) Lambertson magnet removed recently shows very large transverse 
impedance. 

^0.82 M£2/m quoted in the Run 11 Handbook is a misprint. 
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Figure 1: The simplified separator model used in MAFIA com- 
putation of longitudinal and transverse wake potentials. 

1.& 2.0 2.5 3.0 

Frequency (GHz) 
Figure 2: The real and imaginary parts of Z^ (top) and Z\ (bot- 
tom) of one separator as computed by MAFIA. 

the 2-D URMEL code [4] are shown in Fig. 3 (top). They 
are well below the cutoff frequency of 4.59 GHz and there- 
fore appear as narrow resonances. The separator can be 
viewed as two pill-box cavities joined by a coaxial waveg- 
uide. The coaxial waveguide resonates when its length 
equals to an integral number of half wavelengths. Thus, 
the lowest mode has a frequency of c/{2i) = 54.5 MHz and 
successive modes are separated also by 54.5 MHz, where c 
is the velocity of light and i = 2.75 m is the length of sep- 
arator. To excite these standing TEM modes in the coax- 
ial waveguide, electromagnetic fields must penetrate into 
the separator, and penetration is only efficient when the 
frequency is near the resonant frequencies of the cavities 
at each end of the separator. These pill-box-like cavities 
have a radial depth of <i = 18 cm with the first resonance 
at 637 MHz, and we do see coaxial-guide modes excited 
very much stronger near this frequency. The next pill-box- 
cavity mode is at 1463 MHz with a radial node at 7.84 cm 
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Figure 3: ^z| (top) and ^zf (bottom) as obtained from 2-D 
URMEL computation. 

which is very near the outer radius of 8.5 cm of the cylin- 
drical plates. Thus a rather pure cavity mode is excited 
with very little contamination from the coaxial guide. This 
explains why we see a very strong excitation of this mode 
without many coaxial-guide modes at nearby frequencies. 
The third pill-box-cavity mode at 2294 MHz can also be 
seen in the figure with coaxial-guide modes at surrounding 
frequencies. Because excitation decreases with frequency, 
the shunt impedances are much smaller. 

Due to the finite mesh size and rms bunch length used 
in the computation, MAFIA broadens all these sharp reso- 
nances. If all quality factors are broadened to Q = 15, the 
results look very similar to those in Fig. 2, implying that 
our interpretation of the longitudinal impedance of the sep- 
arator is correct. 

Similar analysis applies to the transverse dipole modes. 
The lowest 50 resonances computed by URMEL are shown 
in Fig. 3 (bottom). The first two transverse resonances 
in the pill-box cavities are 1016, 1860 MHz. We do 
see coaxial-guide modes enhanced near these frequencies. 
There is a special mode when one wavelength of the mag- 
netic field wraps around the "cylindrical plate" between the 
plate and the encasing outer shield. The radius is from 
r = 8.5 to 18 cm. The wavelength will be A = 2;rr and 
the frequency will be between 265 and 562 MHz. This ex- 
plains the cluster of low-frequency coaxial-guide modes in 
the URMEL results. There is no cylindrical symmetry in 
the actual separator and this low-frequency cluster is there- 
fore not present in the MAFIA results. Again if we broaden 
the sharp resonances until the quality factor reaches 15, the 
real and imaginary parts of the transverse impedance will 
look similar to the MAFIA results of Fig. 2. 

ni COMPARISON WITH BPM 
Although the Tevatron stripline beam-position monitor 

(BPM) is similar in structure to the separator, however, its 
impedance is completely different. Here, the striplines play 
the role of the separator plates. The main difference is that 
each end of the striplines is terminated with a resistor of 
Zc = 50 Q, which is equal to the characteristic impedance 
of the transmission line formed from the stripline and the 
enclosing outer shield. As a pulse of protons crosses the up- 
stream gap, it creates on the beam-side of the stripline neg- 
ative image charges, which move forward with the beam 
pulse. Since the stripline is neutral, positive charges will 
be created at the underside of the stripline. These positive 
charges, seeing a termination Zc in parallel with a trans- 
mission line of characteristic impedance Zc, split into two 
equal halves: one half flows dovra the termination while 
the other half travels along the transmission line and flows 
down the termination Zc at the other end of the stripline. 
When the beam pulse crosses the downstream gap of the 
BPM, the negative image charges on the beam-side of the 
stripline wrap into the underside of the stripline; one half 
flows down the dovrastream termination while the other 
half flows backward along the transmission line and even- 
tually down the upstream termination. Assuming the trans- 
mission line velocity to be the same as the beam veloc- 
ity, the current in the downstream termination vanishes be- 
tween one half of the stripline underside positive charges 
and one half of the wrap-around negative image charges. 
At the upstream termination, we see first a positive signal 
followed by a negative signal delayed by twice the tran- 
sit time of traveling along the stripline. Thus the potential 
across the upstream gap is 

V(0 = iz,[/o(0-/o(r-2^/c)], (1) 
where i is the length of the stripline and /Q(0 is the beam 
current. The factor j occurs because only one half of the 
current flows down the upstream termination each time. 
The impedance of one stripline in the BPM becomes 

where 0^ is the angle the stripline subtends at the beam 
pipe axis. The added factor, [(^o/(2;r)]^, indicates that only 
a fraction of the image current flows across the gap into the 
stripline and only this fraction sees a gap potential. 

For a separator plate, there are no terminations on either 
end. As a result, while the negative image charges flow 
along the beam-side of the plate, all the positive charges 
needed to balance the neutrality of the plate flow along the 
underside of the plate. These negative and positive charges 
just annihilate each other when the beam pulse reaches the 
downstream end of the plate. Thus there is no dissipation 
if the plates are considered perfectly conducting. There- 
fore, the impedance in Eq. (2) does not apply. The only 
contribution to the impedance come from the resonances in 
the cavity gaps. Since these resonant frequencies are high, 
there is little contribution in the few huncked MHz range. 
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IV MEASUREMENT 
The coupling impedances of a separator have recently 

been measured [5] via the attenuation S21 by stretching a 
0.010" tin-plated copper wire through the separator for the 
longitudinal mode and two wires for the transverse mode. 
The impedances are derived from 

1      .\       _v     2Z,cln5,, 
Zl=lZc zX = n\ 

mb^ 

where A = 1 cm is the separation of the two wires and 
Zc = 50 £i is the characteristic impedance of the cables 
connected to the network analyzer, to which the wires have 
been matched. In Fig. 4, we plot^ the measured ,^eZ|/n 

and ^eZ\.   We see that both S^Z^n and .^Zf con- 

0.2 0.4 0.6 0.8 1.0 
Frequency (GHz) 

Figure 4: ^z|/n (top) and .^Zf (bottom) as measured by 
stretching wires. 

tain the resonant structures determined by MAFIA and are 
small in the few hundred MHz region. However, we do 
see a large resonance at 22.5 MHz, which can be traced 
to coaxial power cables attached about 125 from one end 
of the plate through a 50 £2 resistor. Typically, the cables 
are two-meter long and terminate into a 1 MQ impedance. 
These cables extend the electric lengths of the plates and 
the first waveguide mode is shifted from 54.5 MHz to 
22.5 MHz. The function of the series 50 £2 resistor is to 
remove any sparks if present. Actually, this resistor, be- 
ing situated near the end of a plate, absorbs the oscilla- 
tory current of this resonant mode. Without this resistor, 
the 22.5-MHz peak in both zlj/n and Zf will be almost 
tripled. On the other hand, these peaks will disappear if the 
power cables are removed. There are 24 separators, giving 

in total ^eZlj /n ~ 1.73 £2 and S^z\ ~ 4.10 M£2/m, which 
are rather large. The longest Tevatron bunch has been 
(Tf = 95 cm rms. Considering iVScr^, the lowest head- 
tail mode will have a frequency of c/(4i/6cr^) = 32 MHz. 
Thus this 22.5 MHz mode may pose a danger. There are 
ways to alleviate the effect. One is to increase the length 
of the power cables so as to further reduce the resonant 
frequency. A second way is to increase the damping resis- 
tors to about 500 £2, [5] hoping that the peak impedances 
will be damped by a factor of ten. The designed Tevatron 
rms bunch length is only CT^ = 37 cm. If this shorter bunch 
length can be achieved, the lowest head-tail mode will have 
a frequency of 82.8 MHz, too high to be affected by the 
power cables. 

V OTHER ESTIMATION 
Ref [3] suggests the vertical transverse separator wake, 

based on two plates separated by Ih = 5cm without any 
outer shield, where ZQ is the free-space impedance. The 
vertical transverse impedance is 

ZnC n'^ 1 
Inb'^ Yl ft) 

and becomes, at low frequencies. 

Jmt{: ZQE TO- 

(5) 

(6) 

'if we plot .^^ instead of .^e^/n, the 22.5 MHz resonant peak will 
not be visible. 

Inh'^ 12 ' 
which gives the large estimate cited earlier in the Intro- 
duction. The wake resembles the stripline BPM wake [cf 
Eq. (1)] with a reflected current at the downstream end of 
the separator plate. As we have discussed earlier, there 
is no reflected current because the positive and negative 
charges created on the plate annihilate when the beam pulse 
crosses the downstream separator gap. An outer shield 
is very essential for a separator model, because a waveg- 
uide/transmission line will be formed. For the BPM, the 
transmission line characteristic impedance Zc enters into 
the impedance expression of Eq. (2). Without the trans- 
mission line, here in Eq. (6), the much larger free-space 
impedance ZQ enters instead. 
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A 1.7 GHZ WAVEGUIDE SCHOTTKY DETECTOR SYSTEM 

R.J. Pasquinelli, E. CuUerton, D. Sun, D. Tinsley, P. Seifrid, D. Peterson, J. Steimel, 

FNAL*, Batavia, IL 60510, USA 

Abstract 
A 1.7 GHz waveguide Schottky detector system has been 

designed and built for each of the Fermilab Tevatron and 
Recycler accelerators. The waveguide detector is designed 
to measure the betatron sideband and longitudinal 
Schottky signals of the accelerators at a frequency high 
enough to avoid coherent effects. Two detectors are used 
for each machine, one for horizontal and one for vertical 
betatron signals. Each detector is bi-directional providing 
both proton and antiproton signals. This paper describes 
the details of the waveguide design and construction as 
well as the design of the electronic system of the detector. 
Sensitivity calculations and bandwidth models are 
included. The electronic system utilizes down conversion 
to frequencies less than 10 MHz, so that the signals may 
be analyzed by standard instrumentation, such as a Vector 
Signal Analyzer. The electronic system includes 
electronic gates to measure single or multiple bunches of 
protons or antiprotons with the RF as a source for tracking 
up and down energy ramps. The electronic system also 
includes a continuous beam emittance monitor. 

INTRODUCTION 
With the successful installation and commissioning of 

the Debuncher and Accumulator Core Stochastic Cooling 
upgrades, it was decided that the use of slow wave slotted 
waveguide pickups would be the perfect solution to high 
frequency Schottky detectors for both the Tevatron and 
Recycler accelerators. [1,2] A means of non-destructive 
measurement of beam emittance and tune was necessary 
for both accelerators. In the case of the Tevatron, the 
existing low frequency Schottky pickups suffer from the 
effects of coherent beam signals. Bunched Beam cooling 
tests in the Tevatron indicated that clean transverse 
Schottky signals were observed at 4 GHz and above. [3,4] 
For the Recycler, this Schottky system provides the 
necessary continuous beam emittance monitor and tune 
measurement capability. Both systems employ a gating 
circuit that allows distinguishing protons from antiprotons 
in the Tevatron and sections of warm and cold antiprotons 
in the Recycler. 

Waveguide Assembly 

Figure 1. Schottky Pickup design top, fabricated pickup 
array bottom. 

Schottky Pickup Frequency Response 

Square Root of Impedance v.s. Frequency 
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Figure 2. Calculated transfer impedance. 
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Figure 3. Measured response with 1.4 x lO" protons in 
the Recycler. Top: sum mode; Bottom: difference mode. 

SCHOTTKY PICKUPS 
A Schottky pickup consists of a rectangular beam pipe 

with two waveguides on either side of the beam pipe 
(Figure 1). The septum wall between waveguide and 
beam pipe is made of slotted thin aluminum foil for 
coupling signal into the waveguide. The designed 
operating frequency is approximately 1.745 GHz 
(DELTA mode) and 1.813 GHz (SUM mode.) For these 
frequencies, dimensions of beam pipe are chosen as 4.3" 
wide and 2.953" high (close to the aperture of the beam 
pipe in Recycler). Dimensions of waveguide are 4.3" 
wide and 2.15" high. The design goal of these Schottky 
pickups is to obtain high impedance with a bandwidth of 
100 MHz. To achieve this goal, 216 equally spaced slots 
are utilized in each foil. 

A waveguide to coax launcher couples the signals at 
each end of the waveguides. All launchers are matched 
with better than -27 dB reflections. Microwave absorbers 
(TT2-111R from Trans-Tech Inc.) are placed on the walls 
of the beam pipe (end area) to prevent microwave signals 

from propagating into or out of the pickup. Thickness and 
length of these absorbers are designed to provide adequate 
absorption (-25 dB) as well as minimum reflection (-23 
dB). Figure 2 depicts the calculated transfer impedance. 
The actual pickup was measured with beam to have a 
response some 50 MHz below that predicted by the 
computer model. Figure 3. 

RECYCLER 
The Recycler beam is maintained in barrier buckets to 

facilitate the frequent transfer of beams from the 
Accumulator. As such, it is not a truly coasting beam. It 
is possible to have a cooled core of beam in the Recycler 
and freshly injected batches of antiprotons in an adjacent 
longitudinal portion of the ring. As the particles are 
cooled, they will be merged before the next transfer. A 
gating system was developed to allow measurement of the 
two different beams. 

Signal processing includes a preamp followed by down 
conversion electronics that obtain the local oscillator 
signal from a phase locked microwave oscillator. The 
base band signal is shipped from the MI 62 service 
building (location of the pickups) to the MI 60 service 
building where a multiplexer and vector signal analyzer 
(VSA) are located for the Recycler diagnostic system. 

The down converted signal is split with one input to the 
VSA, the other to a second down converter and on line 
continuous emittance monitor. The DC-89Khz signal is 
further processed through an active fourth order band pass 
filter that integrates the betatron sideband signal followed 
by an RMS to DC converter that generates a voltage 
proportional to emittance. The emittance monitor is 
calibrated against the newly installed transverse scrapers. 
Typical measurement results depicted in Figure 4, 
installation of pick up in Figure 5. 

Recycler Measurement Program 
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Figure 4. Automated Vector Signal Analyzer 
measurement of Recycler Schottky signals. Displays 
tune, momentum spread, revolution frequency, and 
calculated emittance. 
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TEVATRON 
The Tevatron Schottky signals differ substantially from 

those observed in the Antiproton Source and Recycler 
rings. As was observed in the bunched beam cooling 
experiments, a large coherent signal is evident. (Figure 6) 
In the absence of front end filtering, this longitudinal line 
saturated the preamplifier. A different means of signal 
processing was necessary to keep active components in 
the linear operation range. A 100 MHz wide at 1.7 GHz 
cavity band pass filter is installed before the first preamp. 
This limited the peak signal seen by the first amplifier. 
The 100 MHz width allows sufficient bandwidth 
necessary to allow bunch-by-bunch gating. At the El7 
location in the Tevatron where the pickups reside, beam 
separation is one hundred nanoseconds at 980 GeV. The 
directivity of the pickup was measured at 12 dB. Proton 
intensities are typically a factor of ten larger than 
antiproton intensities, hence gating is mandatory to 
segregate the antiproton from the proton signals. 

An additional narrow band pass filter, 5 MHz wide at 
1.7 GHz follows the gate reducing the signal level before 
additional gain and down conversion to base band. Down 
conversion is synchronous by phase locking to the 
Tevatron 53 MHz RF to generate the 1.7 GHz local 
oscillator. This technique allows monitoring the base 
band signal from injection at 150 GeV through the ramp 
to 980 GeV. An emittance monitor similar to that 
described will be added, except that the Tevatron will 
require a recursive digital FIR filter to remove the 
revolution components before integrating the betatron 
side bands. 

Horizontal Schottky Pickup - Recycler 

Figure   5.   Recycler   Horizontal   Schottky   Pickup 
Installation. 
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THE TEVATRON BUNCH BY BUNCH LONGITUDINAL DAMPERS 

C.Y. Tan, J. Steimel 
FNAL, Batavia, IL 60510, USA* 

Abstract 

We describe in this paper the Tevatron bunch by bunch 
dampers. The goal of the dampers is to stop the sponta- 
neous longitudinal beam size blowup of the protons during 
a store. We will go through the theory and also show the 
measured results during the commissioning of this system. 
The system is currently operational and have stopped the 
beam blowups during a store. 

INTRODUCTION 

As Run II begins its first year, unforeseen problems have 
started appearing which need to be fixed before higher lu- 
minosities can be achieved. One of the problems which 
started to appear at the beginning of 2002 is the rapid 
blowup of the longitudinal beam size during a store. See 
Figure 1. Although these blowups do not appear in every 
store, they seem to be weakly correlated with beam current. 
There are conjectures by the authors that the blowups are 
due to coupled bunch mode instabilities which arise from 
coupling to the higher order parasitic modes of the RF cav- 
ities. As these higher modes move as a function of tem- 
perature, the coupled bunch modes can be stable or unsta- 
ble depending on where and how the higher order parasitic 
modes line up. 

Tu« 3t-NAV-Se8S 06104130 

Figure 1: The beam blows up longitudinally (T:SBDMS) 
at about 1340hrs during the store which started at about 
1300hrs. We see that when it blows up the phase signal of 
the bunch oscillates w.r.t. RF (T:LDMOIF). Plotted also are 
beam current TrIBEAM and the bus current T:IRING. 

After much discussion, it was decided that the best 
course of action is to build a bunch by bunch longitudi- 
nal damper system. At first glance, the idea of using the 
RF cavity themselves as the source of longitudinal kicks on 
the beam seems to be difficult. This is because each of the 
four proton RF cavities has a high Q (~ 10^) near its reso- 
nance and thus its impedance falls off rapidly away from it. 
Therefore, the amplitude and phase response is not flat at 
all synchrotron sideband pairs and thus the dampers are not 
bunch by bunch. The solution to this problem is to build an 
equalizer that lifts up the impedance so that it looks con- 
stant away from the resonance. Besides the equalizer, the 
damper also needs a notch filter which suppresses the revo- 
lution harmonics (otherwise these harmonics will limit the 
gain of the loop) and differentiates in time the synchrotron 
sidebands. Lastly, we also have to time in the system so 
that the error signal of bunch n is applied exactly one turn 
later to kick bunch n. 

I ^^ I J—I    digitol (Ji 

I J I " 1—<l digital di 
3tripline | _   !    I-- ^ 

neor uniform 
triggers 

* Work supported by the U.S. Department of Energy under contract No. 
DE-AC02-76CH03000. 

Figure 2: This figure shows the block diagram of the setup 
used for the longitudinal dampers. 

SETUP 

Figure 2 is a block diagram of the setup. The damper 
system starts at the stripline pickups which sum the beam 
signals at the two plates to produce a signal which is pro- 
portional to the longitudinal position of the beam. This 
signal is then mixed down with the Tevatron RF to produce 
a phase error (or quadrature) signal w.r.t. it. The error sig- 
nal is then processed with electronics which perform the 
following: 

• Equalize the impedance of the RF cavity. 
• Suppress the revolution harmonics and differentiate 

the synchrotron sidebands around the revolution lines. 

0-7803-7738-9/03/$17.00 © 2003 IEEE 3071 
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• One turn delay so that when the dampers pick up the 
signal of bunch 1 it will kick bunch 1 one turn later. 

Equalizer 

The idea of using a hpf to equalize the impedance of 
the RF cavity comes from observing that if we model the 
RF cavity impedance Z-^-p using an RLC circuit and define 
Rs as its shunt impedance, L as its inductance and C as its 
capacitance, then 

RK 
ZKF (1) 

If WR  =   l/y/LC is its resonant frequency and Q  = 

Rsy/C/L is its quality factor, then the magnitude  ZRF 

IS 

^KF 
R.i 

^ \   Ul UR\ 

when Q -^ 00       (2) 

which means that ?RF has a l/Soj type dependence when 

Q —> 00 and SLJ/LOU < 1. 
Next, let us examine the response of a hpf. We introduce 

first a new variable Aw = (w - WRF) where WRF is the 
RF drive frequency and WRF « UJR. For a hpf with a 3dB 
response at AwsdB, its response function J?hpf is 

iihpf(Aw) = 
1 j_ ,-Aa)3riB 
___Aw_ 

1   I   ^"'HR 
(3) 

and thus fihpf has a Aw dependence.   At base band, 

the mixed down impedance of the RF cavity will have a 

ZRF(AW) Acj dependance from (2) and when multi- 

plied with /Jhpf (Aw) will have a constant impedance in the 

region around wn « WRF and WRF - W < wsdB- 

Notch Filter 

The notch filter used in the electronics serves a two fold 
purpose. First, it suppresses the revolution harmonics. Sec- 
ond, it differentiates the synchrotron sidebands around the 
revolution harmonics which tells the damper which direc- 
tion to kick. In our setup, th notch filter is created with two 
digital delay lines. Its response is given by 

■Rnotch(w) = 1 — e" (4) 

where T is the revolution period and N is the number 
of revolution periods in the delay. The choice of N is 
a compromise between the Tevatron's injection energy at 
150 GeV and its top energy at 980 GeV and the phase 
and amplitude responses at these two energies. We chose 
NT = 1/6/s where /« ?s 88 Hz is the synchrotron fre- 
quency at 150 GeV. Therefore, AT = 90 when T = 21 /is. 
(Note: we have actually set iV = 91 in the actual setup). 

Triggers 

In order for the digital delays to work they have to be 
triggered. The triggers which we use are uniform in time 
and spaced 7 buckets apart. These triggers also appear 
in the abort gap where there is no beam. The reason for 
having this pattern of triggers rather than having triggers 
where the bunches are is to allow us to use reasonable ca- 
ble delays to ensure that the correct bunches are kicked. 
In the worst case scenario using equally spaced triggers, 
the cable length will be 7 buckets/2 « 66 ns for cor- 
rectly hitting the right bunch. While for triggers where 
there are bunches only, the worst case scenario will be 
140 buckets/2 « 1.3 /is of cable! 

RESULTS 

Finally, we get to look at the open loop response of the 
dampers. The first set of measurements are performed with 
delay B disconnected. See Figure 2. This is to get the delay 
to be exactly 1 turn, i.e. Ai = 27r/wo. When the delay is 
made exactly right, we get nice anti-symmetric imaginary 
responses for all the modes. Three of the modes are shown 
as examples in Figure 3. 

Imagtnory Part of Rasponsa wrih 2.4/is delay removad 

Figure 3: This graph shows the imaginary part of the re- 
sponse of modes 1, 10 and 20 after the delay is corrected. 
We have superimposed all the three graphs on top of each 
other by shifting the frequency of mode 10 by -lO/o and 
mode 20 by -20/o. 

With the delay set in Delay A, we can now make the 
notches by reconnecting back Delay B and by setting the 
delay in this card by N{= 91) revolution periods w.r.t. De- 
lay A. See Figure 4. With the the notch filter in the circuit, 
the real part of the open loop response is negative and sym- 
metric which implies that when the loop is closed, we get 
damping. These results are shown in Figures 5 at 150 GeV 
and Figure 6 at 980 GeV. 

To test whether the dampers indeed work, we excite the 
beam at 980 GeV by switching the sign of the gain. This is 
a good sign because we can actually excite the beam which 
means that there is sufficient gain in the loop. When we 
switch the sign of the gain back to damping, we find that 
the excitation can be damped. The results of these actions 
are shown in Figure 7. Although the dampers do perform 
their job, we find that damping takes 2 to 3 minutes in this 
example. 
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Raal Part of Open Loop Responsfl at 980G«V 
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Figure 4: With both delays in the loop, we get notches 
near the revolution harmonics. The uncorrected imaginary 
response with one digital delay is superimposed for refer- 
ence. 

Real Part of Open Loop Response at 1 SOGeV 

Figure 5: This graph show the real part of the open loop 
response of modes 1, 10 and 20 at 150 GeV. We have su- 
perimposed all the three graphs on top of each other by 
shifting the frequency of mode 10 by -lO/o and mode 20 
by -20/o. 

CONCLUSION 

After installing the dampers, the problem of sudden 
beam size growth during a store discussed in Introduc- 
tion, is no longer observed. To prove to ourselves that 
the dampers definitely stopped the problem, we deliber- 
ately tomed the dampers off for one store. In this store the 
beam blew up longitudinally as before. This conclusively 
showed us that the longitodinal dampers solved the prob- 
lem. However, the underlying cause of the blowup is still 
not understood. There are speculations that higher order 
parasitic modes in the RF cavity, phase noise from micro- 
phonics etc. are the source of these blowups. For intellec- 
tual satisfaction, a hunt for the source will be the next thing 
to do. However, operationally, the dampers are a success. 
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Figure 6: Similar to Figure 5 but at 980 GeV. 
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Figure 7: When we closed the loop at 980GeV, we excited 
the beam by anti-damping it. Then we tumed on damping 
and clearly the synchrotron lines of mode 20 were damped. 
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THE TEVATRON TRANSVERSE DAMPERS 

C.Y. Tan, J. Steimel 
FNAL, Batavia, IL 60510, USA* 

Abstrax:t 

We describe in this paper the Tevatron transverse 
dampers. The goal of these dampers is to keep the beam 
stable when we operate at lower chromaticities. The rea- 
son for operating at lower chromaticities is to improve the 
beam lifetime. However, the beam becomes unstable at low 
chromaticies and thus dampers are required. Also included 
in this paper are the damper commissioning notes and their 
real-life performance. 

INTRODUCTION 

The motivation for building transverse dampers for the 
Tevatron is to improve the lifetime of the proton and pbar 
beam on their helices during pbar injection. Previous stud- 
ies by Y. Alexahin et al [2], showed that when octupoles 
were used to stabilize the beam, and chromaticities low- 
ered, the Ufetime of the beam of both species on the helix 
is improved. However, due to great difficulties in using oc- 
tupoles in operations because of drifts in tunes, coupling 
and chromaticities at 150 GeV, this method was abandoned 
from use in operations. Therefore, when it was decided to 
resurrect the idea of lowering the chromaticity to improve 
beam lifetimes, we had to come up with some other way 
of keeping the beam stable and transversely damping the 
beam immediately came to mind. 

The idea behind lowering the chromaticity ^ comes from 
the simple observation that the tune spread A.Q is related 
to the energy spread dp/p by 

AQ = idp/p (1) 

Thus, if the chromaticity is lowered, AQ is smaller and the 
beam will occupy a smaller footprint in the tune plane. A 
smaller footprint means that the beam will enclose fewer 
resonances which means that less beam will be lost and 
thus the lifetime is improved. However, there is a com- 
peting mechanism which throws a spanner into this. As 
long as there is a non-zero transverse impedance, the beam 
naturally becomes more unstable when the tune spread be- 
comes smaller because Landau damping becomes weaker. 
Stability is determined by the Keil-Schnell stability criteria 
which is given by 

\{Awg)^oh\^{Auj,)HWHMF (2) 

where (Aa;,)coh is the coherent betatron tune shift which 
comes from the transverse impedance, (Awg)HWHM is the 
betatron tune spread measured at half-width half-max and 

• Work supported by the U.S. Department of Energy under contract No. 
DE-AC02-76CH03000. 

F is the form factor depending on distribution. F = 1/ \/3 
for an elliptic distribution. This tells us that when we lower 
the chromaticity, which decreases (AW,)HWHM. at some 
point |(Aa;,)coh| becomes larger than the rhs of (2), and 
the beam becomes unstable. Therefore, in order to keep the 
beam stable when we lower the chromaticity, we have to 
have a stabilization mechanism and in this case we choose 
to use active transverse damping. 

In practice, for (36 x 36) bunch high energy physics op- 
erations after August of 2002, with both the horizontal and 
vertical dampers in service, the chromaticities of the hor- 
izontal plane is lowered by 6 units and the vertical plane 
by 4 units from their nominals which is about 8 for both 
planes on the central orbit and about 12 units for horizontal 
and 8 units for the vertical on the proton heUx. 

SETUP 

In this section, we will go through each part of our setup 
used for our bunch by bunch transverse dampers and show 
that the open loop response < 1. Figure 1 is a block dia- 
gram of the setup. The damper system starts at the stripline 
pickups working in difference mode. A transverse kicker 
is installed at a position in the Tevatron so that it has a 
phase advance of of an odd multiple of ■K/2 w.r.t. pickup 
after 1 tum. In order to improve the dynamic range of the 
damper system, a method developed by McGinnis called 
the autozero circuit shown in Figure 2, is used to virtually 
centre the beam in the pickup. This signal is mixed down 
with the Tevatron RF and low pass filtered to produce a 
transverse position error signal. The error signal is pro- 
cessed with electronics which perform the following: 

Autozero Circuit 

The autozero circuit was developed by D. McGinnis to 
improve the dynamic range of the damper system. If the 
closed orbit of the beam is not in the electrical centre of 
the striplines in Figure 2, then clearly the induced voltage 
on the top plate is not equal to the voltage on the bottom 
plate. However, by changing the value of the attenuator 
connected on the bottom plate, we can make the induced 
voltages equal. Thus, the beam is now virtually centred 
in the stripline pickup and the dynamic range is immedi- 
ately improved because we have essentially removed the 
DC component of the error signal, i.e. we can have much 
more gain downstream without saturating the amplifiers 
due to the DC component. 

0-7803-7738-9/03/$17.00 © 2003 IEEE 3074 
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Figure 1: This is a block diagram which shows the overall 
setup of the transverse damper system. Note that the sig- 
nal of the bunch which is detected at the stripline pickup 
is applied approximately one turn later to the same bunch 
at the stripline kicker. Each block is expanded further in 
Figures 2 
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Figure 2: This figure shows the block diagram of the au- 
tozero circuit. 
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Figure 3: The digital notch filter. 

trains of 12 bunches each. In each train, the bunches are 
spaced 21 buckets apart. The spaces between the trains are 
the abort gaps and they take up 140 buckets each. 

Notice that all bucket spacings are divisible by 7. There- 
fore, if we have triggers which are spaced exactly 7 buckets 
apart, the digital delays will sample all the bunches as well 
as alot of empty space. The reason for having more triggers 
than necessary is to allow us to use reasonable cable de- 
lays to fine tune the system delay to ensure that the correct 
buckets are kicked. In the worst case scenario for this trig- 
ger pattem, the cable length will be 7 buckets/2 « 70 ns 
for correctly hitting the right bucket. While for triggers 
where there are bunches only, the worst case scenario will 
be 140 buckets/2 w 1.3 /iS of cable! (Recall that 1 ns is 
about 1 foot of cable.) 

RESULTS 

We measured the open loop response of the damper sys- 
tem by breaking the loop as shown in Figure 4. The Teva- 
tron is filled with 36 bunches of protons in the pattem dis- 
cussed in Uniform Triggers. After we add in 17 fj,s of delay, 
the frequency response becomes nice and symmetric about 
half the revolution frequency fr/2 as shown in Figure 5 

Digital Notch Filter 

The digital notch filter consists of two digital delay lines 
when summed together produces notches at the revolution 
harmonics. Its response is given by 

■Rnotch(w) = 1 — e -iwNT (3) 

where T is the revolution period and N is the number of 
revolution periods in the delay. 

Figure 4: The loop is broken just downstream w.r.t. mixer 
and a vector signal analyzer (VS A) is connected there. 

Uniform Triggers 

In order for the digital delays to work they have to 
be triggered. The triggers which we use are uniform in 
time and they trigger in places even when the beam is not 
present. The reason will become apparent later in the dis- 
cussion. At present, in Tevatron operation, there are three 

Closing the Loop 

Finally, we can close the loop and damp. We injected 
36 bunches into the Tevatron and sat at 150 GeV for this 
set of experiments. Figure 6 shows the effect of closing the 
loop. The red curve is the noise spectrum measured at A of 
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Figure 5: This graph shows real part of the response after 
adding 17 /is to the digital delay. To get the real part of 
the response to be negative, we have to multiply by —1 in 
the electronics. We have superimposed three graphs on top 
of each other by shifting the frequency of mode 9 by -9/r 
and mode 24 by -24fr. 

Figure 1 with the power ampUfier off. The power amplifier 
is tumed on, thus closing the loop, and we see that there is a 
suppression at the horizontal tune sidebands of about 6 dB 
(the purple curve). The noise floor is increased by about 
2 dB in the middle of the spectrum. The closed loop gain of 
the damper is 6 dB at the horizontal tune. The full width at 
half min (fwhm) of the absorption line gives the damping 
time of the damper for the 361.6 kHz tune line which is 
0.55 ms « 26 tums in the Tevatron. 
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Figure 6: The suppression of the horizontal tune sidebands 
(purple curve) when the loop is closed compared to the red 
curve when it is open. 

tral orbit and 12 units for the horizontal and 8 units for the 
vertical on the proton helix. For store #1868 shown m 
Figure 7 which had the horizontal chromaticity lowered by 
5 units and vertical lowered by 2 units, the effect of the 
lower chromaticity is dramatic. Before the dampers are 
tumed on, beam lifetime T:IBEAM (total beam current) 
and C:FBIPNG (proton beam current) is poor. The 1/e 
time is about 1 hr for C:FBIPNG at this time. When the 
dampers are tumed on for pbar injection and chromatic- 
ities lowered, we see that the C:FBIPNG 1/e lifetime is 
improved by a factor of 3 to 3 hr. At the completion of 
pbar injection, just before we ramp, the dampers are tumed 
off and chromaticities restored to nominal. Again, we see 
that the TrIBEAM and C:FBIPNG lifetime reverts back to 
being poor again. 
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Figure 7: This plot shows the damper in action. Total beam 
current is T:IBEAM (the sawtooth shape comes from pbars 
being injected). C:FBIANG shows the increase in pbar cur- 
rent as they are being injected. C:FBIPNG is the proton 
beam current only. T:SHPWR and T:SVPWR are the hori- 
zontal and vertical Schottky powers which rise up by about 
30 dB when the dampers are tumed on. 

CONCLUSION 

The transverse dampers have been used in high energy 
physics operations and enough data have been gathered to 
show that the dampers do no harm to the protons or pbars 
at 150 GeV. With low chromaticity the Ufetime of the pbars 
is always improved, although the proton lifetime is im- 
proved some of the time on the helix. Thus the value of 
the dampers for high energy operations is mainly for keep- 
ing pbars in the Tevatron during injection. 

Operations 

In operations, we lower the horizontal chromaticity by 
about 6 units and vertical chromaticity by about 4 units 
from their nominals of 8 units for both planes on the cen- 
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BUNCH LENGTHENING RECENTLY OBSERVED AT PF-AR 

T. leiri*, T. Kasuga, Y. Minagawa, T. Obina, KEK, Tsukuba, Japan 
T. Fujita, Hiroshima University, Hiroshima, Japan 

Abstract 
The PF-AR (Photon Factory Advanced Ring for pulse 

X-rays) at KEK has been renewed to upgrade the 
performance. In this project, new vacuum ducts were 
installed with shielding bellows instead of non-shielding 
aluminium bellows. Thus, the coupling impedance of the 
ring was improved due to the shields. Measuring the 
bunch lengthening before and after the installation, we 
evaluated the longitudinal impedance of the bellows in a 
low bunch current. When the bunch current was high 
enough, a longitudinal instability was observed, 
accompanied by higher-order coherent synchrotron 
oscillations. We discuss the instability and the impedance 
issues based on various phenomena and calculations. 

INTRODUCTION 
In electron storage rings, the natural bunch length is 

determined by the lattice parameters. As the bunch 
current increases, a bunch is distorted by the interaction 
with its environments. A change in a bunch shape would 
provide information on the coupling impedance. The 
resistive component of the impedance induces an 
additional energy loss. As a result, the center of a bunch 
is shifted with changing its profile. According to a 
numerical calculation [1], it was found that the bunch 
length did not change very much due to the resistive 
impedance. On the other hand, the imaginary part of the 
impedance changed the bunch length due to a potential- 
well distortion. When a purely inductive impedance 
is assumed, bunch lengthening is analytically derived. We 
can estimate the inductive impedance from the bunch 
lengthening. 

When the bunch current increases further, a microwave 
or turbulent instability takes place above the threshold, 
which results in increasing the energy spread. The 
instability appeared not only with abnormal bunch 
lengthening, but also with curious phenomena related to 
nonlinearity. Sawtooth phenomena [2] m the bunch 
lengthening; for example, were observed in the damping 
ring at SLAC. The bunch length was unstable and entered 
into a cycle of damping followed by blow-up. In the PF- 
AR, hysteresis phenomena [3] were observed, i.e. two 
bunch-lengths existed depending on the directions 
changing the bunch current or the cavity voltage. Two 
bunch lengths in the hysteresis region exhibited different 
synchrotron sideband patterns. It was found that the 
hysteresis depended on the number of cells of the 
accelerating cavity, i.e., the strength of the cavity 
impedance. These phenomena are closely related to the 
impedance or the wakes of the rings. 

PF-AR 
The PF-AR was originally constructed as a booster of 

the TRISTAN electron-positron collider. The beam 
energy was increased to 8.0 GeV to inject a bunch into 
the TRISTAN ring. After completion of the TRISTAN 
project in 1995, the PF-AR was converted into a storage 
ring dedicated to pulse X-ray research at a beam energy 
of 6.5 GeV. However, its performance as a Ught source 
was not satisfactory. In order to improve the performance, 
the vacuum ducts were renewed with shielding bellows. 
The upgrading project for changing the impedance was 
completed at the end of 2001 after a one-year shutdown. 

The PF-AR is a storage ring of 377 m in circumference. 
There are four long straight sections, each with a length of 
approximately 20 m. Two straight lines, east and west 
parts, are prepared for accelerating cavities. Alternating 
periodic structure (APS) cavities with multi-cells [4] were 
installed there to increase the beam energy up to 6.5 GeV 
from injection energy of 2.5 GeV. The PF-AR usually 
runs with a single bunch operation. The main parameters 
at the injection energy of 2.5 GeV are listed in Table 1. 

Table 1: Main parameters at injection beam energy* 

RF Accelerating Frequency, /^ 508.58 MHz 

Number of Particles per Bunch, N^ 7.8xl0'/mA 

Synchrotron Frequency, /, 24-32 kHz 

Momentum Compaction, a 0.0128 

Energy Spread, 6^ 4.4x10-^ 

Longitudinal Damping Time, x^ 21.6 ms 

Namral Bunch Length, o^ 8.3-11.7 mm 

* Email: takao.ieiri@kek.jp 

*) The energy has changed to 3.0 GeV since October 2002. 

MEASUREMENT 
The bunch length was measured using a method based 

on the beam spectrum. A bunch-length monitor detecting 
two frequency components in the beam spectrum under 
the condition of co^o, < 1, where co^ is the detected 
angular frequency and o, is the rms bunch length in time, 
indicates the rms length of a bunch in real-time, even if 
the bunch shape changes [5]. 

The bunch-length measurement was performed for the 
old chamber before the upgrade in 1998. Figure 1 shows 
that the bunch length increases slowly up to a bunch 
current of 8 mA, and abruptly increases by 50% together 
with increasing the energy spread. The jump in the bunch 
length indicated a clear instability threshold. Though the 
jump did not indicate the hysteresis region observed in 
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1993 [3], the bunch length was bistable around the 
threshold [6]. There was a difference between the two 
stages in 1993 and in 1998, in that the number of cavity 
cells was 88 cells in 1993 and reduced to 66 cells in 1998. 
Figure 1 also shows the calculated bunch length, 
assuming that the inductive impedance is 1.0 Q. The 
measured bunch length agrees with the calculation in a 
region of relatively low current. Thus, the inductive 
impedance at the stage in 1998 is estimated to be 
1.0±0.05 Q. On the other hand, the synchrotron 
sidebands were observed around a carrier of 4.29 GHz 
using a spectrum analyzer. The frequencies were 
observed at 2/^ and near 3/j just below the threshold. 
The spectrum was changed above the threshold, where the 
fundamental synchrotron sideband, /^, was excited 
together with 2/^, 3/^ and so on. 

2.5 

5 10 
Bunch Current (mA) 

15 

Figure 1: Bunch length normalized by the natural bunch 
length as a fimction of the bunch current for an old 
chamber measured in 1998 at 2.5 GeV. Dots are measured 
one and line is calculated bunch length based on the 
potential well. ao=12.2 mm. 

A similar measurement was performed for the new 
chamber after the upgrade. Figure 2 shows the measured 
bunch length together with the calculated bunch length. 
The measured bunch length agrees with the calculation in 
a low-current region when the inductive impedance is 
assumed to be 0.25±0.05 Q. The measured bunch length, 
however, tends to deviate from the calculation above a 
current of 14 mA. We observed a jump in the bunch 
lengthening above a bunch current of 30 mA, where the 
specific current is much higher than that observed in the 
old chamber. In the high-current region, a horizontal 
instability was also observed, which may be discussed 
elsewhere [7]. On the other hand, the synchrotron 
sidebands were measured with the bunch current during 
an injection. As shown in Fig. 3, we observed a sideband 
frequency of 62 kHz at a current of 12 mA, which shifted 
to a higher frequency as the bunch current increases. The 
observed frequencies correspond to a synchrotron 
sideband of between 2.2/^ and 2.5/^. When the bunch 
current reached 30 mA, sidebands around fundamental 
synchrotron frequency were excited in addition to the 
higher-order synchrotron sideband. 
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Figure 2: Normalized bunch length vs. bunch current for 
the new chamber measured in 2002 at 2.5 GeV. The 
dashed line is the calculated bunch length, assuming that 
the impedance is 0.25 Q. ao=10.5 mm. 
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Figure 3: Sideband spectra for various bunch currents. 
The horizontal scale is frequency and the vertical scale is 
the bunch current. The spikes are the horizontal 
oscillation due to an injection error. f= 28 kHz. 

DISCUSSION 
Let us consider the longitudinal impedance. In the old 

chamber, the impedance was dominated by the APS 
cavities and non-shielding bellows. In the new chamber, 
the impedance of the bellows is negligible because of the 
shield; note that the cavities are the same in both stages. 
The wake of the cavity shows a resistive type for bunch 
lengths of 10 mm to 20 mm. Other dominant impedance 
sources are radiation masks and tapered chambers. The 
wakes of the masks and the tapers are inductive and 
contribute to bunch lengthening. 

The bunch-length measurement in a low current 
indicates that the inductive impedance is 1.0 Q for the 
old chamber and 0.25 Q for the new one. Since the 
impedance of shielding bellows is negligible in the new 
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chamber and other components, such as masks and tapers, 
do not much change in the upgrade, the reduction in the 
impedance is caused by the non-shielding bellows 
installed in the old chamber. Thus, the impedance of the 
non-shielding bellows is estimated to be 0.75 Q from the 
bunch lengthening. On the other hand, the impedance of 
the bellows can be analytically estimated. The bellows are 
approximated by small cavities. Such a small cavity as 
illustrated in Fig. 4 behaves as inductive impedance in a 
region of low frequency. The impedance is given by 

Z^    .Zo£!o|^ 
n Ijvcb 

(1) 

where n = co/coQ is an integer, cug is the angular 
revolution frequency, ZQ is the impedance of free space 
and c is the velocity of Ught. The PF-AR had about 130 
bellows and each of the bellows had 12 cavities. The total 
impedance of the bellows is estimated to be 620 mQ 
using the geometric parameters captioned in Fig. 4. The 
calculation is consistent with the measurement. 

nil 
Figure 4: Sketch of a small cavity as a part of bellows, 
where b=40 mm, g=2 mm and h=8 mm. Note that a 
circular chamber is assumed instead of the actual 
racetrack type. 

A code of the ABCI [8] calculates the wakes of the 
vacuum components. The masks and the tapers were 
modified to symmetric structures to match with the ABCI. 
A computer program developed by Oide [9] solves a 
time-dependent distribution function of a bunch using a 
Vlasov equation. Eigenvalues of a matrix derived from a 
linearized Vlasov equation were calculated using the 
calculated wakes. Figure 5 shows an example of the 
eigen-frequencies normalized by the synchrotron 
frequency as a function of the bunch current using the 
calculated wakes of the new chamber. When the bunch 
current reaches 10 mA, higher-order synchrotron 
sidebands appear with frequencies of 1.8/j and 2.6/^. 
The frequencies change as the bunch current increases. 
The frequency of near /^ appears above 17 mA. On the 
other hand, the measurement indicated that the coherent 
sideband was observed between 2.2/^ and 2.5/j above a 
current of 12 mA. Though the calculation is not precisely 
consistent with the measurement, excitation with higher- 
order synchrotron oscillation is common to both cases. 

The injection energy has been lifted to 3.0 GeV from 
2.5 GeV. The threshold current based on a 
deviation from the potential-well increased about twice, 
comparing Fig. 6 with Fig. 2. Considering the radiation- 
damping rate increases 1.73 times and the energy spread 
increases by 20%, the increase in the threshold current is 
reasonable. The deviation in the bunch lengthening from 
the calculation coincided with excitation of the higher- 
order synchrotron of 2.2/^. 
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Figure 5: Imaginary part of eigenvalues normalized by 
synchrotron frequency as a function of the bunch current 
for the impedance of the new" chamber. CTO=8.75 mm. 
Values for Re/Damp > 0.001 are plotted. 

1.8 

■3 
^  1.6 

■S   1.4 
3 

CO 
■a 

I 

1.2   —■ 

0.8 

_ I I I I     I I I I I I I I I I I I I I I I I I I 

^ 1 1 H-%-H 

-"■♦•••% t - 

0 10        20        30        40 
Bunch Current (mA) 

50 

Figure 6: Normalized bunch length at a energy of 3.0 
GeV. The dots are the measured bunch length; the dashed 
Une is the calculated bunch length, assuming that the 
impedance is 0.25 Q. o-o=11.3mm. 

In summary, the relation among the impedance, the 
bunch lengthening and the longitudinal instability was 
experimentally investigated in the PF-AR. The estimated 
impedance of non-shielding bellows is consistent with the 
calculation. The longitudinal instabiUty was observed 
before and after the upgrade. The jump in the bunch 
length shifted to a higher current due to the shielding 
effect of the bellows. The higher-order synchrotron signal 
was observed in both stages. The effect is not fully 
understood. Increasing the beam energy increased the 
instability threshold. 
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TRANSVERSE SAWTOOTH INSTABILITY OBSERVED IN PHOTON 
FACTORY ADVANCED RING 

Abstract 

Y. Minagawa*, T. leiri, T. Obina and T. Kasuga, KEK, Tsukuba, Japan 
T. Fujita, Hiroshima University, Hiroshima, Japan 

This paper reports a curious instability observed at the 
Photon Factory Advanced Ring for pulse X-rays (PF-AR). 
In a low bunch current, the horizontal betatron oscillation 
induced by an injection error was suppressed well by the 
beam feedback system. However, when the bunch current 
was high, the horizontal oscillation grew over several mil- 
liseconds and damped again like a sawtooth, after a injec- 
tion process was finished. To investigate the mechanism of 
the sawtooth instability, we measured the horizontal beam 
size turn by tum as well as the dipole oscillation when the 
parameters (octupole magnets, the beam feedback and RF 
voltage) were changed. It was found that the transverse 
feedback for damping the dipole oscillation was suspicious 
for the instability, when the dipole oscillation and increase 
of the beam size coexisted. 

INTRODUCTION 

The PF-AR is an electron storage ring dedicated to pulse 
X-ray research [1]. The users require a single bunch current 
as high as possible. The beam injected from the KEK linac 
at the energy of 2.5 GeV or 3.0 GeV is raised up to the 
energy of 6.5 GeV for the users by the accelerating cav- 
ities. Since a high bunch current of more than 50 mA is 
expected, we need to take countermeasures against a single 
bunch instability at the injection energy. Octupole magnets 
are installed, which makes tune spread depending on the 
the beam size or the oscillation amplitude and would stabi- 
lize the beam. The transverse feedback system is employed 
to suppress coherent dipole oscillations. Though the bunch 
current of 47 mA at the energy of 2.5 GeV and of 65 mA 
at 3.0 GeV was achieved by mning both the beam feedback 
and the octupole fields, we observed a curious instability 
during the injection process. It is important to investigate 
the cause of the instability from the views of the beam dy- 
namics and the operation. 

TRANSVERSE SAWTOOTH INSTABILITY 

We observed horizontal bunch oscillations during the in- 
jection process. As shown in Fig. 1, a betatron oscillation 
induced by an injection error damps due to the beam feed- 
back system. The betatron oscillation, however, continues 
to grow over several milliseconds and damps rapidly, when 
the bunch current is high enough, greater than about 20 
mA. The phenomena appeared repeatedly every injection. 
We call the phenomena a transverse sawtooth instability. 

* yasuyuki.minagawa@kek.jp 

At a Storage mode with the injection energy, the sawtooth 
instability was also observed, after an artificial kick was 
given to a bunch. This result suggests that the sawtooth in- 
stability is excited by a stored bunch itself rather than an 
interaction between an injected beam and a stored bunch. 
To investigate the cause and the mechanism of the insta- 
bility, we measured the abnormal growth of the betatron 
oscillation in details, when the parameters (octupole fields, 
feedback gain, RF voltage etc.) were changed. 

—I ; 

1 = 40 mA 

♦♦in* 

damping by beam feedback 
1000 2000 

Tum 
3000 4000 

Figure 1: Transverse sawtooth instability. Horizontal be- 
tatron oscillations are shown at the injection at the beam 
energy of 3.0 GeV as a function of tum number. The bunch 
current is 40 mA. The revolution period is 1.258/is. 

MEASUREMENT OF DIPOLE 
OSCILLATION 

Experimental setup 
The monitor system measuring the horizontal beam os- 

cillation consists of a stripline, the Bunch Oscillation De- 
tector (B.O.D.) [2] and an ADC module. A beam signal 
was picked up by the stripline horizontally mounted in a 
vacuum chamber. A picked-up signal was fed into the 
B.O.D, where the dipole oscillation was detected. The out- 
put signal of the B.O.D. was recorded by the ADC mod- 
ule with a memory. The oscillation data were taken tum 
by turn, after a bunch was horizontally excited by a kicker 
magnet prepared for the injection. 

Influence ofRF voltage 

We measured a range of the bunch current at which the 
sawtooth instability appeared, while the voltage of the RF 
cavity (Vc) changed. The measurement was performed un- 
der constant octupole fields and a constant feedback gain. 
A result is shown in Fig. 2. The maximum amplitude of 
the oscillation was 1.1 mm and the growth time was about 
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3.75 ms at Vc=2.95 MV. The sawtooth instability, however, 
appeared intermittently when the Vc exceeded 3.0 MV and 
it did not appear when the voltage was over 4.0 MV. These 
results suggest that the sawtooth instability is influenced by 
a longitudinal bunch shape. 

I = 30.8-28.8mA Vc = J.9MV FB = 18dB 

601- 
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1              1 
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1 1 1 1               1 
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Figure 2: Appearance of the sawtooth instability is shown 
by bars as a function of the voltage of the RF cavity. A 
small circle attached with the bars at each voltage shows the 
maximally stored current. In this experiment, the current of 
2 A for the octupole magnets and a relative feedback gain, 
FB=18 dB are constant. 

Influence of octupole fields and beam feedback 

An effect of the octupole fields was measured under a 
constant feedback gain. Figure 3 shows the sawtooth in- 
stability for varying the octupole current. The sawtooth 
instability appears clearly when the octupole current is 1 A, 
however, it eliminates at the current of 3 A. This result indi- 
cates that octupole magnets contribute to suppress the saw- 
tooth instability. But, there was a trouble in the injection at 
a low current, when the octupole current was set to be 3 A. 

On the other hand, the gain of the beam feedback was 
changed under a constant octupole current. Figure 4 shows 
the sawtooth instability for various feedback gains. The ap- 
pearance time of the instability tends to be shorter and the 
maximum amplitude of the oscillation is larger as the feed- 
back gain increases. A higher gain of the beam feedback 
seems to excite the sawtooth instability. The injection was 
performed with a lower feedback gain, however, we could 
not store the bunch current of more than 15 mA. 

Since some doubts in the feedback system [2] were 
arisen, the hardware was checked. In this system, a dipole 
oscillation is picked up by a single stripline and it is fed to 
deflector electorodes composed of four striplines via power 
amplifiers. Another method for detecting the bunch oscilla- 
tion was tried using four button electrodes, where the BOD 
and a phase shifter were replaced by an amplitude modu- 
lation to phase modulation (AM/PM) detector and a 2-tap 
FIR filter module [3] [4]. The sawtooth instability was still 
observed in the modified system. Moreover, we confirmed 
that the instability occurred regardless of saturation of the 
power amplifiers and also regardless of unbalance of de- 
flection. The feedback system itself seems to work well. 

Figure 3: The horizontal oscillations as a function of tum 
number when the current of the octupole magnets changes. 
The current of 2 A corresponds to the Ks-value of 90 m~^. 
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Figure 4: The horizontal oscillations as a function of tum 
number are shown for various feedback gains. The value 
of FB shows a value of the attenuators in the feedback loop 
and the gain of the beam feedback becomes large in inverse 
proportional to the FB value. The damping rate of the beam 
feedback is about 0.01 twrn"^ for FB=18dB. 

BEAM SIZE MEASUREMENT 

The maximum amplitude of the dipole oscillation is rel- 
atively small, about 1 mm and damps quickly, that may not 
be a serious problem. Other effects should be considered 
for the instability. Thus, the beam size was measured tum 
by ttim with an electrical method. The beam size can be 
obtained by measuring the quadrupole moment of the beam 
[5]. The setup of the beam size monitor is shown in Fig. 5. 
The signals indicated by A and by B, signals from each 
button electrode are added horizontally and the vertically, 
respectively, are expressed as 

Soc^{l + ;^[K-CT^) + (xg-2/o')]},       (1) 

where / is the bunch current, R is the duct radius, ax 
and ffy are the horizontal and vertical rms sizes of the 
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beam, XQ and TJQ are the charge center of the bunch and 
{Cx,<^y < R)- The AM/PM detector compares the signals 
A and B and the detector outputs a signal proportional to 
the rms beam size regardless of the bunch current. Assum- 
ing the vertical beam size is constant or negligibly small, 
this signal indicates a change of the horizontal beam size. 

1 = 40 mA 

Figure 5: Block diagram of the beam size monitor. 

The horizontal dipole oscillation and the beam size were 
measured at the same time as shown in Fig. 6. While 
the amplitude of the betatron oscillation grows, the beam 
size also grows without any oscillations. The time at which 
the amplitude is maximum corresponds to the maximum of 
the size. However, the size remains enlarged and shrinks 
slowly, even after the amplitude of the dipole oscillation 
fully damps. The size goes back to an initial value with a 
scale of the radiation damping time. 

Figure 6: Beam size and the dipole oscillation are shown 
as a function of turn number. The ADC value in the size 
corresponds to a change of the rms size, 0.06 mm/count. 
The radiation damping time is 25 ms. 

The beam size was directly measured using a streak cam- 
era [6]. Figure 7 shows horizontal beam profiles taken by 
the streak camera with the bunch oscillations. It is impossi- 
ble that the beam size data over several ten of thousands of 
turns are continuously obtained at one time. Thus, sampled 
data of the beam profile are shown. We confirmed that the 
horizontal beam size and the oscillation amplitude grow to- 
gether and the size shrinks slowly after the oscillation fully 
damps, as measured by the electrical size monitor. 

DISCUSSION 

From the behavior of the sawtooth instability for the 
changes of the various parameters, it is found that the beam 

Figure 7: Horizontal beam profiles taken by the streak cam- 
era and the horizontal oscillation are shown as a function of 
turn number. For the beam profiles, the vertical axis indi- 
cates a beam size and the bunch goes from left side to right 
side. The bunch current is 40mA. 

feedback is related to the sawaooth instability. Though the 
feedback system works well, the question remains why the 
feedback system cannot suppress the slowly growing be- 
tatron oscillation with the increase of the beam size. We 
had similar experiences in the early stage of the PF-AR. 
A vertical instability was observed [7], where blow-up of 
the beam size and dipole oscillation appeared at the same 
time. The beam feedback system for damping the dipole 
oscillation had no effect on the vertical instability. In the 
current PF-AR, we observed that the head and the tail of 
a bunch oscillated individually like a strong head-tail in- 
stability using a streak camera at a high bunch current. The 
different oscillations at the head and the tail of a bunch may 
influence the detection of the bunch oscillation in the beam 
feedback. We will clarify a detailed mechanism of the saw- 
tooth instability by a computer simulation including an in- 
side structure of a bunch. 
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STUDY OF EP INSTABILITY FOR A COASTING PROTON BEAM IN 
CIRCULAR ACCELERATORS 
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KEK, 1-1 Oho, Tsukuba, 305-0801, Japan 

Abstract 

We discuss interactions between a coasting proton beam 
and electrons. The electrons, which are created near the 
beam position, are considered in this paper. A coasting pro- 
ton beam traps the electrons eternally, if there is not pertur- 
bations nor diffusion mechanisms. Therefore electrons are 
accumulated and their density could arrive above a thresh- 
old value for the instability, finally: i.e., a coasting proton 
beam is always unstable. However the instability affects 
both of the beam and electrons. Electrons may be diffused 
by the instability, in which the beam still has a small oscil- 
lation amplitudes, with the result that the beam amplitude 
may be kept in the small level, and may be stable in actual 
operations of accelerators. We study the ep instability with 
focusing the electron diffusion using a computer simulation 
method. 

INTRODUCTION 

We study ep instability for a coasting beam, in which 
the charged distribution is uniform along the longitudinal 
axis z. A static electric potential is formed by the coasting 
beam, when there is no transverse motion. Electrons cre- 
ated near the beam are trapped eternally, while electrons 
created at the chamber wall are absorbed with the same en- 
ergy as those at the creation. Proton beam, which ionizes 
residual gas, creates electrons near the beam. The elec- 
trons, which are trapped, are accumulated, and their density 
arrives a threshold of the ep instability. Above the thresh- 
old, both of the beam and electron cloud become unstable. 
To be precise, amplitude of electrons is much larger than 
that of the beam, as is shown in later. The beam-electron 
force is strongly nonUnear. The electrons with a large am- 
plitudes due to the instability are smeared by the nonlinear 
force. The size of the electron cloud is enlarged, and elec- 
trons are absorbed into the chamber wall. 

Electrons are also created at the chamber wall due to pro- 
ton beam loss and secondary electron. The energy of the 
electrons is the order of 10 eV, except some portion with 
an energy equal to incident one. Therefore the multipact- 
ing does not develop naively in the coasting beam, because 
the initial energies of electrons are kept at their absorption. 
The beam with a perturbation traps the electrons created at 
the chamber during a short period or accelerates them to 
higher energy than initial one. Therefore the multipacting 
may be important even in the coasting beam. This is the 
same physics in the meaning of the transition between the 
trapping and diffusion. 

We focus the ionization electrons and their diffusion in 

this paper, and will discuss somewhere the extension to sur- 
face electrons and multipacting for the coasting beam. 

Ionization cross-section for CO and H2 is estimated to 
be o-(CO) = 1.3 X 10-22 ^2 ^^ ^(^^^ ^ Q 3 ^ ^5-22 

m2 using the Bethe formula [1]. The molecular density dm 
is related to the partial pressure in nPa using the relation 
at 20°C7, d„(m-3) = 2.4 x lO^^P^ (nPa). The electron 
production rate is 7.7 x 10-^e-/(m-p) at 2 x 10"''' Pa. 

The instability is characterized by the frequency of elec- 
tron in the potential of the coasting beam. 

^pfe^ 

^(^xiy){'^x + (^y) 
(1) 

Landau damping, which is caused by the longitudinal slip- 
page, is conjectured to be very strong, since the frequency 
is very rapid, n = Wg/wo » 1. 

Linear theory is reviewed in Sec.2, and beam stability 
and the electron diffusion using a particle tracking method 
is discussed in Sec.3. 

LINEAR THEORY AND THRESHOLD OF 
THE INSTABILITY 

We survey linear theory of ep instability [2], and esti- 
mate the threshold at some high intensity proton rings in 
the world. The interactions between the beam and electron 
cloud is represented by a wake force [3]. The wake force is 
expressed by 

where 

cRs/Q ■■ 
Ap {(Tx + CFy)cry   C 

(3) 

in the language of impedance, we would say that the Q fac- 
tor is infinite. Actually the frequency spread of Wg should 
be taken into account. By taking into the frequency spread 
of ions, Awe = a;e/2(5, the impedance is given by 

Zi{u>) = Rs 

W Wt 

Wc Zn 

(4) 

Q 
K C^yic^x + Cy) W 47r .      /l£e _ _W_\ 

\U!        We) 

where ZQ is the vacuum impedance 377^. 
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We discuss the stability of a beam which experiences the 
effective impedance. The stability criterion for the coasting 
beam is given by the dispersion relation as follows [4], 

U = 
'yuJeWSE/B        ZQ 

(5) 

where /? is a typical value of the beta function in a ring, 
and rp is the classical proton radius. This formula is the 
same as that given by Keil and Zotter for e-p instability [2]. 
For t/ > 1, the beam is unstable. The thresholds of the 
neutralization factor are given by 

,   ^   2n'ynT](Ts  '^xiy){(^x + cry) 
•^*'     VSXpTpPQ L (^^ 

We put 5 and 10 m for Q and /?, respectively, and the 
threshold values for various rings are shown in Table 1. 

SIMULATION USING BEAM TRACKING 

Before going to beam tracking we study electron motion 
trapped in the beam potential. Fig. 1 shows samples of 
electron trajectories for (a) static beam potential and for (b) 
including a perturbation due to a coherent motion of beam 
Motion of three samples of electrons are depicted in Fig. 
1(a). It shows that electrons are trapped in the potential. 
Fig. 1(b) depicts motion of an electron in a perturbed po- 
tential. The amplitude of the electron gradually increase as 
time goes by. 

Figure 1: Trajectory of electrons, (a) Three electrons are 
tracked without perturbation, (b) An electrons are tracked 
with perturbation. Green and blue points are phase space 
coordinate of electron during 10 turns and 100 tums, re- 
spectively. Red points are those without perturbation as a 
reference. 

We study the motion of proton beam interacting with the 
electron cloud using a tracking simulation. 

A coasting proton beam is represented by macro- 
particles which are located along z with equal spacing. 
Each macro-particle has a charge and a mass corresponding 
to the proton line density. The macro-particle (proton) can 
undergo dipole motion with a dipole moment characterized 
by Xp^i{zi, s) = ixp,yp), but the emittance (size) is kept 
constant. The number of macro-protons should be more 
WeL/c, because electrons in the cloud oscillate smoothly 
by the force from the macro-protons. The electron cloud is 
created at some positions in the ring, and is represented by a 

large number of point-like macro-particles denoted by x e,a 
(a = l,Ne). The electrons are created in every passage 
of the proton beam. The transverse position of electrons is 
randomly generated with the same rms size as the beam. 

The motion of the macro-electrons and macro-protons is 
tracked during the beam passage. After that, macro-protons 
are transported by the lattice magnets. This procedure is 
repeated in every interaction of the bunch with the cloud. 
Electrons are absorbed at the chamber wall surface. The 
number of macro-electrons increases except their disappear 
at the wall. 

We take into account the Landau damping caused by the 
longitudinal motion, which disturbs the coherence of the 
dipole motion. The Landau damping rate per one revolu- 
tion is given by a = nrjasE/E/V^ for the coasting beam, 
where n = We/wo. In the simulation, the Landau damping 
is treated by a simple way as 

Xp,i = (1 - a)xp^i. (7) 

We performed the simulation for J-PARC 50 GeV rings 
at the flat top. The damping rate is 1.1 x 10""^. The 
threshold line density is Ae = 4.5 x 10* m-^ Elec- 
tron production rate per one revolution time To is 7.7 x 
10-^e-/(m-p) X 21.2 x lO^" x 1567 = 2.5 x 10« m-^rQ-^ 
for P = 2 X 10"'^ Pa. The production rate linearly de- 
pends on the vacuum pressure. The build up time up to 
the threshold is 180 tums (0.9 ms) in linear theory. We 
put 10 interaction points in the ring. The dipole motion 
is assumed to be periodic for the l/IO divided part of the 
whole ring: that is, the beam (macro-proton train) with 1/10 
length is tracked. The beam (1/10 part) is represented by 
1000 macro-protons. WgL/lOc = 774 is » 1 and < 1000. 

The simulations were performed for several electron pro- 
duction rates. Amplitudes of each macro-proton iJx{y),i), 
electron line density (Ae), electron rms. size (ae), etc. were 
obtained by the simulation. There was no significant result 
for the production rate of 2.6 x 10^ nT^T^'^, correspond to 
P = 2x 10"'' Pa. Fig. 2 shows Ag, maximum amplitude of 
\/Jx{y) and (Te for the electron production rate, 2.6 x 10^ 
m-i (P = 2 X 10-^ Pa). All of them increase and is sat- 
urated at 3000 turn. The saUiration of the beam amplitude 
is (Tr/lOO. We may not observe the instability due to the 
small amplitude. 

Fig. 3 shows electron line density Ae and maximum 
amplitude ^/Jx{y) for various electron production rates of 
2.6 X 10^ m-^To\ 2.6 x 10« m-^To^ and 2.6 x 10« 
m~^ro . Converting to the vacuum pressure, the rates are 
P = 2 X 10-5 Pa, 2 X 10-* Pa and 2 X IQ-^ Pa, re- 
spectively. The saturation levels are 0-^/30, 0-^/10 and 0-^, 
respectively If we can observe the instabilities with a res- 
olution of 10% of ar, the production rate should be more 
than 10* m-^TQ-S which corresponds to IQ-* Pa. This 
value is too high for the vacuum pressure. 
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Table 1: Basic parameters and threshold of the neutralization factor of the proton rings 

variable symbol JPARC-MR KEK-PS PSR ISIS AGS-Bst. AGS FNAL-MI 
circumference L(m) 1567.5 339 90 163 202 800 3319 
relativistic factor 7 54. 12.8 1.85 1.07 1.2 3.0 128 
beam line density Ap(xlOiO)m-i 21.2 0.74 33.3 18.4 82.7 8.75 0.90 
rms beam sizes (Tr (cm) 0.35 0.5 1.0 3.8 1 0.7 0.17 
rms energy spread (^SE/E (%) 0.25 0.3 0.4 0.5 0.5 0.28 0.03 
transition energy It 31.6 j 6.76 3.08 5.07 4.88 8.5 21.8 
slippage factor V -0.0013 0.016 -0.187 -0.83 -0.652 0.0122 0.0020 

UeL/c 7740 225 195 69 226 2012 6930 
Threshold fth{%) 0.21 4.0 2.5 45. 15. 2.6 0.06 

0   £000  4O00  6000  SOOO 10000 0   2000 4000 6000 8000 10000 

Eigxy(beain)=4 mm- 
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Figure 2: Evolution of line density of electron cloud (A e 

[m~^]), maximum amplitude of beam (J^/T) [m^/^]) and 
size of electron cloud (^^.(y) [m]) for the eletron production 
rate of 2.6 x 10® UT'^TQ^ 
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CONCLUSION 

We have studied ep instability for a coasting proton 
beam. Electrons created by ionization are treated in this 
paper. The instability is not caused by electron cloud for 
slow production rate. Production rate is important whether 
the instability grow to visible ampUtudes. The production 
rate more than 10* m~-^ro""^ is required to be unstable for 
JPARC-MR ring. The rate corresponds to 10"^ Pa, which 
is quite nonsense. Ionization may not be a direct candidate 
of the instability. Electron sources with a higher production 
rate, for example, proton loss and/or multipacting have an 
essential role even for the coasting beam instability. 

Similar analysis and discussion can be extended to the 
beam-ion instability in electron storage rings straightfor- 
wardly. 

The authors thank the members of the electron-proton 
instability working group of J-PARC, N. Hayashi, S. Kato, 
K. Satoh, S. Machida, K. Oide K. Yokoya for fruitful dis- 
cussions. 

Figure 3: Evolution of line density of electron cloud 
(Ae [m"-']) and maximum amplitude of beam (Jwy) 

[m^/^]) for the eletron production rates of 2.6 x 
W m-iro-\ 2.6 X 10* m-iTQ-i and 2.6 x 10» rcr^T^'^. 
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Abstract 

We have undertaken a study of microwave stability in 
the PSR storage ring under a variety of beam conditions 
near transition, including variable intensity and machine 
impedance, which can be independently controlled in the 
PSR. Results indicate that the general features of a linear 
stability model are valid, namely that the instability 
threshold becomes very small sufficiently close to 
transition. In addition, many nonlinear features are 
apparent and the results suggest an extended operating 
regime is possible with saturated, but otherwise benign, 
longitudinal fluctuations. Details of the linear model 
experimental results and corresponding simulations will 
be presented. 

INTRODUCTION 
Beams in circular accelerators that must cross transition 
have long been observed to suffer significant, though 
often manageable, emittance growth. While the cause for 
the emittance growth is not completely understood, it is a 
widely-held belief that it arises from a longitudinal 
microwave instability at or near transition energy. 

Recent theoretical work [1] has suggested that beams are 
always unstable longitudinally near transition. Since the 
first-order frequency dispersion goes to zero at transition, 
it is necessary to include second-order effects to 
determine the stability properties. For a Gaussian beam, 
the following dispersion relation is found: 

where the first and second-order fi-equency dispersion is 
given by 

no 

mo)^ -Q 
mk. 

k,= 

-0) 

CO, ( 
a„ -a, 

2 A 

■Voao'-T 
P 

with A6J = k^hE + k^b£^ and where E is the complex 

error function and 8o is the RMS beam energy spread. 
Other parameters are given in ref [1]. We note that the 
higher-order correction to x\ effectively adds another 
branch to the stability criterion, such that whenever it 
exists there is a region of instability. The stability criterion 
formally is found by imposing Im(Q) = 0 and solving for 
the associated complex impedance. This is parameterized 
by the quantity a = kie/ko which denotes the proximity to 
transition, a =oo occurs at transition. The stability 
boundary is plotted on the  impedance plane in Fig. 

Unstablle 

IKell-SchnelE 
J i L 
0.5       1 1.5      2      2.5 

R«al Z, ,/n 

3.5 

Fig. 1 Stability boundaries in the complex impedance 
plane near transition. As transition is approached, a new 
unstable region appears within the familiar Keil-Schnell 
boundary. Plot is for a ~ 0.15. 

It is seen that for r) sufficiently small, there is always a 
region of instability near transition, as evidenced by the 
branch internal (smaller impedance) to the usual Keil- 
Schnell limit. At issue, however, is the growth rate and the 
relevant emittance growth. Solving for the growth rate 
associated with the Keil-Schnell impedance limit, we find 
the growth rate approaches a constant value as transition is 
approached (Fig. 2). We note, in particular, that the entire 
impedance plane is expected to be unstable, but the growth 
rates are bounded by the isochronicity of the dynamics. 

P'E^ 
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Fig. 2 Maximum growth rate for longitudinal modes 
normalized to revolution harmonic as a function of the 
parameter a, i.e. proximity to transition. Transition 
occurs at  a =00 . Instability occurs for a > 0.05. 

EXPERIMENTAL SETUP 
We have designed an experiment to quantify 

longitudinal stability near transition on the Proton Storage 
Ring (PSR) at LANL. The experimental setup is shown 
schematically in Fig. 3. Longitudinal oscillations are 
picked up by a pair of beam position monitor strip lines 
and summed. In addition, the capability for beam transfer 
function measurements exists using an amplified network 
analyzer and pick-up as shown. 

Fig. 3 Experimental setup on the PSR. Approximately 
90 db of gain was used in the circuit. 

Care was taken to ensure that the lattice was tuned so 
that y, was close to the injection energy (y = 1.85), which 
required careful tuning of the injection orbit and lattice 
quadnipoles. Subsequent measxu-ements showed that the 
operating point was within 0.05 units of transition for the 
data shown in this paper. To facilitate a sufficiently long 
storage time, the buncher cavity (h=l) was detuned and 
unpowered. Moreover, the ring was filled with multiple- 
turn injection, allowed to debunch and was extracted after 
1 msec. 

EXPERIMENTAL RESULTS 
A primary result of this study is that we found the beam 

to be longitudinally unstable for very small beam currents 
when the beam was within 0.2 units of transition. In Fig. 

4, we show the envelope of longitudinal oscillations 
following injection and debunching. It is characterized by 
a rapid growth followed by saturation and envelope 
oscillation at much lower frequencies. The corresponding 
frequency spectrum in Fig. 5 shows a broad range over 
which oscillations occur. 

Fig. 4 Envelope of longitudinal oscillations near 
transition. 1 = 7 mA. Initial growth is followed by low- 
frequency oscillations. Vertical scale is signal amplitude 
in arbitrary units. Horizontal scale is in samples. Sample 
rate is at 2 Gs/sec. 
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Fig. 5 Frequency domain signature of longitudinal 
oscillations near transition for the above time domain 
data. 1 = 7 mA. The main machine impedance occurs at 
h=l. Vertical scale is 10 db/div. 
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Fig. 6 Measured initial growth rate as a fimction of 
beam current. The associated beam momentum width is 
not measured. 
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We conjecture that the rapid growth at the onset is the 
linear part of the instability growth, and should be 
comparable to the theoretical model presented in the first 
section. The low-frequency oscillation, we assert, is due 
to nonlinear wave overturning and self-trapping, and 
occurs at the lower synchrotron frequency of the trapped 
particles [2]. In Fig. 6, we show the scaling of the growth 
rates with beam intensity, and in Fig. 7, we show the 
associated scaling of the saturated fluctuation amplitudes. 

Performing a beam transfer function measurement leads 
to the surprising result that the beam has bifurcated into 
several beamlets, as shown in Fig. 8. As the tune is 
moved away from transition, approximately 0.3 units, we 
find that these beamlets merge back into a single beam. 

o.o« 

10 IS 

Btam Current (mA) 

Fig. 7   Saturated longitudinal fluctuation amplitude as a 
function of beam current. 

DISCUSSION 

It is clear that the growth rate saturates with increasing 
beam current, as does the saturated fluctuation amplitude. 
It is found that there is essentially no mode growth if the 
tune is moved to 0.5 units from transition, qualitatively 
confirming our theoretical model. However, without a 
direct measure of the momentum distribution, we are 
imable to make a quantitative comparison. 

We also note that while the saturated amplitude 
increases with beam current, the increase is only 
approximately linear, indicating that nonlinear behavior 
may render the instability benign. The importance of 
nonlinearity in the dynamics is underscored by the 
bifurcation of the beam into beamlets, suggested by the 
beam transfer function measurement, and the results of 
the simulation (Fig. 9). Further work is planned to 
quantify the stability properties with a simultaneous 
measiu-ement of momentum distribution. 
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Fig. 8 Beam transfer function measurement within 
approximately 0.07 units of transition. Top trace is the 
magnitude of the BTF; bottom trace is the corresponding 
phase. 2 kHz/div centered at h=2. 
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Fig. 9 Longitudinal phase space from a simulation near 
transition with a resonator wakefield, Z/n = 10 ohms, Q = 
100. Beamlets form on both the high and low energy 
sides of the core. 
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STATUS OF THE EXPERIMENTAL STUDIES OF THE ELECTRON 
CLOUD AT THE LOS ALAMOS PROTON STORAGE RING* 

R.J. Macek , A. Browman, M. Borden, D. Fitzgerald, R. McCrady, T. Spickermann, T. Zaugg, 
LANL, Los Alamos, NM 87545, USA 

Abstract 
The electron cloud (EC) at the Los Alamos Proton 

Storage Ring (PSR) has been studied extensively for the 
past several years with an overall aim to identify and 
measure its important characteristics, the factors that 
influence these characteristics, and to relate these to the 
two-stream (e-p) transverse instability long observed at 
PSR. Some new results since PAC2001 are presented. 

INTRODUCTION 
Experimental studies of the electron cloud at PSR 

during the past two years were undertaken to consoHdate 
the understanding gained from earlier exploratory studies 
[1],[2] and to determine the important characteristics that 
are needed to adequately explain the e-p instability at 
PSR. In addition, we sought to understand how well the 
instability might be cured by suppression of the electron 
cloud. To accomphsh this, our studies aimed to resolve 
several important issues which include: 

1. Will sufficient electrons from the "prompt" pulse 
emerging at the end of the bunch passage survive the 
gap (between successive passages of the bunch) to be 
captured by the bunch and cause the instability? 

2. Will electron suppression by TiN coating of the 
vacuum chamber surfaces or the use of weak 
solenoids provide a cure? 

3. A beam "conditioning effect" on the e-p instability 
threshold intensity curves had been observed in prior 
years. Is this effect caused by a reduction in the 
electron cloud from "beam scrubbing" i.e., does this 
effect correlate with a reduction in the EC density? 

4. What are the important source terms for the initial or 
"seed" electrons that get amplified by the beam- 
induced, trailing-edge multipactor process? 

5. What causes the electron "burst" phenomenon in 
PSR? 

ELECTRONS SURVIVING THE GAP 
Electrons left in the pipe just after passage of the beam 

pulse will degrade by secondary emission processes to a 
few eV after the next collision with the wall. The 
retarding field analyzing detector (RFA) is not suited to 
the task of measuring these electrons as it only measures 
those striking the walls not those left in the pipe. To solve 
this problem, the elecfron sweeping diagnostic (ESD) was 
developed to measure low energy electrons lingering in 

* Work conducted at the Los Alamos National Laboratory, operated by 
the University of California for the U.S. Department of Energy under 
Contract No. W-7405-ENG-36. 
#macek@lanI.gov 

the pipe. Basically it is an RFA with an electrode opposite 
the RFA. The electrode is pulsed with a short fast pulse 
(up to IkV) to sweep low energy electrons from the pipe 
into the detector. It is described in more detail in reference 
[3] and the references therein. 

The observed swept electron signal which was pulsed at 
the end of the - 90 ns gap (shown in Figure 1) implies an 
average neutralization of -1-2% at the location of this 
detector (section 4 of PSR). This is approximately the 
value needed to explain the observed e-p instability 
threshold curves, assuming this represents the average 
neutralization of the beam [4]. 

PniD^ Etcctrai SltMl 

Figure 1. Swept electron signal from ESD plotted in time 
relationship to the HV and beam pulses. 

Another important feature of the swept electron signal 
at the end of the -90 ns beam-free gap is that it saturates 
above a certain level (possibly from space charge effects) 
as illustrated in Figure 2 while the prompt electron signal 
continues its rapid increase with intensity. 

(fixed buncher voltage and accumulation time) 

Prompt 
(3.2E-8)*Q" 

Q(l«C) 

Figure 2. Prompt elecfron and "swept" electron signal 
amplitudes plotted as a function of stored beam intensity. 

With the electron sweeper it was possible to measure 
the electrons in the beam pipe as a function of time after 
single turn extraction from PSR. Some early results for a 
5 ^C/pulse beam are plotted in Figure 3 and show the 
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unexpected feature that significant numbers of electrons 
are still observed 1 (xs after the end of the beam pulse. The 
long exponential tail (-180 ns time constant) implies a 
relatively high reflectivity (de -0.5) for low energy 
electrons (2-5 eV) at the peak of the secondary emission 
spectrum. 

reduced by a factor - 5 after a few weeks of continuous 
beam operation at 100 \xA. 

Weak solenoids with an embedded RFA were tested in 
two locations in PSR, section 9 (2001) and section 2 
(2002). Results are shown in Figure 4 where a factor of 
-50 reduction is seen with a magnetic field of 20 G 
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Figure 3. Swept electron signal (integral of pulse) plotted 
as a function of time after the end of the beam pulse. 

TESTS OF ELECTRON SUPPRESSION 
We have tested the effect of TiN coatings on the 

electron cloud signal in three regions of PSR and obtained 
mixed results, which are summarized in Table I. The most 
encouraging test was the first one in 1999 where a 
comparison test of a 2.5 m vacuum chamber coated with 
TiN and one that was not coated showed a good factor of 
100 reduction of the prompt electron signal for the TiN 
coated chamber. This was carried out in straight section 5 
of PSR, which is the region of lowest beam loss in PSR. 
The comparisons were made for the same beam intensity 
(within - 5%) to limit the effect of the strong dependence 
of the electron signal on beam intensity. 

Table I. Results of TiN coating tests. 
Test 
Location 

Sect. 5 
Sect. 4 

Sect. 9 
Sect. 4 ** 

Date 

1999 
2002 

2002 
2002 

Beam 
Intensity 

8.5 nC 
8nC 

7nC 
SttC 

Prompt e 
reduction 
factor 
>100 
no initial 
reduction 
-40 
-5 

Swept e 
reduction 
factor 
N.A. 
none 

N.A. 
None 

**Plus 2 months of operational beam scrubbing. 
In the past year we tested TiN coatings in two more 

sections; section 4 and section 9, a high loss region near 
the exti-action septa. Section 9 showed a factor of - 40 
reduction in prompt electrons with the TiN coating. The 
test in section 4 included an electron-sweeping detector 
and showed no change in eitiier the prompt or swept 
electrons signal with and without TiN coating. It should 
be noted that the prompt electron signal for the TiN 
coated chamber in section 4 did show a conditioning 
effect in which the prompt signal (at a fixed intensity) was 

80        100 

Figure 4. Effect of a weak solenoid field on the prompt 
electron peak amplitude. 

Stodies in the 2002 run cycle showed a significant 
reduction (factor of - 5) in the prompt electi-on signal with 
time. It is presumably due to beam scrubbing [5]. A 
related phenomenon is the aptly named 1" pulse 
instability. For a time after beam operations are resumed 
foUovsdng a several month shutdown, a high intensity 
pulse accumulated in ring after a several minute wait is 
unstable while the same intensity pulses that follow a 
short time later are stable. Instability threshold curves for 
the "first pulse" instability (after a wait time of 3 minutes) 
are plotted in Figure 5 and compared with the threshold 
curves for subsequent pulses that follow in a regular 
pattern (-IHz). The reduction in threshold for the first 
pulse is evident. The other characteristics of the instability 
are identical with the standard e-p instability. The 
disappearance of the first pulse instability after a few 
weeks of operation is additional evidence that beam 
scrubbing is beneficial. 

3* 

lubscfjuent pulse                    , • * 

\.*- 

.--* i-S-i 

IB-''                        ....-- -^'\ 
.'• ..--«f"" 

1st puke 

:«■.-•■ 

Buncher HV (kV) 

Figure 5. Plots of the instability threshold curves for tiie 
1st pulse after a several minute wait and for flie 
subsequent pulses for a small emittance beam in PSR. 
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SOURCES OF INITIAL ELECTRONS 
The numbers of initial or primary electrons from the 

various sources e.g., beam losses, residual gas ionization, 
the stripper foil etc, are important parameters needed as 
inputs to the EC simulation codes [6]. We found evidence 
that both residual gas ionization and beam losses make 
significant contributions to the initial electrons, with 
somewhat more from beam losses under typical operating 
conditions. Experiments showed that the prompt electron 
signal varies linearly with either residual gas pressure or 
beam losses while the swept electron signal is constant. 
The results for the variation with gas pressure are shown 
in Figure 6. Normal operating vacuum range is 10-100 
nTorr for section 4 of PSR. 

•o  400 

I 
I 
.8 200 

y = 0.2<HX')'70.094 

H' = 0.99 

..••' 
ES41Y prompt 

y-0.13431 + 44.878 

R' = 0.9786 

•.• • 
...■■■ 

-■"■'                             ED42Y 

.-■«■■': -.->-  ^.... 
ES41Y swept   ' ""'^ 

IG41 (nToiT) 

Figure 6. Prompt and swept electron signals amplitudes at 
the end of accumulation are converted to peak current 
density at the wall for two detectors in section 4 and 
plotted as a function of vacuum pressure as measured at 
ion gauge, IG41. Beam intensity was a fixed 8.2 ^iC/pulse. 

ELECTRON BURSTS 
Electron bursts are the name given to the rapid tum-to- 

tum variations in the prompt electron signal amplitude. 
This puzzling phenomenon is illustrated in Figure 7 where 
signals for a train of pulses (120 turns) are shown. 

*(i|(r!iTi|^^ 

iw««M^MMfi«A<'>*wmwmw*>*i^^ ll|'"Mfll Y 

:i:''!ii' 

LossMrtfiilorLM^y . 

P?W|?P»^ 
Figure 7. Simultaneous signal traces for two electron 
detectors (ES41Y, ED42Y) and a local loss monitor 
(LM59) for 120 turns. 

The lack of significant correlation of the bursts with the 
local loss monitor signal (LM59) in Figure 7 suggests that 
fluctuations in the local losses are not the cause of the 

bursts. However, some correlation has been observed 
between detectors in other locations and suggests some 
aspect of the beam structure drives the bursts. 

The electron burst phenomena, which has become more 
pronounced with time, is the least understood aspect of 
the electron cloud in PSR. Perhaps this should not be a 
surprise, given that beam-induced multipacting is a 
cascade or avalanche-like process. The fluctiiations fi-om 
the bursts complicate data collection on the electron cloud 
and necessitate considerable averaging to get reproducible 
results. It is unclear what impact the bursts have on the 
instability or other beam dynamics. 

SUMMARY AND CONCLUSIONS 
Data obtained using the electron sweeping diagnostic 

(ESD) show that a surprisingly large number of electrons 
survive passage of the beam-free gap and implies -1% 
average neutralization during the beam pulse passage for 
nominal operating beam intensities. This is approximately 
the fractional neutralization needed to account for the 
observed e-p thresholds. The long exponential survival 
curve for electrons in a beam free region is another 
important result obtained with the electron sweeping 
diagnostic and is evidence for a relatively high (-0.5) 
reflectivity or secondary emission yield, 8e(E), from very 
low energy electrons (2-5 eV peak of the secondary 
emission distribution). 

Our tests of TiN coatings gave mixed results which are 
not well understood but which suggest caution in 
assuming that this coating is a universal cure for ECE. 
The prompt electron peak was reduced by a factor -40-50 
by -20 G field in tests in two sections of the ring. 
However, there was no measurable effect on the 
instability threshold when weak solenoids covering ~ 10% 
of the ring circumference were excited. 

Operating experience at PSR since 1999 provides 
evidence that beam scrubbing has been effective in 
significantiy raising the threshold for the e-p instability. 
Studies in the 2002 run cycle showed a significant 
reduction (factor of - 5) in the prompt electron signal with 
time and are presumably due to beam scrubbing. The 
disappearance of the first pulse instability after a few 
weeks of operation is additional evidence that beam 
scrubbing is beneficial. 

Our studies also provide evidence that both the residual 
gas and beam losses make significant contributions to the 
initial electrons that are then amplified by the beam- 
induced multipacting processes. 
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A THREE-DIMENSIONAL KINETIC THEORY OF 
CONTINUOUS-BEAM STABILITY * 

Tai-Sen R Wangt, LANL, Los Alamos, NM 87545, USA 

Abstract 

This work is a three-dimensional stability study based 
on the modal analysis for a continuous beam with a 
Kapchinskij-Vladimirskij (KV) distribution. The analy- 
sis is carried out self-consistently within the context of 
linearized Vlasov-Maxwell equations and electrostatic ap- 
proximation. The emphasis is on investigating the coupling 
between longitudinal and transverse perturbations in the 
high-intensity region. The interaction between the trans- 
verse modes supported by the KV distribution and those 
modes sustainable by the cold beam is examined. We found 
two classes of coupling modes that would not exist if the 
longitudinal and the transverse perturbations are treated 
separately. The effects of wall impedance on beam stability 
is also studied and numerical examples are presented. 

INTRODUCTION 

In a customary stability analysis of a continuous beam in 
an accelerator or storage ring, longitudinal and transverse 
effects are treated separately, an approximation that is valid 
because space-charge forces are relatively weak and char- 
acteristic frequencies differ by orders of magnitude. For a 
very intense beam like the one in the proposed heavy ion 
fusion faciUties, the space-charge forces are large and all 
frequencies are of the order of the plasma frequency, the 
separated treatment of longitudinal and transverse pertur- 
bations may not be applicable. Such a concern was raised 
more than two decades ago in the heavy ion fusion stud- 
ies. Since then, some investigations have been exploited in 
attempt to address the issue by improving the earlier sta- 
bility theories for laminar beams or nearly laminar beams. 
In a study of two-dimensional, axisymmetric perturbations 
in a beam with a KV distribution, an instability caused by 
the coupling between the longitodinal and transverse mo- 
tion was discovered in theory.[l] Later computer simula- 
tions confirmed the prediction and found this kind of in- 
stability to be a mechanism for energy exchange between 
the longitudinal and transverse motions in the beams with 
high anisotropy in temperature. [2-4] These findings and 
many fine papers published afterward[5-ll] mark a suc- 
cess in exploring the intense beam stability. However, 
to date, the rigorous theory, though not necessarily com- 
puter simulations, is still left in the axisymmetric geometry 
and the three-dimensional theory remains to be improved. 
The purpose of this work is to extend the earlier investiga- 
tion of axisymmetric modes in a KV beam to a full three- 
dimensional stability study. It is hoped that the approach 

* Research supported by Los Alamos National Laboratory under the 
auspices of the US Department of Energy, 

t TWANG@LANL.GOV 

and the results of this work will be helpful in the exploring 
and understanding of beam stability in non-axisymmetric 
geometry. 

THEORETICAL MODEL 

We consider a continuous, nonrelativistic beam of circu- 
lar cross section with radius a and constant particle density 
po propagating inside a conducting pipe of radius h and 
arbitrary wall impedance. A cylindrical coordinate sys- 
tem (r, ip, z) is chosen such that the beam is propagating 
in the positive z direction and the z axis coincides with 
the central axis of the beam. The equilibrium state of the 
beam is maintained by a constant linear external transverse 
focusing force which can be represented as Mv^r where 
M is the mass of a beam particle and Vg is the betatron 
frequency in the absence of the beam's self-field. Tak- 
ing the self-field of the beam into account, one finds the 
relation v"^ = vl ~ (a;2/2), between the effective beta- 
tron frequency of particles v, and the plasma firequency 
Up = {A-Kq^po/My-I'^, where q is the charge of a beam 
particle. We assume the equilibrium distribution of beam 
particles in the phase space is described by the distribution 
function /o(x, v) that is a product of the KV distribution in 
the transverse direction and a delta fiinction of the longitu- 
dinal speed, i.e. 

/o(x, V) = P^5[vl - ^{a^ - r^)]5,(v, - Vo),    (1) 

where v^ = v^ + v^, Vr, v^ and v^ are particles' radial, 
azimuthal and axial speeds, respectively, Vg is the averaged 
axial speed of particles, and S{x) is the delta function. 

STABILITY ANALYSIS 

The stability study here is carried out within the context 
of the Vlasov-Maxwell equations and the electrostatic ap- 
proximation for small perturbations evolving in the linear 
regime. Thus, we consider small perturbations in the dis- 
tribution function fi{x,v,t) and in the electric potential 
(/>i(x, t) described by the linearized Vlasov-Poisson equa- 
tions 

and 
dt 

+ v- 
dx 

dv 
"^ dt dv = F^^^ 

dfo 
dv (2) 

/OO      AOO      PC 

/   / h{y:,v,t)d\.     (3) 

Assuming the perturbed quantities vary in space and 
time according to {/i, ^i} = {/, ^}e'("*+™*f'-*^), the lin- 
earized Vlasov-Poisson equation can be treated by integrat- 
ing over the unperturbed particle orbit to yield the follow- 
ing differential-integral equation in the region of r < a, 
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r dr 
w^ - 2w^ r    f°° f°° 

= —^^(a)d(r -a)-\ — liQ /    dvrdv^ 
"■"^ ^    [      J~ooJ-oo ^ 

/•oo / 1 \ 7n 

(4) 

where (5x = ^[i;! " ^^(«^ - '■^)]. 4i = (w±/i')sin(r/r), 
^2 = rcos(^'r), n = w - A;«o is the Doppler-shifted 
frequency, r' = {Q + f| + 2u^|i^2/t;±)^/^ and m = 0, 
1,2,... denotes the azimuthal harmonic number. The right 
hand side of Eq. (4) is zero in the region of a < r < 6. 

Expanding the perturbed electric potential in Eq. (4) as a 
sum of Jacobi polynomials P^^™'"^ [x) according to 

we can derive a recursion relation 

WiAi+i + {Wi + Wi_i + Ui)Ai + W,_i^,_i = 0 , (6) 

for I = 1,2,3, • • •, where Gj is independent of r, Ai = 

U, = 2(m + 21) + {uplvf{Bi^-^ - Bi) 

Wi = 
2(m + 2Z + i) 1 + 

Jo 

3(0,m). 

\v)   da 

(7) 

(8) 

= cos"'a;P/"''"'(cos2x)da;,      (9) 

and a = fi/z^. Applying the proper boundary conditions at 
r = a together with Eq. (6) leads to the dispersion relation 

a d<j>o 
= m+(^y{l-Bo)+Wo + 

Ao 
(10) 

where the ratio Ai /AQ can be expressed in terms of infinite 
determinants or a continuous fractions, and 

Mr) ~ Im{kr)Kmikb) - Im{kb)K^{kr) 
-iZ[lm{kr)K'„{kb) - Km{kr)I'„{kb)] , (11) 

is the potential external to the beam derive from solving 
Eq. (4) in the region of a < r < b. Here, 7„(a;) and 
Kn{x) are the nth order modified Bessel functions of the 
first and the second kinds, respectively, the prime indicates 
the derivative with respect to the argument, Z = ujZ/{ck), 
Z is the wall impedance, and c is the speed of light. 

For fc = 0, the recursion relation (6) reduces to the dis- 
persion relation Uj = 0 for the transverse modes discussed 
earlier in Ref. 12. When m = 0, the Jacobi polynomials in 

Eq. (5) become Legendre polynomials and Eq. (10) reduces 
to the dispersion relation for axisymmetric modes studied 
in Ref. 1. Taking the limit of j/ ^ 0 in Eq. (10), one finds 
the cold-beam dispersion relation[13]. The customary dis- 
persion relation of the "usual dipole mode"[14] in a contin- 
uous nonrelativistic beam without axial momentum spread 
can be obtained from Eq. (10) by considering the limit of 
fc6 <C 1 for m = 1. 

The roots of the dispersion relation (10) fall into three 
classes: (i) the ones that approach the pure transverse 
modes, i.e., the solutions of Uj = 0, when A; -» 0, (ii) 
the "high-frequency coupling modes" having the limit of 
f2 —> ni/ when Wp —» 0, and (iii) the "low-frequency cou- 
pling modes" with fi -» 0 when Wp -> 0. Both types of 
"coupling modes" are full three-dimensional perturbations 
and therefor vanish when fc = 0 or m = 0 or when the lon- 
gitudinal and the transverse perturbations are treated sep- 
arately. The high-frequency coupling modes do not exist 
in the axisymmetric perturbations, and the low-frequency 
coupUng modes exist only in the perturbations of even and 
zero 771. The "usual transverse modes" found in the cus- 
tomary analyses[14] are similar to the lowest radial modes 
in class (i). When there is no strong necessity to distin- 
guish the roots among the solutions of Uj = 0, we shall 
use the notation T^j to represent the whole family of so- 
lutions associated with Uj = 0 for the mth azimuthal har- 
monic. The usual transverse modes will be referred to as 
the Tm,o modes, the high-frequency coupling modes will 
be designated as Cm,j modes, and the low-frequency cou- 
pling modes will be referred to as Lm,n modes for n > 1, 
in the order of their first appearance in solving the disper- 
sion relation using the (2n - 1) x (2n - 1) determinants. 

NUMERICAL EXAMPLE 

Here, we present a numerical example of the solutions to 
the dispersion relation (10) for some low radial modes as- 
sociated with the dipole (m = 1) perturbation. Readers are 
referred to Ref. 1 for the numerical results of the axisym- 
metric modes. We consider only the case of b/a = 1.5 and 
fca = 1. The infinite determinants in the dispersion relation 
have to be truncated to finite ranks for a practical numerical 
computation. We limit our study to the first sixteen frans- 
verse modes, up to the Ti,3 modes, out of the sequence of 
an infinite number of the roots of Eq. (10). The real part of 
fi/fo is shown in Fig. 1 as a function of tune depression 
v/vo- Figure 2 shows the real part of fi^/fo as a function 
of u/uo in the high-intensity region. As shown in Fig. 1, 
that for all modes, the values of fl/uo start from the solu- 
tions of Uj =0 0 = 1)2, and 3), i.e. from 1, 3, 5, and 7, 
atu = i/o, and decrease when the beam intensity increases. 
When V —* 0, the Ti,o mode approaches the cold-beam 
limit, while the ^/ug of the upper Ti,2 and Ti,i modes ap- 
proach 2, and the Q, of all other modes approach zero. 

A kind of obvious mode interaction appears in the high- 
intensity region as confluences of modes where two or 
more modes have the same real part of frequencies. Among 
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the first sixteen roots, three confluences are found: the con- 
fluence of Tifi and 7i,2 near u = 0.38i/o. the confluence 
of Ci,i and Ti^2 between i/ = 0 and j/ = 0.26i/o, and the 
confluence of two upper Ti^sS between u = O.llSfo and 
u = 0.52i/o. The frequencies in the confluence regions 

,are complex conjugate pairs indicating possible instabil- 
ity. In addition, the lowest Ti,i mode, the two lower Ci,2 
modes, and the two upper Ti.s modes are unstable in the 
high-intensity region. The two upper Ti,3S have the highest 
growth rate, about 0.72i/o at i/ = O.llSvo in the confluence 
and reaching lAuo around v a^ 0. The lowest Ti,! has 
the next highest growth rate of O.O881/0 near u = O.^Si'o. 
The confluence of Ti^o and Ti,2 has a maximum growth 
rate of O.OOli/o. We investigated the effect of resistive wall 
impedance and found that only the usual dipole mode, the 
Tifi mode, is appreciably influenced by the resistive wall 
impedance. The highest growth rate occurs near v « 0. In 
the case considered here, the maximal \lm{Q/uo)\ of the 
Tifi mode has the values of 0.0, 0.034, 0.066, and 0.092, 
for Z = 0.0, 0.1, 0.2, and 0.3, respectively 
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CONCLUSIONS 

We have studied the three-dimensional stability of a con- 
tinuous beam with a KV distribution within the context 
of linearized Vlasov-Maxwell equations and electrostatic 
approximation. A dispersion relation has been derived to 
facilitate the investigation of any azimuthal mode. Two 
classes of coupling modes were discovered. The occur- 
rence of mode confluences in the high-intensity region in- 
dicates possible instability. We have examined some lower 
radial modes of dipole perturbation and identified some un- 
stable modes. In particular, we have found a confluence of 
the usual dipole mode and a previously studied transverse 
mode may cause weak instability. The highest growth rate 
of the dipole modes are higher than that of the axisym- 
metric modes previously studied. Since not all instability 
in a KV beam are realized, computer simulations are sug- 
gested for further investigation. The effect of resistive wall 
impedance was also studied for dipole modes. It was found 
that only the usual dipole mode is appreciably affected by 
the resistive wall impedance. 
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A NUMERICAL STUDY OF BUNCHED BEAM TRANSVERSE 
e-p INSTABILITY BASED ON THE CENTROID MODEL * 

Tai-Sen F. Wangt, LANL, Los Alamos, NM 87545, USA 

Abstract 

In a recent theoretical study of the transverse electron- 
proton (e-p) instability, an asymptotic solution has been 
found for the equations describing the centroid motion 
of the traversing proton bunch and the stationary back- 
ground electrons. [1] It was shown that the combination of 
finite proton bunch length, non-uniform proton line den- 
sity, and the single-pass e-p interaction cause the instabil- 
ity to evolve intricately in space and time even in the linear 
regime. This paper reports a numerical study of the e-p 
instability based on the same centroid equations. The pur- 
pose of the work is to compare the numerical solution with 
the analytic solution and to use the numerical approach 
to investigate the early development of the instability not 
covered by the asymptotic solution. In particular, the in- 
stability threshold and the initial growth of the instability 
are studied for various proton-beam conditions, fraction of 
charge neutralization, and initial perturbations. 

INTRODUCTION 

In recent years, there has been a growing interest in 
studying the transverse electron-proton {e-p) two-stream 
instability in intense proton beams. One of the focuses is 
on the e-p instability observed in the long proton bunch like 
the one in the Proton Storage Ring (PSR) at Los Alamos 
National Laboratory [2]. Although the basic mechanism 
of the instability has been well known, the theory for a 
bunched beam e-p instability is still under developing. In 
a recent theoretical study of transverse e-p instability, an 
asymptotic solution has been found for the equations de- 
scribing the centroid motion of the traversing proton bunch 
and the stationary background electrons.[l] The growth 
rate and the stability threshold were estimated based on 
the asymptotic solution. As discussed in Ref. 1, the re- 
sults derived from this kind of approach are applicable to 
special cases only. The initial evolution of the perturba- 
tions and the instability threshold still need more investiga- 
tion. The work reported in this paper is a numerical study 
based on the centroid equations discussed in Ref. 1. We 
will compare the numerical results with the analytic solu- 
tion and study the early development of perturbations in the 
proton bunch by investigating various proton-beam condi- 
tions, fraction of charge neutralization, and initial condi- 
tions. Since the numerical approach inevitably lacks gen- 
erality, the intention here is to extract some qualitative un- 
derstanding in a limited parameter space only. 

* Research supported by I^s Alamos National Laboratory under the 
auspices of the US Department of Energy. 

tTWANG@LANL.GOV 

CENTROID MODEL 

We consider a bunched proton beam of full length L and 
circular cross section of radius a, propagating with a con- 
stant velocity v through a stationary electron background 
of infinite extent in the direction of beam propagation. The 
protons are confined in the transverse direction by a linear 
external focusing force. We assume that in the equilibrium 
state, particles are distributed uniformly in the transverse 
direction and the electrons experience a linear transverse 
focusing force due to the space charge of the proton bunch. 
A Cartesian coordinate system is chosen such that the z 
axis is pointing opposite to the direction of proton propa- 
gation, and the origin coincides with the center of the beam 
cross section. The line densities of the protons and elec- 
trons, Ap and Ag, generally depend on z. The synchrotron 
motion of the protons and the axial motion of the electrons 
in the laboratory frame are neglected for simplicity. We 
also neglect the impedance due to the beam environment, 
and consider the transverse motion in only one direction, 
say the y direction. The stability study is based on a model 
in which each electron interacts with the proton beam only 
once, i.e., a "one-pass" interaction between the electrons 
and protons. 

The centroid of the proton beam Yp{z,t) and the centroid 
of electrons Y^ {z, t) are defined by 

/oo 
yq{Z,t,Uq)Fg{Uq)d{uJ^g)      , (1) 

-oo 

where the subscripts q stands for p (protons) or e (elec- 
trons), yq{z,t,Ljg) is the particle displacement at the posi- 
tion z and time t, Wg is the oscillation frequency, Fg{u}q) is 
the frequency distribution function, and A, characterizes 
the frequency spread of Wg. We consider a Lorentzian dis- 
tribution function Fgiujg) = {Al/n)[Al + {Ljg-ujgo)T\ 
where Ugo is the mean value of w,. Averaging over the 
equations of single particle motion yields 

D% + 2ApDYp + (a;§ + Al)Yp = a;|^(z)Fe , (2) 
and 

Fe + 2Aey; + [n'(^) + A^jy, = n''{z)Yp,    o) 

where D = d/dt - v{d/dz), and W/j is the undepressed 
betatron frequency, (,{z) = 2rpC^Xe{z)/{a'^u}'^p^), Q,{z) = 
(c/a) Y^2reAp(«), is the electron bounce frequency, c is the 
speed of light, 'y = {1 - v'^/c^)-^/^; rp and re are the 
classical radii of a proton and an electron, respectively. In 
deriving Eqs. (2) and (3), we have also assumed that the 
incoherent betatron frequency shift due to the self-fields of 
the proton beam is negligible, and that the maximal value of 
Ae is much smaller than that of Ap, so that Upo = up. The 
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perturbing forces are assumed to be meil^{z)Yp for elec- 
trons and mpO}^^{z)Ye for protons, where m, is the rela- 
tivistic mass of a proton or an electron. Note that Eqs. (2) 
and (3) depend on the choice of the frequency distribution 
functions. 

An approximate asymptotic solution for Eqs. (2) and (3) 
in the beam frame is found to be 

Yp{z',t)f»CpMp{z')e-^'' 
h{u)     J^hiu) 

8u2 

X cos To 
8«2 cos Sp > , (4) 

where z' is the distance from the head of the proton bunch, 
Jn{x) and In{x) are Bessel fiinctions, u = ^29J, 9 = 
e{z',t) = u0it-z'/v),Mp{z') =jaz')R{z')exp[{Ap- 
Ae)z'/v],Tp = P-e, Sp = P+e, P = ap+Q{z')-J/4, 
Cp and <Tp are constants, R{z') and Q{z') are determined 
by $(a;) = R{x)e'^<'''^ and *(a;) = i?(x)e-*®(^), 

J = J{z') = if 
Jo W{x) 

[R{x)fdx,    (5) 

i = \/--T, $(a;) and '^{x) are the linearly independent so- 
lutions of the equation dPY/dx^ -I- fi^ (a;)F = 0, and W{x) 
is the Wronskian of 9(x) and ^{x). In deriving Eq. (4), 
we have assumed that Ye = dYg/dt = 0 for z' < 0. The 
solution for Ye is very similar to Eq. (4). The growth (or 
damping) rate Tp{z',t), and the stability threshold of the 
proton motion {Ap)t, can be estimated from Eq. (4) as 

Tp{z',t)K-Ap + 
u[8uli{u) - J^hiu)] 

(6) 

and 

(7) 

where [Yp{z',i)]a denotes the amplitude of Yp{z',t), and 
Max[/(z')] indicates the maximum of f{z'). For w > 1, 
we have Tg{z', t) « uipy/jj^- Ap. Typically, J < 1 
for a small fractional charge neutralization, Tp{z',t) is a 
monotonically decreasing function of time, and the highest 
growth rate occurs at the tail of the proton bunch. Eqs. (6) 
and (7) are valid only when the centroid motion can be de- 
scribed by the asymptotic solution given in Eq. (4). 

NUMERICAL STUDY 

The study here is based on the numerically solution of 
Eqs. (2) and (3). Earlier numerical studies as well as simu- 
lations using the similar equations, including the variations 
that cover multi-electrons and electron production, have 
yielded reasonable agreement with experimental data. [3,4] 

Comparison between numerical results at large time 
and the'asymptotic solution given in Eq. (4) shows good 
qualitative agreements: the growth rate depends linearly 
on Ap as a consequence of choosing the Lorentzian fre- 
quency spreads, the perturbation wavelength along the pro- 
ton bunch is roughly proportional to the square root of the 

proton line density, and the damping of instability in the 
long time as described in the analytic solution. At large t, 
the numerical solutions show that the growth or the damp- 
ing rate depends weakly on Ag. 

Our main interest is to investigate the initial evolution 
of perturbations. The following is a summary of general 
characteristics observed in the numerical solutions: 

(i) The initial growth or damping rate does depend on Ag. 
The dependence diminishes as time increases. This result 
is not covered by the asymptotic solution in Eq. (4). 

(ii) The dependence of the growth rate on Ap is not affected 
by the initial conditions. 

(iii) Since the growth rate given in Eq. (6) is a local quan- 
tity, and because we are considering the one-pass interac- 
tion between the electrons and the protons, initial pertur- 
bations with quarter wavelength comparable to the bunch 
length have strong influence on the initial growth rate. Fur- 
ther, the growth rate at any location is not affected by 
the perturbations behind. Typically, constant-amplitude 
(or constant-envelope) sinusoidal perturbations with wave- 
length substantially smaller than the bunch length are ini- 
tially damped at a rate near Ap. For similar perturbations 
having tilted envelope, the initial damping rate is shifted 
from Ap by certain amounts with a sign opposite to that 
of envelope's slope. The initial slope of the damping rate 
also shows the same kind of dependence on the envelope of 
initial perturbations. 

(iv) In the beginning, there is a transient period before the 
centroid motion, and hence the growth rate, is evolved into 
the asymptotic regime. During this transient period, the 
evolution of the growth rate depends on the density profile 
and other parameters in a complicated way, e.g. the growth 
rate may oscillate. The system stability can not be judged 
base on the momentary sign of the growth rate. 

(v) The length of the transient period for the growth rate to 
evolve into the asymptotic regime appears to be indepen- 
dent of Ap. Variations of other parameter values, like the 
fraction of neutralization, that make the system less stable 
tend to shorten the transient period. 

(vi) The initial growth rate estimated in Eq. (6) is usually 
much higher than the simulation results. Estimates of sta- 
bility threshold made by using Eq. (7) appear to be too con- 
servative in general. 

As an example, we focus our study here on a few spe- 
cific density profiles and initial conditions with Ap and 
proton intensity chosen near the stability threshold. Thus, 
we consider a constant Ae and four types of Ap: constant, 
elliptical, parabolic, and quartic (parabolic squared). Four 
initial perturbations on the proton centroid are investigated: 
wavelength proportional to ^/A^, noise, 100 MHz, and 250 
MHz. All four initial perturbations have a same constant 
envelope. The electron centroid was assumed to be unper- 
turbed when entering the proton bunch. The following PSR 
parameter values were used for computation: 7 = 1.85, 
o = 1.5 cm, the circumference C = 90 m, 2.74 x 10^^ 
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protons per bunch, uip = 40 MHz, and L/v = 200 ns (for a 
short bunch). We assume Ap = 0.125%W/3, Ae = 1.25w^, 
and a flat amount of electrons corresponding to a 2% of 
charge neutralization in the case of constant proton line 
density. For the four types of Ap considered here, the peak 
electron bounce frequency in the proton bunch is between 
100 MHz and 200 MHz. 
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Figure 1: The growth rate at the tail of the proton bunch 
as a function of the turn number in PSR for different ini- 
tial conditions and the growth rate computed using Eq. (6). 
ParaboUc proton line density is considered here. 
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Figure 2: The amplitude of oscillation for the proton cen- 
troid is shown as a function of the turn number in PSR for 
the cases considered in Fig. 1. The ordinate has an arbitrary 
unit. 

Shown in Fig. 1 is the growth rate at the tail of the pro- 
ton bunch as a function of the turn number in PSR for dif- 
ferent initial conditions and parabolic proton line density. 
The growth rate computed using Eq. (6) is also shown for 
comparison. The corresponding amplitude of proton cen- 
troid oscillation is shown in Fig. 2. Figure 3 shows the 
growth rate at the tail of the proton bunch as a fimction 
of the turn number for different proton line densities and a 
same noise initial condition. It is seen that the initial per- 
turbation with wavelength proportional to i/A^ is the least 

stable one among the four initial conditions considered. 
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Figure 3: The growth rate at the tail of the proton bunch as 
a function of the tum number in PSR for different proton 
line densities and a same noise initial condition. 

CONCLUSIONS 

We have carried out a numerical study of the transverse 
e-p instability using the centroid equations derived from 
Lorentzian distribution of particles' oscillation frequencies 
and the model of one-pass interaction between the station- 
ary electrons and traveling proton bunch. Numerical re- 
sults were compared with the asymptotic solution. Good 
qualitative agreements were found when the initial pertur- 
bation in the numerical solution is evolved into the asymp- 
totic regime at large time. The initial evolution of perturba- 
tions was investigated for various proton line densities and 
initial conditions of the proton bunch. Some qualitative un- 
derstanding has been acquired from these numerical solu- 
tions. Notably, we found that the asymptotic solution tend 
to overestimate the growth rate and the frequency spread 
of proton oscillation required for stability in general. Thus, 
unlike the situation in analyzing a usual beam stability, the 
extrapolation of the growth rate from the asymptotic regime 
to the initial state is much more restricted for the e-p in- 
stability in a bunched beam of non-uniform line density. 
We also found that the perturbations with frequency below 
the peak electron bounce frequency have stronger influence 
on the initial growth rate than the high-frequency perturba- 
tions. 
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RF IMPEDANCE MEASUREMENTS ON THE DARHT-II ACCELERATOR 
INTERCELL ASSEMBLY* 

W.M. Fawley* and S. Eylon, LBNL, Berkeley, CA 94720-8211 USA 
R. Briggs, SAIC, Walnut Creek, CA 94596 USA 

Abstract 
We report upon recent experimental measurements 

made of RF properties of the intercell assembly of the 
second axis accelerator[l] of Dual Axis Radiographic 
Hydrodynamic Test (DARHT) facility at LANL The 
intercells provide both pumping and diagnostic access to 
the main DARHT-II beamline. Their design includes a 
pumping plenum separated from the main beam pipe by 
return current rods together with RF shielding provided 
by a copper-coated stainless steel mesh. Measurements 
using the twin lead technique (see Ref. [2]) at low 
frequencies (f< 200 MHz) suggest a constant value for 
the ratio TI of the radial and azimuthal magnetic field 
components to which the transverse impedance is linearly 
related. We find that these results compare favorably to 
predictions from a simple analytic, lumped circuit model 
which includes the effects of the mesh and return current 
rods. We also present RF loop-to-loop frequency scans 
above beam pipe cutoff (-600 MHz) showing the 
existence of many RF modes with relatively high g's. 

INTRODUCTION 
The main fimction of the intercell assemblies on the 
DARHT-II accelerator is to provide both adequate 
pumping and diagnostic access to the beamline between 
cell blocks. The intercell design also must provide a low 
impedance path for the electron beam return current, and 
adequate RF shielding of the beam from possible high Q 
RF modes in the pumping plenum box. In this paper we 
describe recent measurements of both the impedance and 
the RF mode structure of the intercell assembly. We first 
describe the intercell design and then summarize analytic 
predictions for the effective impedance of the wire mesh. 
We then describe our measurement setup and technique 
followed by the twin lead impedance results at low and 
high frequencies. 

EVOLUTION OF THE DARHT-II 
INTERCELL DESIGN 

Originally, the intercells in DARHT-II were to be spaced 
every eight accelerator cells but then, due to ion hose 
growth concerns, the spacing was reduced to every six, 
thus increasing the pumping effectiveness by a ratio 

2 
(8/6) . The electron beam current retum path across the 
intercell is provided by eight,  l/4"-diameter, stainless 
steel retum current rods spaced uniformly in azimuthal 
angle around the pumping plenum opening at the beam 
tube radius (=5"). Then non-specific concems about the 

possible existence of high frequency, high Q, RF modes 
in the pumping plenum led to a request that RF shielding 
consisting of a conducting mesh be placed around the 
retum current bars. The selection of wire mesh parameters 
involved tradeoffs, since the "geometrical transparency" 
of this mesh needed to be as high as possible for pumping 
effectiveness but the larger the mesh holes, the larger the 
effective RF impedance. Some initial analysis and 
calculations were then done concerning the impedance of 
a mesh. The mesh chosen was a square 20-mm grid 
composed of 0.56-mm diameter stainless steel wire 
resulting in a geometrical transparency of about 94%. It 
was then speculated that since the (effective) dipole L/R 
time of the SS mesh might be less than one microsecond, 
transverse resistive wall type amplification of low 
frequency corkscrew displacements, etc., might be an 
issue and the mesh was coated with approximately 1 mil 
of copper to reduce its resistance. In all, there are 11 
intercells in DARHT-II, 4 with and 7 without solenoid 
magnets. Figure 1 shows a CAD representation of the 
intercell structure and its components. 

ANALYTIC RF IMPEDANCE MODEL 
FOR THE WIRE MESH 

We developed a simple analytic model to estimate the 
effective RF impedance of the wire mesh/reutm current 
rod assembly. First, we presume that at RF wavelengths 
much greater than the wire spacing s, the mesh impedance 
is dominated by the self-inductance (which is associated 
with the time-dependent magnetic field in the mesh 
openings) and the wire resistance. The transverse 
interaction impedance of a gap region of length w 

ju   w 

where b is the beam pipe radius and 77 is a complex 
dimensionless number giving the ratio of radial magnetic 
field in the gap to azimuthal magnetic field at the wall 
several beam pipe radii away from the gap. For a mesh- 
covered gap at relatively low frequencies, rj scales as: 

rj = — 
Hr\r=b sK 
K zO Inb 

*Woik supported by U.S. DOE under Contract No. DE-AC03-76SF00098 
'lWMFawley@lbl.gov 

Here KJ^Q is the surface-area-averaged dipole return 
current, s is the mesh spacing, and A^ is a logarithmic 
factor relating the magnetic energy around the mesh wires 
(with radius p) to their lumped inductance: 
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Note that this formulation is for TM-Iike modes; since EQ 

is shorted out by the wire mesh, TE-like modes should be 
strongly suppressed. The 8 thick, return current rods also 
contribute to the inductance; putting this in parallel with 
the mesh inductance reduces ;; by ~ 1.5 resulting in an 
estimated final value of |;7| = 0.045 . A key result here is 
that the low frequency impedance is predicted to be 
independent of fi-equency in the range of validity of the 
model. 

EXPERIMENTAL SETUP AND 
TECHNIQUE 

A "twin-lead/twin loop" technique was used to measure 
the transverse RF impedances of the intercell structure, 
similar to that previously used to measure DARHT-II 
accelerator cell transverse impedances (see Refs. 2 and 3). 
A production intercell was mounted on a support stand 
with 3-foot long, 10"-inner diameter "surrogate" beam 
tube sections clamped on both ends. A 2-meter long twin 
lead made of two, l/2"-diameter copper tubes with their 
centers transversely spaced 1.5" apart was placed on the 
longitudinal axis of the system The twin lead was excited 
by the +/- output from a balun, itself driven by output 
fi-om a HP-8751A network analyzer. The twin lead was 
terminated at the other end in its characteristic (TEM 
mode) impedance (about 214 ohms). A "spider" of 
resistors connected the midpoint of the 214-ohm resistor 
to the tube (ground) in order to match any "monopole" 
(i.e. common mode) currents (+,+) that might be 
generated (see Ref. [3]). Termination in the characteristic 
impedance ensures that the dipole RF fields will be in the 
form of a traveling wave, which simulates the transverse 
fields of a relativistic beam with a transverse 
displacement oscillating (in the laboratory fi-ame) at 
frequency/ 

Return current rods Pumping port 

Pumping plenum 

Fig. 1 - Depiction of DARHT-II Intercell Assembly 

A small loop (a 3/8" ID loop made with a miniature coax 
wrapped in a circle) was used for the impedance 
measurements over the full fi-equency range (i.e. 1-2000 
MHz) highlighted in the following section. Each loop was 
attached in one of two possible configurations to the end 
of a solid copper coax and then inserted into the pumping 
plenum through the one of the diagnostic ports (see Fig. 
1). One configuration had the loop axis perpendicular to 

the coax line and was used to detect the Bg or Bz field 
components. The other configuration involved the loop 
being bent at 90 degrees in order to detect B^ . Each type 
of loop could be inserted through the wire mesh to 
measure fields on the inside "beam tube" region as well as 
the outside pxmiping plenum region. The twin lead was 
oriented azimuthally in the tube so that one of the 

diagnostic ports would be aligned with the maximum Bj 
component (perpendicular to the plane of the twin lead), 
while another (i.e. orthogonal) diagnostic port would be 

located at the maximum of BQ . In order to measure the 
low level RF signals in the plenum region, we had to wrap 
tin foil shields over the twin lead input and termination 
ends to minimize stray RF emission. 

To make a quick survey of the resonant frequencies and 
Q's of RF modes localized primarily in the plenum 
pumping box region, we used the usual loop-to-loop 

coupling method (see, e.g., Ref. [3]). The Br and S^loops 
were each inserted radially about halfway into the plenum 
through different diagnostic ports, wifli the feed coax 
clamped to the side of the port (the twinlead assembly 

was removed for these particular measurements). The Bg 

loop was driven by the network analyzer while the Br 
loop was used as the pickup. 

RESULTS 
Figures 2&3 show typical frequency scan data obtained 

with the Bg and Br loops. The RF field amplitude scale 
changed by a factor of 20-40 between the measuremeiits 
made inside the liiesh compared with those made outside. 

100     200     300    400     500 

Frequency (MHz) 

Fig. 2 - 5^measured inside wire mesh at r = 4.625". 

Both inside and outside the mesh,, the loop signals rose 
linearly with fi-equency up to about 200 MHz at all radial 
positions. This behavior implies that t) is independent of 
frequency over this "lower frequency band", in agreement 
with the predictions of the simple analytic model 
discussed above. At frequencies above -200 MHz, the RF 
magnetic fields of the twin lead inside the mesh showed 
both a general decrease in amplitude and an oscillatory 
structure versus frequency. These oscillations are likely 
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due to a combination of mismatches at the higher 
frequencies and excitation (possibly due to stray 
inductances) of common mode currents on the twinlead. 

1600 T- 

— I200J  

800 ■■ 

S   40Dt - 

100     200     300     400     500 

Frequency (MHz) 

Fig. 3 -Bj measured inside wire mesh at r = 2.875". 

The fields deep inside the plenum, on the other hand, 
drop little at higher frequency. This implies that the RF 
field penetration through the mesh and the magnitude of 
the transverse impedance (aztf) both increase with 
frequency in this range. 

A value for r\ may be determined by extrapolating a 
value for B^ inward to the mesh radius from data outside 

the mesh and a value for Bg outwards to the mesh from 
data inside the mesh. The result as a function of frequency 
is displayed in Fig. 4 and shows virtual no dependence 
upon/below 200 MHz as expected analytically. 

* > I   —» I I     I t 

Fig. 4 - Reduced r\ factor from twinlead data 

fflGH FREQUENCY MEASUREMENTS 
We made several twin lead high frequency (0.5 to 2.5 
GHz) scans of the network analyzer pickup signal (S12) 
fin the intercell plenum. For some of the "stronger" 
resonances, g's were measured and found to be as large 
as -800. As might be expected from applying a simple 
analytic pillbox model with the 6.5" radial separation of 
the mesh from the outer plenum boundary at 11.5", the 
resonant frequencies of the modes appearing in these 
scans are all above 800 MHz. Figure 5 shows a sample 
measurement; in this particular case, conducting plates 
were clamped over the pumping ports. When the 
conducting plates were removed, the g's dropped ~4-fold. 
The 1.69 GHz mode was common to both cases with a Q 

value of (680, 140) for plates (on,off). Since the actual 
pump boundary is relatively far away, we believe the 
"plate-ofF' case is more likely to be representative of the 
actual situation in a working DARHT-II intercell. Due to 
time constraints, we were unable to investigate the mode 
field structure and could not determine the relevant Zi_. 

„200(- 
3 
m 
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00 c 
a 

■S1000 
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500 900 1300 1700 2100 2500 
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Fig. 5 - High frequency scans of the intercell plenum 

CONCLUSIONS 
Our twin lead measurements at frequencies below beam 
pipe cutoff (690 MHz) show no indication of dangerous 
resonant modes. In general the impedances are low with T^ 
values ranging from 0.04 to 0.08. Compared with an 
individual accelerator cell, each intercell has a reactive 
impedance ~3 times smaller. At the lower frequencies the 
measurements are in good agreement with simple analytic 
models of the shielding effects of the wire mesh. 

From our preliminary RF mode studies at frequencies 
above cutoff we found that there is a "forest" of relatively 
high Q modes in the intercell above 800 MHz or so. It is 
possible (but not at all certain!) that one of these could 
couple to the beam (although early commissioning results 
at ~1.3 kA do not show any obvious beam transport 
difficulties from such high frequency modes). We suggest 
that the DARHT-II commissioning team insert some RF 
loops in diagnostic ports of one or more of the intercells 
to monitor the RF behavior. 
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THE STABILIZATION OF BUDKER-CHIRIKOV INSTABILITY BY THE 
SPREAD OF LONGITUDINAL VELOCITIES 

Yu.Ya.Golub, 
Moscow Radiotechnical Institute, 132 Warshavskoye shosse, 113519 Moscow, Russia, 

E-mail: yurigolub@mtu-net.m 

Abstract 
The two-beams electron - ion system consists of a 

nonrelativistic ion beam propagating co-axially with a 
high-current relativistic electron beam in a longitudinal 
homogeneous magnetic field [1]. The effect of spread of 
longitudinal velocities of an electron beam on instability 
Budker-Chirikov (BCI) in the system is investigated by 
the method of a numerical simulation in terms of the 
kinetic description of both beams. The investigations are 
development of investigations in [2]. 

Is shown, that the increasing of spread of longitudinal 
velocities of electron beam results in the decreasing of an 
increment of instability Budker-Chirikov and the 
increasing of length of propagation of a electron beam. 

1 BASIC EQUATIONS 
We investigate a two-beam electron—ion system 

consisting of a nonrelativistic ion beam propagating co- 
axially with a high-current relativistic electron beam. The 
both beams are injected in equilibrium into drift tube. The 
spread of longitudinal velocities of an electron beam are 
took place. The kinetic description- of both beams is 
provided by means of solutions of the Vlasov equations 
for the electron and ion distributions functions, y^j (t, z, r, 
Vz, v„ ve ). The equations for the scalar potential and the 
three component of the vector potential are used for 
finding the electromagnetic fields. The equations are 
solved in the long-wave (3^ /5z^ « Ax ), low-frequency 
(5^ Id? « c^ Ax), axial-symmetric (5 /59 = 0) case, where 
Ax is the transverse part of the Laplace operator. 
Boundary conditions for the potentials fellow from the 
system's axial symmetry, the presence of conducting tube 
with radius R and the gauge condition div A - Q. The 
Vlasov equations are solved by the macroparticle method. 
It is assumed that the steady-slate process is periodic in 
time set with a frequency (o. In this case it is convenient 
to use the longitudinal coordinate z as the independent 
variable, using the relation d/dt = (1/ Vz) d/dz, where Vz, 
is the velocity of a given macroparticle. The problem is 
then reduced to the evolution of a periodic-in-time system 
on z. 

The periodic in time (with fi-equency w) potential 
function are of the form 

which is substituted into the equations for the potential 
components and integrated over a time period. The 
equations for the four components of the 4-potemial Ai,( 
Ari A; =47tpi , i= 1, 2, 3, 4 Ari is the radial parts of the 
Dalamber operator, and pi are the components of the 4- 
density) are solved at every z~cross-section by the grid 
method. 

The electron beam was divided into a number of 
fractions, which have different longitudinal velocities. 
The amount of fraction is odd nimiber. Each fraction 
distinguish from another on the same velocity. One from 
the fractions have velocity, which is equal to the average 
electron beam velocity. The others flections are 
symmetrical arrangement in pairs around of the fraction 
with average velocity. The quantity of the spread of 
longitudinal velocities of an electron beam is equal to 
difference between the last fraction and average velocity 
divided on average velocity and multiply on 100%. 

2   BCI INSTABILITY 
The important of the instabilities in the two-beaih 

electron—ion system are the Budker-may be solved by 
using of ion beam undulator. We investigate the ion - 
beam undulator which Chirikov instability (BCI) [3,4]. 
They are connected with the resonance of the slow- 
cyclotron wave of tile electron beam and the fast 
Langmure wave and fast betatron wave of the ion beam, 
respectively. Unlike [1], the spread of longitudinal 
velocities of an electron beam are took place. 

The Budker-Chirikov instability take place in that case. 
The instability in the time periodic regime is displayed in 
the growth of the radial modulation amplitude of both 
beams along the longitudinal coordinate. Also the BCI is 
developed in exponential growth of the potential 
amplitude. The BCI increment decreases with the increase 
in spread of longitudinal velocities of an electron beam. 

The dependence of space increment E of BCI on the 
spread of longitudinal velocities of an electron beam is 
shown in Fig. 1. The electron beam current J= 0.5 kA, ion 
longitudinal velocity b=0.03, average relativistic factor 
g=3, longitudinal magnetic field 1 kG, the drift tube 
radius R = 1.5 cm, ion beam density ni=f*ne, f=l/9, the 
electron and ion beam radii = 0.6*R. The resonance 
frequency is to the increment maximum. 

G(t,z,r) = G(z,r)-f-Re XG(z.r)-e lj<ot 

0-7803-7738-9/03/$17.00 © 2003 IEEE 3101 



Proceedings of the 2003 Particle Accelerator Conference 

0.020 

0.016- 

0.012- 
111 

0.008- 

0.004- 

0.000 
10.00  20.00  30.00 

spread, % 
Fig.l: The dependence of space increment E of BCI on 
the spread of longitudinal velocities of an electron beam 
is shown in Fig. 1. 

We see in Fig.l, that the BCI increment is decreased 
with decreasing of the ion beam radius. Because amount 
of electrons in resonance is increased. 

If the spread of longitudinal velocities of an electron 
beam are large than 15%, BCI is saturation by nonlinear 
mechanism [1]. Electron beam don't destroy, if the spread 
of longitudinal velocities of an electron beam are large 
than 15%. Thus electron beam with the spread of 
longitudinal velocities must propagate without destruction 
with the ion beam. 
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NEW VORTICES IN AXISYMMETRIC INHOMOGENEOUS BEAMS 

Yu.Ya. Golub, 
Moscow Radiotechnical Institute, 132 Warshavskoye shosse, 113519 Moscow, Russia, 

E-mail:   yurigolub@mtu-net.ru 

Abstract 
We analyzed localized vortices in non-neutral 
inhomogeneous by density and velocity electron beams 
propagating in vacuum along the external magnetic field. 
These vortices distinguish from well-known vortices of 
Larichev-Reznik or Reznik types, which used in [1]. New 
types of vortex are obtained by new solution method of 
nonlinear equations. The new method is development of a 
method described in [2], That method distinguish from 
standard Larichev-Reznik or Reznik method, which used 
in [1]. It has been found new expression for electric field 
potential of vortex in a wave frame. The expression is 
axisymmetric in a wave frame. New vortices are new 
solitons. New vortices are the result of external 
distxu-bances or the appearance and development of 
instabilities like for example a diocotron instability in 
hollow beams and a slipping-instability in solid beams. 

1 BASIC EQUATIONS 

We investigate the nonrelativistic electron beam, 
which propagating in vacuum along the external 
homogeneous magnetic field Bo in z-direction of 
cylindrical coordinate system (r,8, z). An equilibriimi and 
homogeneous by 6 and z state of the system is 
characterized by radial distributions of electron density 
no(r) and velocity Vo[0,voe(r), Voz(r)] and the electron field 
potential (po(r). We assume Q)c^»(Op^, where (Dp - the 
plasma electron frequency, cOc - the electron cyclotron 
frequency. 

We investigate the nonsteady state of the system 
characterized by the deviations n, v, (p from equilibrium 
values of no, VQ, (po. The solution of the motion and 
continuity equations for the particles and Poisson 
equation for the electric fields potential we choose in the 
form of a travelling wave in which all the parameters are 
functions of the variables r and Ti=9+kzZ-cot with the 
constant wave number kz and frequency co. If we neglect 
by inertial drift of the electrons due to large value of cOc, 
we obtain equation as in [3]: 

A^(p-A(p + S(p\(p-^!^r' 

where 

2c 

^af ag   8f ag^ 

= 0   (1) 
r.l 

^dr dr[    dr\ dr 

A = - 

S = 

k,(k,-hk,W    kX 
co: Vo^d 

(l<z+kv)e 
mcoj 

K=^ ''- 
(oj dr 

^ ^y^du. 
co.r dr 

Vo=Voz(0) 

cOd=(o-k^Vo,- '08 

m and -e - the electron mass and charge, c - is the speed 
of light. Ax is the transverse part of the Laplace operator. 

2 LOCALIZED VORTICES 

In [4-5] Larichev V.D. and Reznik G.M. solved the 
equation (1) only then, when neglected term Scp^. Thus 
they obtain solution knows as Larichev-Reznik. But we 
don't neglect that nonlinear term. We obtain nonlinear 
equation 

a^cp  lacp 
. + __r_A(p + S(p^ =0. (2) 

ar'    r ar 
The nonlinear equation (2) is distinguish from KdV and 
Bessel. We obtain the approximate solution the equation 
(2) by original method. The method is the functional 
iteration method. The next (n+1) iteration obtain from 
equation: 

(p(n«) ^ (p(n) ^ sign(T<">(0))*-(T<^'(r))  (3) 
A 

where T*"' - the residual of cp*"' in (2): 
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T<") = 

n(0); 

(n) ■-A(p'"> +- 
ld(p (n) 

r   3r 
• + S((p<"))' 

<p-' is the solution for KdV equation: 

2S 
1 

ch VX ^^ 

The equation for first iteration: 

(p(')=(p(0)_l 
A 

First iteration cp' 

fa^cp"" 
ar^ 

-Am""+i -A<' + lacp' (0) 

r   ar 
-S((p'°'f 

SVA 

^«=- 

sec«   VAr + tanh 
vAr 

25'r 

That iteration cp*'' is the approximate solution the 
equation (2). We can obtain (p^^\ then cp'^', et al. The 
iterations (p'^' and cp'^' is the approximate solution the 
equation (2). The second iteration equation cp*^' 

(p(^)=- 
r-^2 d\ 

dr' 
<"^ia(p ,0) 

r  ar 
- + S((P^'>) 

A 

The dependence of (p'°' - dot line, (p^'^ - solid line, (p*^' 
- dash dot line, (p*'' - dash line - on the radius r is shown 
in Fig. 1 for A=l cm"^ and S=l cm^V'^^sec. We see that 
the maximum amplitude (p<"^ approach to constant with 
increase n. 

We see that the (p''> and (p^^' are closely to cp'^'. Thus 
the functional iteration method for the approximate 
solution have convergence. 

Thus we obtain the approximate solution, which 
exponentially decreases with radius r. That approximate 
solution is continuous function in first differential in 
contrast to Larichev-Reznik solution. That approximate 
solution is near KdV solution at large r. It has been found 
new expression for electric field potential of vortex in a 
wave frame. The expression is axisymmetric in a wave 
frame. New vortices are the result of external 
disturbances or the appearance and development of 
instabilities like for example a diocotron instability in 
hollow beams and a slipping-instability in solid beams. 
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Fig.l: The dependence of (p*"' - dot line, cp*" - solid 
line, (p<^' - dash dot line, cp^^' - dash line - on the radius r. 
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BEAM INSTABILITIES AT THE PLS STORAGE RING 

Eun-San Kim, Pohang Accelerator Laboratory, POSTECH, Pohang, 790-784 Korea 

Abstract 

A simulation method to obtain beam tail distribution and 
beam lifetime in electron storage rings has been applied to 
the 2.5 GeV Pohang Light Source. The simuations were 
performed to obtain transverse and longitudinal tail distri- 
butions due to beam-residual gas bremsstrahlung, beam- 
residual gas scattering and intra-beam scattering at the Po- 
hang Light Source. The beam lifetime that is obtained by 
the simulation is estimated to be around 19 hours in beam 
current of 180 mA. It is shown that the simulated beam 
lifetimes well agree with those of on normal operation. 

INTRODUCTION 
The distribution of particles in a bunch can be divided 

into two regions: the core region at small amplitudes and 
the tail region at large amplitudes. The core distribution de- 
termines the brilliance in the synchrotron light source and 
the tail distribution may affect the beam lifetime. A sim- 
ple and fast simulation method was proposed to obtain the 
beam tail due to rare random processes[l][2]. The simu- 
lation method investigates the beam tail distributions gen- 
erated by rare and large-amplitude processes from the core 
distribution. In this paper, the same simulation method was 
applied to the 2.5 GeV Pohang Light Source (PLS). To see 
the effects of beam tails in the transverse and longitudi- 
nal distributions, we considered the cases of beam-residual 
gas scattering, intra-beam scattering and beam-residual gas 
bremsstrahlung. The beam lifetime at the PLS is also esti- 
mated in a simulation and the beam lifetimes obtained from 
the simulation show good agreements with those of on nor- 
mal operation. 

DESCRIPTION OF THE SIMULATION 
METHOD 

This section reviews the simulation method which fol- 
lows from earlier work[l][2]. The simulation starts with n 
macroparticles that are given randomly with specified vari- 
ances in six-dimensional phase space. Each macroparticle 
(i) has a particle number [Ni). Let p be the probabiUty that 
an electron undergoes a random process during one turn. 
Once an electron in a macroparticle undergoes this process 
(the probabihty P is Nip), we create a new macroparti- 
cle (n + l)th. This new macroparticle has one particle 
(JVj+i = 1) and the macroparticle which has undergone 
a random process now has a number of particles (JVj - 1). 

We assume that the variation in the random variable 
due to a random process is limited to a range between 
a minimum and a maximum value. To obtain the vari- 
ation, first, calculate the probability (P), and generate 

one uniform random number ( 0 < a; < 1). If a; < 
P, a random process occurs for the macroparticle. Sec- 
ond, generate a uniform random number (^i) in the inter- 
val between the minimum value (fie) and the maximum 
value {Om) and one uniform random number in the in- 
terval 0 < 2/ < {da{e)/de)max, and compare y and 
{da{0)/d8)g=e^. Here 9 is the scattering-angle random 
variable and {da{e)/d6)e=e' is the cross section corre- 
sponding to e'. If 2/ < {dafi)/de)g=ei, a random vari- 
ation corresponding 6i is given to an electron. If y > 
{da{0)/d6)e=B-^, discard these 6-^ and y, and generate new 
6i and y until the relation y< {da(e)/d9)e=e^ holds. 

Each macroparticle in the simulation is tracked as fol- 
lows: 

1. Input We use the following mormalized variables in 
tracking: 

HX-^X Y=y- 

(7° a?'        Eoa° 

(1) 

(2) 

Here, the a", a°, fi^ and py are nominal horizontal beam 
size, nominal vertical beam size, horizontal and vertical be- 
tatron functions, respectively. Eo, a°, a° and e'(= E-Eg) 
are the nominal beam energy, nominal bunch length, rela- 
tive energy spread and energy deviation due to a random 
process, respectively. 

2. Random process When a transverse random process, 
such as beam-residual gas scattering, occurs, the momenta 
of a particle are varied by 

r-^.Q. (3) 

Here, the scattering angle {9) is given by values between 
the minimum cutoff angle and the transverse aperture of 
the beam. < = a°Jp^ and a'y = a°//?y. 

3. Betatron oscillation 
4. Synchrotron oscillation 
5. Synchrotron radiation 
In the simulation program, it is assumed that new 

macroparticles do not undergo the random processes and 
are not tracked after they are produced by the random pro- 
cesses, although the original macroparticles are continu- 
ously tracked. CPU time at this simulation can be reduced 
by this method, and we can perform long-term runs. 
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BEAM TAIL DISTRIBUTIONS BY A 
SIMULATION MODEL 

It was shown that there is no great differences in their 
equilibrium states if we track over around 20000 macropar- 
ticles. We performed a weak-strong simulation with 30000 
macroparticles in the phase spaces. 

Beam-Residual Gas Bremsstrahlung 

The differential cross section for an energy loss due to 
bremsstrahlung between E and E + dE is given by[4] 

j .      2ryrr,,-,.<i^E',E^ + E'^     2,,        183       1, 
da = Aar;Z(Z+l) — TT (—^ ; )loe—;—{—, 

(4) 
where Z, a and Ve denote the atomic number, the fine- 
structure constant and the classical electron radius, respec- 
tively. If we expand Eq.(5) by -^ and take first-order term, 
we obtain 

183 1 ,du 
da = 4QrfZ(^+l)(-log-— + -)-.      (5) 2i/3 u 

We assume that one type of molecule uniformly exists in 
the ring. 

Beam-Residual Gas Scattering 

The cross section of the elastic scattering with an atom 
is given by[4] 

— - f?^ 1 

V       '  "mini 
(6) 

where fi is the solid angle, 6 the scattering angle, Z 
the atomic number, Ve the classical electron radius, 7 the 
Lorentz factor and the screening of the atomic electrons is 
accounted by the angle 6min- 

To obtain scattering angle, first, calculate the 
probability(P) that is scattered at higher angles 0 than 
minimum scattering angle Oa, and generate one uniform 
random number (0 < a; < 1) each turn to decide whether 
the scattering occurs or not. If a; < P, the scattering angle 
is defined by 

e^ejsfR, (7) 

where R (0< 21 <1) is the other uniform random number. 
On the other hand, beam-residual gas scattering causes the 
changes of momenta of a particle in the horizontal and the 
vertical directions. Then, third random number is used to 
define azimuthal angle (j) which is the angle between the 
horizontal and scattering planes. To obtain the changes 
of momenta due to the scattering in the normalized mo- 
menta, we have to multiply Ox = Ocoscj) and ey= flsin^ 
with the value Px/(^x> l^y/^y, respectively, taken at the po- 
sition where the elastic scattering takes place. We use 4 m 
and 5.5 m as the average values of P^ and 0y in the ring, 
respectively. 

Intra-beam Scattering 

The Touschek effect describes collision processes which 
lead to loss of both colliding particles. In reality, however, 
there are many other collisions with only small exchanges 
of momentum. Due to a scattering effect, two particles can 
transform their transverse momenta into longitudinal mo- 
menta. If the new longitudinal momenta of the two par- 
ticles are outside the momentum acceptance, the particles 
will be lost. The differential cross section for Coulomb 
scattering of two particles with equal but opposite momenta 
in the non-relativistic approximation is given by the Moller 
formula[5]: 

da 4r2 
(8) 

where z> is the relative velocity in the center of mass system 
and 9 is the scattering angle. Note that the scattering an- 
gle is measured in the laboratory system, while intra-beam 
scattering cross section is evaluated in the center of mass 
system. Accordingly, in order to obtain the scattering angle 
in the center of mass system, we have to perform a Lorentz 
transformation of the momentum and energy of a particle 
from laboratory system to the center of mass system. Then 
the new momenta are transformed back to the laboratory 
system. 

Fig.l shows the horizontal, vertical and longitu- 
dinal beam distributions due to beam-residual gas 
bremsstrahlung, beam-residual gas scattering and intra- 
beam scattering, respectively. 

BEAM LIFETIMES AS A FUNCTION OF 
APERTURES 

We obtain the lifetime by using average px,y in stead of 
P{s) in the ring. The pressure-levels in total beam currents 
of 180 mA and 120 mA on normal operatoin at the PLS 
are 0.6 x 10"^ Torr and 0.45 x 10"^ Torr, respectively. 
The number of bunches on the operation is 400. Table 1 
shows simulated beam lifetimes due to the bremssti^lung 
as a function of the energy apertures. The lifetimes are ob- 
tained when the horizontal and the vertical apertures are set 
to lOOo-^ and IOOCT^, respectively. Table 2 shows the simu- 
lated beam lifetimes that result from the beam-residual gas 
scattering and intra-beam scattering as a function of ver- 
tical aperttire. The lifetimes are obtained when the hori- 
zontal and the energy apertures are set to IOOCT^ and 1.5%, 
respectively. 

Comparison with operational beam lifetime 

If we estimate the beam lifetime due to above considered 
three random processes, it gives the beam lifetime around 
18.9 hours in the single bunch with beam current of 0.45 
mA under of vacuum pressure of 0.6 xl0~^ Torr for the 
transverse apertures of 100(7^, lOOo-^ and energy apettare of 
1.5%. Fig.2 shows the beam lifetimes as a function of beam 
current on normal operation at the PLS which includes 400 
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bunches. It is shown that the beam lifetimes obtained from 
the simulation show good agreements with ones obtained 
on normal operation. 

DISCUSSION AND CONCLUSION 

We have established the simulation method to obtain 
beam tail distributions due to the incoherent random pro- 
cesses. This simulation method provides a simple and fast 
means to obtain the tail distributions due to various ran- 
dom processes in the storage rings. Intra-beam scattering 
at the PLS more affects transverse tails than the beam- 
residual gas scattering. The tail distributions due to the 
beam-residual gas and intra-beam scatterings are obtained 
by considering relative large angle scatterings for the case 
of the PLS. These relative large angle scatterings only con- 
tribute a tail of large amplitude particles and do not affect 
the core of the beam distribution. Random processes influ- 
ence the lifetimes as well as the tails of the beam distribu- 
tion. The simulation study on the lifetime was performed 
as a function of the apertures. This simulation method for 
beam tails is also used to obtain the beam Ufetime. This 
simulation showed good agreements with the operational 
beam Ufetime. 
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Table   1:     Lifetimes   due   to   the  beam-residual   gas 
bremsstrahlung 

Energy aperture 1.2% 1.5% 1.8% 
Lifetime(h) 297.4 461 797.6 

Figure 1: (a) Horizontal, (b) vertical and (c) longitu- 
dinal beam distributions due to the beam-residual gas 
bremsstrahlung, beam-residual gas scattering and intra- 
beam scattering after 560,000 tums. The horizontal axes 
are X and Y, the distance normalized by the nominal hori- 
zontal and vertical beam sizes and E, the enei-gy deviation 
normalized by the relative energy spread. The vertical axes 
represent the distribution in X, Y and E measured using 
the logarithmic scale. 

Table 2: Lifetimes due to the beam-residual gas scattering 
and intra-beam scattering. 

Vertical aperture 80a; lOOa; 120< 
Gas scattering(h) 
Intra-beam scattering(h) 

319 
19.4 

487.4 
20 

731 
20.5 

110 120 130 140 150 160 170 180 190 

Beam current (mA) 

Figure 2: Circles show the simulated beam Ufetimes that 
are obtained from the tracking of the beam-residual gas 
bremsstrahlung, beam-residual gas scattering and intra- 
beam scattering. Black line shows the beam lifetime verse 
beam current on normal operation. 
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SIMULATIONS ON WAKEFIELD EFFECTS IN THE ELECTRON BEAM 
AT THE 2.5 GeV PLS LINAC 

Hoon Heo#, Eun-San Kim, Sang-Hoon Nam, Pohang Accelerator Laboratory, Pohang, Korea 

Abstract 
We investigated simulations on the effects of the 

wakefield on emittance growth at the 2.5 GeV PLS Unac. 
The effects of initial beam offset, bunch charge, 
misalignments of a accelerating structures and magnets on 
the emittance growth are considered in the simulation. It 
is shown that BNS damping effectively reduces emittance 
growths due to the these causes. Based on the simulation 
results, maximum possible beam current per bunch for the 
stable beam operation of linac is estimated to be 3 nC. 

INTRODUCTION 
Since the October 2002, PLS linac has been served as a 

2.5 GeV full energy injector. In the injector linac, a high- 
intensity, stable single bunched electron beam is required. 
It is well known that wake fields affect on the emittance 
growth and energy spread [1]. The longitudinal wake field 
causes an energy spread within a bunch as well as a 
decrease in beam energy, depending on the bunch length 
and the acceleration phase, while the transverse wake 
field induces an emittance growth related with a beam 
instability due to injection errors and cavity 
misalignments [2] [3]. Therefore, it is valuable to estimate 
both the longimdinal and transverse effects of a wake 
field concerning the 2.5 GeV PLS linac for optimum 
stable beam operation. Using a simulation code LIAR [4], 
we estimated the wake field effects on the PLS linac. We 
also considered the BNS damping to reduce the emittance 
growths due to the several causes. 

PLS LINAC 
The 2.5 GeV PLS consists of the storage ring as a 2.5 

GeV storage ring and a full energy linear accelerator as an 
injector. The 160 meter-long linac has a 44 accelerating 
columns powered by 12 klystrons. A total of 7 quadrupole 
triplets guide the accelerated electron beam through the 
linac. The pre-injector, which is the first 100 MeV section 
of the PLS linac, consists of an thermionic triode electron 
gun, an S-band prebuncher, an S-band buncher, and two 
accelerating columns powered by a klystron. The electron 
beams firom the pre-injector are accelerated to 2.5 GeV by 
42 accelerating columns powered by 11 klystrons of 200 
MW maximum output power. The 3m long accelerating 
column has a SLAC-type constant gradient structure with 
27t/3 operating mode [5]. 

The main simulation parameters of the 2.5 GeV PLS 
linac are listed in table 1. We assumed that the initial 
normalized emittance is 295 mm mrad referring the 
designed   value,   and   calculated   the   initial   Twiss 

parameters. Concerning the designed value of the bunch 
length of 2mm [5], the bunch length in the simulation is 
varied from 0.5 mm to 6 mm to see the effects of bunch 
length. In order to estimate the wake field effects, we used 
the short-range wake function of the SLAC type 
accelerating structure. The bunch in the simulation was 
represented with 20 slices having 2 macroparticles per 
slice. 

Table 1: Used parameters in this simulation 

Eo 0.1 [GeV] 

Ef 2.5 [GeV] 

I 1-20 nC 

YSjc.ysx 295x10* [mrad] 

Px.Py 8.32 M 

ax.Cy -0.9 

LONGITUDINAL WAKE FIELD EFFECTS 
Figure 1 shows dependence of bunch length on 

optimum off-crest phase, which is determined by tiie 
phase minimizing the final energy spread for the given 
bunch charge and the bunch length. 

The energy spread is estimated as a function of the 
bunch length, which is shown in Figure 2. In order to 
obtain the energy spread below 1 %, the bunch length 
should be below 3 mm. These results well agree with the 
Ogawa's Gaussian longitudinal wake field model [2]. 
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Figure 1: Optimum off-crest phase vs bunch length. 
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2 3 4 5 6 

Bunch Length a [mm] Figure 4: Typical energy spread profile. 

Figure 2: Dependence of bunch length dependence on the 
energy spread. 

TRANSVERSE WAKE FIELD EFFECTS 
Initial offset of the injected beam or beam defections 

along the Unac causes emittance growth fi-om the 
transverse wake field, as shown in figure 3. It is well 
known that the single bunch instability caused by a short- 
range transverse wake field can be cured effectively by 
BNS damping[6]. The BNS dancing is done with a 
position-correlated energy spread in the bunch, that is, 
AE/E>0 in the head and AE/E<0 in the tail, which makes 
the quadrupole lattices focus the tail particles, and hence 
compensates the defocusing wake field force by the head 
particles [7]. The energy spread is generated by creating a 
slope on the accelerating gradient over the bunch length 
through adjusting the rf phase with respect to the bunch. 
At the high-energy end, the klystron phase are shifted to 
make the bunch arrive early for final correction of the 
longitudinal energy spread. 

Figure 4 shows that when BNS damping is applied, the 
energy spread increases at the low energy position of the 
2.5 GeV PLS linac, but that decreases at the high-energy 
region. We empirically found the BNS configuration for 
PLS linac satisfying final beam energy spread of ~ 0.9%. 
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Normalized Emittance 
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 No BNS 
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.              . 
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s[m] 
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Figure 5 shows the emittance growths due to initial 
beam offsets. The BNS damping effectively reduces the 
emittance growths due to the initial beam offset effects, 
depending on the RF phase configurations. The RF 
settings for the BNS I and the BNS II are shown in Table 
2. 

0   50  100  150  200 250  300  350  400 450 

Initial Beam Offset [Mm] 

Figure 5: Dependence of initial beam offset on the ys. 

Table 2: Several BNS damping conditions for PLS linac. 

1- 
phase l-'sw 

2nd 

phase 2°''sw 
3rd 

phase 

BNS I 20° Accel. 24 -10° Accel. 40 -60° 

BNS II 20° Accel. 24 -10° Accel. 40 -110° 

Figure 3: Typical normalized emittance profile. 

Figure 6 and 7 show the emittance growths caused by 
the misalignments of accelerating structures and 
quadrapoles, respectively. They show that the cavity 
misalignments cause larger emittance growth than the 
quadrupoles' case. It is also shown that the corrections 
well cured these emittance growths. BNS damping also 
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reduced the emittance growth induced by the quadrupole 
misalignments. 

2.5   - 

^2.0h 

I   1.5 
O 

iS   0.5 

1 1 1 1  1              1 

• ■    No correction 
/      ■ 

■ 
\

 

—
1—

■—
I—

■—
1
—

r- •   .   ♦   . i   .   .   1 
100 200 300 

Cavity Offset [urn] 

Figure 6: Dependence of cavity misalignment on 
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UJ 

0) 

300 —r ..-.-. '    1   1 1 ■ 1 T—. 

250 —•—No BNS, No Core. 
—•— BNS, No Corr. , / 

200 . A   BNS, Corr. y^ 
y^ • , 

150 ■ 

^'^ 
■ 

100 • 
y^ ^* ■ 

50 • 
^* 

- 

0 ■   . ...*;-.--■;•■■.  -r-.-4--:-. ,.-..,  --,-i . 
100  150 200 250 300 350 400 450 

Quadrupole Offset [nm] 

Figure 7: Dependence of quadrupole misalignment on ys. 

The emittance growths that are caused by an initial 
beam offset of 50 )im for the different bunch charges are 
shown in Figure 8. When the bunch charge is 5 nC/bunch, 
emittance grows over 500 mm mrad resulting to the beam 
breakup. 

DISCUSSIONS AND CONCLUSION 
We simulated the effects of the wake field on the 

emittance growth and energy spread in the 2.5 GeV PLS 
linac. Initial beam offsets, accelerating structure offsets 
and quadrupole misalignments induce severe emittance 
growth. However, it was shown that the corrections for 
misalignments and the BNS damping method could cure 
sufficiently the emittance growth. In order to obtain low 
emittance and low energy spread electron beam, the 
bunch length and the bunch current act as crucial beam 
parameters. The simulation indicated that it is possible to 
operate the linac up to 3 nC/bunch without showing the 
emittance grovvth. The simulation results show that longer 
bunch length than 2mm induces larger energy spread than 
1 %, which invokes the chromatic effects. 

REFERENCES 
[1] A. W. Chao, et al, Nucl. Inst. Methods, p. 178 1980. 
[2] Y. Ogawa, et al, KEK preprint 94-94, Sept. 1994. 
[3] Y. Kamitani, et al, KEK preprint 2000-4, April. 2000. 
[4] R. Assmann, et al, "LIAR- A computer program for 

the modelling and simulation of high performance 
linacs", SLAC/AP-103, April 1997. 

[5] Design Report, Pohang Light Source, revised edition, 
Pohang Accelerator Laboratory, POSTECH, 1992. 

[6]   V.   Balakin,   et   al,   "VLEPP:   Transverse   Beam 
dynamics",   1983  International  Accelerator Conf., 
FNAL, p. 119. 1983 

[7] J. T. Seeman, et al, SLAC-PUB-6204, Jun. 1993. 

0.05 

• 

—■—1—'—1—■—1—' 1    ■    1    ■    1    ■ 

. 

or
m

al
iz

ed
 E

m
itt

an
ce

 [
m

 r
ad

] 
3 

   
   

   
  O

   
   

   
   

O
   

   
   

   
O

   
   

   
   

O
 

3 
  
  
 2

  
  
  

S 
  
  
 8

  
  
  

2 

— InC(NoBNS) 
--^-2 nC (No BNS) 

5 nC (No BNS) 
—^-lnC(BNS) 

2 nC (BNS) 
 » - 5 nC (BNS) 

.:-■■•■*■ 

z — 
—1—1—• 1 1 1 k ...... 

20   40   60   80  100  120  140  160 

s[m] 

Figure 8: Dependence of bunch charge on ys. 

3110 



Proceedings of the 2003 Particle Accelerator Conference 

DESIGN CONSIDERATIONS FOR SASE-FEL AT PLS 

Eun-San Kim, Pohang Accelerator Laboratory, POSTECH, Pohang, 790-784 Korea 

Abstract 

The infrared (IR) free-electron laser (PEL) which is in 
design stage at Pohang Light Source is a self-amplified 
spontaneous emission (SASE) system that is driven by a 
60 MeV to 100 MeV test linac facility. We present resuhs 
of the numerical simulation for the design of the IR SASE- 
FEL at the PLS. It is shown that high-gain SASE-FEL with 
1.5 /zm radiation wavelength is driven by a 61 MeV elec- 
tron beam from the S-band rf linac and a about 5 m long 
undulator. The generation of third harmonic from bunch- 
ing at the fundamental wavelength is also investigated as a 
purpose toward enhancing the usefulness of the IR SASE- 
FEL facility at the PLS. In this paper, we investigate sen- 
sitivity of the beam parameters, emittance, energy spread, 
beam energy and peak beam current, to the performance of 
the designed IR SASE-FEL by a simulation code GINGER. 
We also investigate the influence of beam parameters on the 
bunching of fundamental and nonlinear third harmonic, and 
show that the third harmonic emission results in the same 
trend as that of the fundamental. 

INTRODUCTION 
SASE is driven by the random longitudinal bunching on 

an electron beam that is traversing along the undulator[l,2]. 
The fundamental radiation wavelength is determined by pa- 
rameters of the electron beam energy and the strength of 
the undulator. A method to obtain shorter wavelengths at 
given beam energy is to utilize coherent bunching at higher 
harmonics. It may be generated by nonlinear harmonic 
bunching in the exponential gain regime starting from ei- 
ther SASE or a weak input signal[3,4]. 

Pohang Light Source (PLS) is designing a SASE-FEL 
system by using a test linac facility. The system is based 
on an existing electron linac that consists of a thermionic 
RF gun, an alpha magnet for bunch compression, and two 
S-band Unac sections to provide electron energies from 60 
MeV to 100 MeV. In this paper, we investigate the sensi- 
tivity of emittance, energy spread, beam energy and peak 
beam current to the performance of the designed IR SASE- 
FEL. Achievable values for the normalized emittance and 
the peak beam current are considered as boundaries for 
the design of the system. The design study is centered to 
achieve satoration at the radiation wavelength of 1.5 /zm. 
For this design, we consider a 5 m long undulator with a 
period length of 15 mm and peak magnetic field value of 
1.37 T. 

It was known that for radiation emission, odd harmonics 
are favored as they couple effectively to the natural undu- 
lating motion of the electron beam through a linearly po- 
larized undulator.  It was shown that nonlinear harmonic 

bunching and radiation could serve as a seed for flirther 
FEL amplification at the regions such as x-ray (LCLS), 
(LEUTL and VISA) and far-infrared (ISIR) [5,6]. In par- 
ticular, we investigate characteristics of third harmonic in 
the our designed SASE-FEL system because it may be a 
promising way to produce radiation power at the regime of 
shorter wavelength. It is shown in our simulation that the 
third harmonic experience silimar trend in gain and satura- 
tion similar to the fundamental. One purpose of this paper 
will be to predict the usefulness of the third harmonic out- 
put in the our IR SASE-FEL. A numerical simulation code 
is used to investigate the influence of electron beam param- 
eters (i.e., emittance, energy spread, beam energy and peak 
beam current) on the field energy at the fundamental, and 
on the bunching of the fundamental and third harmonic, by 
using basic parameters corresponding to the SASE-FEL at 
the PLS. 

CODE DESCRIPTION 

A simulation study for the IR SASE-FEL at the PLS 
is carried out using the time-dependent code GINGER[7]. 
The main parameters of the electron beam and the undu- 
lator are given in Table I. GINGER is a direct descendent 
of the FEL code FRED which modeled the interaction be- 
tween particles in one pondermotive well and a monochro- 
matic, r- and z-dependent electromagnetic wave. The elec- 
tron beam is modeled by discrete slices, each containing 
numerous macroparticles, to simulate the particle distri- 
bution in one ponderomotive well. GINGER also uses a 
moderate number of macroparticles (512-8192) per slice 
to represent the actual electrons in each beam slice. The 
equations of motion are averaged over an undulator period 
following the standard KroU-Morton-Rosenbluth formula- 
tion while an eikonal approximation in time and space is 
used for field propagation. For nonwaveguide simulations, 
GINGER used an expanding radial grid whose spacing is 
approximately constant near the origin but grows exponen- 
tially near the outer boundary. For polychromatic SASE 
simulations, GINGER can be initiated with either electron 
beam shot noise or, alternatively, photon noise. 

SIMULATON 

In simulations with the time dependent GINGER code, 
we have chosen an electron beam with a parabolic distribu- 
tion in longitudinal direction and with a Gaussian distribu- 
tion in the transverse direction. We use 2048 macroparti- 
cles per slice and 60 slices to represent an electron beam 
in the simulation. For simplicity, we adopted a single- 
segment planar undulator with curved pole-face focusing. 
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We also injected an input power of 1 /iW at the fundamen- 
tal. GINGER calculates the output radiation energy at the 
fundamental, and beam bunching at both the fundamental 
and third harmonic. For this analysis, we first compare the 
longitudinal locations of saturation of the output field en- 
ergy and the fundamental bunching. It is shown that peak 
in the bunching occurs at almost the same position with the 
output field energy saturates. Note that the third hannonic 
does saturate at the same position where the fundamental 
saturates. 

Table 1: Basic IR SASE-FEL Parameters at the PLS. 
Electron beam energy 
Normalized beam emittance 
Peak beam current 
Beam energy spread 
Radiation wavelength 
Undulator period 
PEL parameter 
Peak undulator magnetic field 
Power gain length 
Undulator parameter 

61.3 MeV 
Smmmrad 

300 A 
0.1% 
1.5/im 
15 mm 
0.0046 
1.37 T 

17.8 cm 
1.918 

Emittance scans 

For the emittance sensitivity scans, the normalized emit- 
tance was varied between 1 mm mrad and 10 mm mrad, 
which results in the saturation distance approximately dou- 
bling. Figure 1 shows the field energy as a function of un- 
dulator distance versus beam emittance at the fundamental 
wavelength. The field energies for smaller emittances than 
6 mm mrad show saturation in smaller distance than about 
5 m long undulator. The field energies for larger emittances 
than 6 mm mrad show slow increases of the field energy 
up to the 15 m long undulator. Larger emittances requires 
much longer saturation lengths and shows decreased out- 
puts, even though the FEL operation is kept. Over this 
limited range, the field energy at the fundamental shows 
significant sensitivity to emittance. 

Energy spread scans 

For the energy spread scans, the initial beam energy 
spread was varied between 1 % and 0.001 %. Figure 2 
shows the field energy versus energy spread at the funda- 
mental. For the energy spreads smaller than 0.1%, the field 
energies saturate in smaller distance than 5 m long undu- 
lator. For the energy spreads larger than 0.5%, the field 
energies do not show peak value up to 15 m long undula- 
tor. 

Peak beam current scans 

For the beam current scans, the peak beam current was 
varied between 200 A and 1000 A. Figure 3 shows the field 
energy at the fundamental versus the peak beam current. 

For peak beam currents larger than 300 A, the field ener- 
gies show saturation in smaller distance than 5 m long un- 
dulator. For the peak beam current of 200 A, the field en- 
ergy shows trend of increasing up to 15 m long undulator. 
Over this limited range, the field energy at the fundamental 
shows significant sensitivity to peak beam current. 

Electron beam energy scans 

For the electron beam energy scans, the beam energy was 
varied between 7=120 and 7=200. Figure 4 shows the field 
energy at the fundamental versus beam energy. Over this 
limited range, the field energy does not show significant 
sensitivity to the beam energy. 

Performance of the IR SASE-FEL at PLS test 
linacfacility 

For the nominal parameters that are given in Table I, the 
simulation results show that saturation can be reached at 
about 4.5 m long undulator, as shown in Figure 5(a). The 
peak bunchings at the fundamental and the third hannonic 
also occur at about 4.5 m, as shown in Figure 5(b). Figure 
5(b) shows the ratio of the bunching fraction of the third 
harmonic to fundamental is about 15% at 4.5 m long un- 
dulator. From these simulation results, we note that an 
undulator of a length of about 5 m is required to achieve 
saturation in the designed IR SASE-FEL. 

In a one-dimensional model, the FEL parameter p is 
given by[16] 

/7A2 K^ 
'lAl6n^<7^il + K'^/2) {JoiO - MO? 

1/3 

(1) 

where I is the peak beam current, 1^=17,045 A is the 
Alfven, Jo,i are Bessel functions, and <7 is the rms beam 
size. f= 2(i+A-!i)'where K is the undulator parameter. Un- 
der the nominal designed parameters, the FEL parameter is 
given by 0.0046. 

The gain in the SASE-FEL can be estimated. Defin- 
ing the gain as G = E/Eo where E is the total energy 
when the saturation occurs and Eo is the energy at the first 
gain length, we calculate a gain, G ~ 1.0 x 10''. The 
gain length in one-dimensional model is given by LQ = 
Xu/^VSnp where Xu is fundamental radiation wavelength 
and the calculated gain length is given by 0.15 m. The 
three-dimensional gain length obtained from the numerical 
simulation was 0.17 m, which is good agreement with the 
one-dimensioanl calculated one. 

CONCLUSIONS 

In this paper, we presented the results of numerical sim- 
ulation for the design of the IR SASE-FEL at the PLS. 
The FEL will be a 1.5 /xm SASE system that is driven 61 
MeV electron beam from S-band linac and a about 5 m 
long undulator. We have examined the influence of electron 
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Figure 1: shows the field energy at the fundamental versus 
beam emittance as a function of the distance. 
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Figure 2: shows the field energy at the fundamental versus 
energy spread as a function of the distance. 

beam parameters on performance of the high-gain SASE- 
FEL by using a numerical simulation code GINGER. We 
have also investigated the sensitivities of the radiation out- 
put energy to variations in beam emittance, energy spread, 
beam energy and peak current centered around the nomi- 
nal designed parameters for IR SASE-FEL at the PLS. It is 
shown that the nonlinear third harmonic generation in the 
designed IR SASE-FEL at the PLS can be used to achieve 
shorter wavelengths and characteristics of its growth and 
saturation vary along with the fundamental. Since the non- 
linear third harmonic is driven by the growth of the fun- 
damental wavelength, the sensitivity of the nonlinear third 
harmonic to the beam parameters is shown to be compa- 
rable to that of the fundamental. That is, if the bunching 
is sufficient at the fundamental, the bunching for the third 
harmonic will also be sufficient. 
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OPERATIONAL PERFORMANCE IN 2.5 GEV FULL ENENRGY 
INJECTION AT PLS 

Abstract 

E.-S. Kim, Y.-J. Han, S.-H. Jeong, M.-G. Kim, S.-C. Kim, S.-S. Park and J.-H. Seo 
Pohang Accelerator Laboratory, POSTECH, Pohang, 790-784 Korea 

The PLS has provided 2.5 GeV electron beam to users 
of beam lines since Jan. 2000. During Jan. 2000 to Oct. 
2002, 2 GeV electron beam was injected from the linac 
to the storage ring and the storage ring had used energy 
ramping process to increase the beam energy to 2.5 GeV. 
Instead of energy ramping process, we have used the 2.5 
GeV full energy injection from the linac to the storage ring 
since Oct. 2002. We present the activities on the stability 
and reliability of the linac for 2.5 GeV operation, stabilities 
of injection kicker and septum magnets in the storage ring, 
orbit correction of COD due to leakage field of the septum 
magnet, and a DC bump for beam injection. Orbit stabili- 
ties and global orbit correction on the operation of 2.5 GeV 
full energy injection are also presented. 

INTRODUCTION 

In September 1995, PLS started to operate with 2 GeV 
electron beam in the range of 100 mA of the beam current. 
Since then, the operation of PLS has aimed to realize sta- 
ble operation with higher beam current and higher beam 
energy. One of the major factors to limit the operation 
with higher beam current was the coupled-bunch instabil- 
ities driven by the HOMs of rf cavities. By optimizing of 
the cavity temperature, betatron tune, bunch filling pattem 
and chromaticity, it was possible to suppress the instabili- 
ties. During Jan. 2000 to October 2002, the beam energy 
in the storage ring was raised from 2 GeV to 2.5 GeV by 
energy ramping. PLS has been operating successfully by 
2.5 GeV full energy injection from the linac since October 
2002. The issue about the energy ramping to achieve the 
2.5 GeV beam will be discussed. The operational perfor- 
mance and beam parameters that are related to the 2.5 GeV 
full enenrgy injection are presented. 

LINAC 

PLS linac had injected 2 GeV electron beams to storage 
ring from September 1994 to October 2002. During that 
time, linear accelerator had used as 2 GeV injector to the 
storage ring. At the end of 1997 one klystron modulator 
system and two accelerating columns were installed to the 
linac to add energy of 150 MeV. The module consists of 
one klystron of 80 MW peak, a modulator of 200 MW peak 
and one pulse compressor. The linac has been continuously 
improved to raise stability and reliability in the system, as 
well as to raise injection energy to 2.5 GeV. Current overall 
system availability is around 95 %. PLS linac has total 12 
modules with 44 accelerating structures. Accordingly, PLS 

linac could increase injection energy to 2.5 GeV by using 
the 12 accelerating modules. However, several issues had 
to be realized before performing the 2.5 GeV full energy 
injection: stability and reliability of the linac in 2.5 GeV, 
optics optimization and energy stability of the linac in 2.5 
GeV. The linac includes 13 beam current monitors and 12 
beam profile monitors for the diagnostics of the beam. The 
delivery rate of the beam mainly depends on the beam op- 
tics and RF phase control. The beam loss rate on 2.5 GeV 
full energy injection shows around 30% in the linac. 

Beam dynamics issues affect the PLS linac performance. 
Figure 1 shows beam sizes in optics of the present 2.5 
GeV linac. Investigation on tolerance for beam injection 
and alignment of accelerator components is also being per- 
formed[2]. In the early period of 2.5 GeV operation, the 
RF phase due to changes of temperature and cooling water 
influenced beam energy and beam quality. The RF phase 
variation of high power is being controlled by adjusting the 
RF phase of the driving signal for klystron through IPA 
system. The PLS 2.5 GeV linac has satisfactorily served 
as full energy injector to the storage ring since the October 
2002. 

STORAGE RING 

The PLS was designed to store the electron beam up to 
2.5 GeV. There are two ways to store the beam of 2.5 GeV: 
first way is to ramp the beam of 2 GeV in the storage ring 
to 2.5 GeV and second way is to perform the full energy 
injection from the linac. 

The full energy injection way has merits in several facts: 
in machine stability, shorter injection time, orbit stabilty 
and so on. However, several issues in the storage ring had 
to be solved to realize the 2.5 GeV full energy injection: 
power stabilities in the injection kicker magnet and septum 
magnet, and effect of leakage field in the septum magnet 
on the beam orbit. In the following subsections we will 
discuss these issues that are investigated to perform the 2.5 
GeV full energy injection. 

Energy Ramping and De-ramping 

During January 2000 to April 2001,2 GeV beam was in- 
jected from the linac to the storage ring and then the beam 
was ramped to 2.5 GeV. In order to re-fill the beam current 
at 2.0 GeV, a 2.5 GeV beam was dumped and degaussing 
was performed. Then the 2.0 GeV beam was injected and 
ramped to 2.5 GeV. In the ramping process the energy in- 
crement rate in bending and Q2 power supplies varied as 
the beam energy increases. This is because the relationship 
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of magnet field strength and MPS current is not linear due 
to insufficient synchronization. It also showed large vari- 
ations in betatron tunes during the ramping process. Both 
vertical and horizontal betatron tunes were merged at ap- 
proximately 0.25 at the starting of ramping in order to pre- 
vent beam loss during the ramping process because the be- 
tatron tunes hit the third-order resonance. Energy ramping 
under on resonance also caused significant changes in beam 
lifetime due to enlarged vertical beam sizes. 

During May 2001 to October 2002, it was possible for 
2.5 GeV beam to de-ramp without beam dumping to 2.0 
GeV in the new energy ramping system. The energy incre- 
ment rate per step in the new energy ramping system is con- 
stant per step during the energy ramping: 0.32% per step 
for bending and 0.30% per step for other magnets. New 
energy ramping control system showed better synchroniza- 
tion than the previous energy ramping control system. In 
addition to the energy ramping, the new ramping control 
system could also decrease the beam energy from 2.5 GeV 
to 2.0 GeV (de-ramping), at the same rate but in the reverse 
direction with the energy ramping. The operation could be 
performed without merging the betatron tunes at approxi- 
mately 0.25 at the start of ramping. The variation of closed 
orbit distortion during energy ramping was reduced by a 
factor of 1.5 compared to that of the previous ramping sys- 
tem Practically no beam loss was noted during the ramp- 
ing at the speed which requires 1.3 min to increase from 2 
GeV to 2.5 GeV. The ramping speed was about four times 
faster in the new ramping system than in the previous ramp- 
ing system. 

Magnet Power Supply 

The LC resonance frequency of 18 Hz in the bending 
magnet power supply was observed in beam position mon- 
itors and an undulator beam line. When the LC values in 
the filter were changed, beam signal with the same com- 
ponents were also obserevd in the beam position monitor 
and the undulator beam line on normal operation. Then, 
the LC filter was changed to structure of the (LC+RC) 
filter. The circuit has the values of Ll= 2 mH, L2= 1 
mH, Cl=34000 pF, C2=6800 nF and R = 0.6^. Then 
we could observe that the'ripple component of 18 Hz was 
greatly reduced. By decreasing integral constant of error 
amplifier from 10 p to 1 ;i, we increased bandwidth of 
current-control loop. Then the current stability was im- 
proved from 100 ppm to 50 ppm. Further, current stability 
was also improved from 50 ppm to 15 ppm as DCCT of 
current-control loop was replaced. 

Injection 

The injection system in the PLS storage ring consists of a 
Lambertson-type septum magnet and four injection kicker 
magnets. When we perform the 2.5 GeV full energy injec- 
tion, leakage field of the septum magnet is increased and 
rms value of the vertical COD increases about five times. 

Orbit correction to reduce the orbit deviations due to the 
leakage field was sufficiently performed. 

The four kicker magnets are operated by single power 
modulator for local bump orbit. The current requirement 
in the kicker magnets is 22500 A for 2.5 GeV, while it is 
19500A for 2 GeV operation. The maximum capacity of 
the modulator is 24000A. On the other hand, when we uti- 
lized a DC bump that was consisted of two bendings and 
two correctors, it was shown that beam injection was could 
be performed with current of the kicker magnet of 19500A. 

Beam Lifetime 

In the present operation of the 2.5 GeV, Touschek effect 
is a dominat factor that determines the beam lifetime. The 
gas scattering and gas-bremsstrahlung give minor effect on 
the beam lifetime. If we estimate the beam lifetime due 
to the gas-scattering, gas-bremsstrahlung and intra-beam 
scttering processes, it gives the beam lifetime around 18.9 
hours in beam current of 180 mA under the vacuum pres- 
sure of 0.6 nTorr. Horizontal and vertical apertures are 
lOOoxIPx and lOOay/^y, respectively. Energy aperture is 
1.5%. It is shown that the beam lifetimes obtained from the 
simulation well agree with ones obtained on normal opera- 
tion. 

Beam Instabilities 

During the user operation between Jan. 2000 and July 
2000, the number of bunches was 468 that was equal to 
the harmonic number. Operated tune was 14.26 and 8.15 
in horizontally and vertically, respectively. We observed 
resonant frequency of 831.8 MHz in beam spectrum due to 
transverse higher order mode in rf cavities. 

Since September 2000, we have changed the number 
of bunches and betatron tune for the user operation. At 
present, the number of bunches is 400 and operating tune is 
14.28 and 8.18 in horizontally and vertically, respectively. 
We don't observe resonant frequency in beam spectrum due 
to rf HOMs. The beam at the 2.5 GeV can be stably stored 
up to 200 mA. At present higher beam current than 200 mA 
is hmited by total rf power. On the other hand, the beam 
current of 450 mA at 2 GeV could be stored without using 
of trasnsverse and longitudinal feedback systems. 

Orbit Stability 

The dominant source of orbit fluctuation in the storage 
ring is slow drift due to temperature variations and gap 
change of insertion device. There are three major causes 
of thermal variations: 1) variation in air temperature of the 
ring tunnel, 2) variation in the low conducting water tem- 
perature, and 3) variation in underground movement. Gap 
change in the insertion device is the next largest source of 
slow orbit distortion. The horizonatl orbit is mainly aff- 
fected by the gap of insertion device. Without orbit feed- 
back, orbit drifts of rms 30 micron to rms 100 micron have 
been observed on normal opration of 10 days period. 
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Global Oribt Correction 

A global orbit feedback system was installed on the PLS 
storage ring to correct horizontal and vertical orbit distor- 
tion. The system that consists of 96 BPMs and 140 correc- 
tors has been tested to suppress orbit fluctuation due to the 
orbit drift. The closed orbit distortion was measured and 
excitation currents of the correctors were calculated with 
the SVD method. Rms horizontal and vertical closed orbit 
distortion before the global orbit correction were 1.1 mm 
and 1.2 mm, respectively. After global orbit corrections 
the rms orbits were reduced to 0.2 mm and 0.4 mm, re- 
spectively. The difference orbit (orbit drift) relative to the 
operational orbit of the PLS storage ring was around rms 70 
micron and it was also corrected by using of the global orbit 
correction. Then the orbit drift could be suppressed to the 
level of less than rms 10 micron. It means that the global 
orbit feedback system is demonstrated and is effective to 
suppress the orbit drift in the PLS. Global orbit orrection 
will be applied every after beam injection. The real-time 
feedback system will be prepared to provide more stable 
beam. With the global orbit correction on the operation, we 
expect that orbit drift will be greatly decreased and photon 
beam stability at the beam lines will be more improved. 

Betafunction 

Beta-function correction that includes compensation of 
gradient error, correctors error and BPMs error is being per- 
formed to minimize the horizontal and vertical beam sizes 
and to restore design periodicity of the storage ring. Mea- 
sured horizontal beta function before and after the correc- 
tion in the present 2.5 GeV lattice is shown in Figure 2. 

Linear Coupling and Chromaticity 

Linear coupling constant is estimated by measuring 
tunes close to the coupling resonance. The minimum sep- 
aration of tunes are obtained by measuring of the horizon- 
tal and vertical tune variations as a function of quadrupole 
power supply current. The coupUng constant is shown to be 
0.8 % on operation. When skew quadrupoles are excited, 
minimum achievable coupling constant is around 0.15 %. 
Measured natural horizontal and vertical chromaticities are 
-16.6 and -12.3, respectively. Chromaticity is 0.7 and 1.1 
in horizontal and vertical directions, respectively. 

Broadband Ring Impedance 

Broadband ring impedance was estimated by measur- 
ing bunch-lengthening in the ring. Longitudinal impedance 
was analyzed through a R+L model. The results are esti- 
mated to be around R= 8000 and L= 14 nH. 
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Figure 1: Beam sizes in the optics of the present 2.5 GeV 
linac. 
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Figure 2: Horizontal beta-functions in the present 2.5 GeV 
storage ring 

formance and beam parameters of the linac and the storage 
ring are also described. 
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CONCLUSION 

In this report, we presented various activities that were 
performed to achieve the 2.5 GeV full energy injection op- 
eration in the PLS storage ring and linac. Operational per- 
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Abstract 

The linearized Vlasov-Maxwell equations are used to 
investigate properties of the wall-impedance-driven insta- 
bility for a long charge bunch with flat-top density pro- 
file propagating through a cylindrical pipe with radius r w 
and wall impedance Z{u}). The stability analysis is valid 
for general value of the normalized beam intensity Sb = 
'^Ib/'^Jb'^px in the interval 0 < st < 1. 

INTRODUCTION AND MODEL 

High energy ion accelerators, transport systems and stor- 
age rings [1] have a wide range of applications ranging 
from basic research in high energy and nuclear physics, 
to appUcations such as spallation neutron sources, heavy 
ion fusion, and nuclear waste transmutation. Consid- 
erable recent analytical progress has been made in ap- 
plying the Vlasov-Maxwell equations to investigate the 
detailed equilibrium and stability properties of intense 
charged particle beams [1]. Building on these advances, the 
present analysis reexamines the classical wall-impedance- 
driven instability [2-5], making use of the linearized 
Vlasov-Maxwell equations [1] for perturbations about a 
Kapchinskij-Vladimirskij (KV) beam equilibrium [6, 7] 
with flattop density profile. Compared with previous work, 
the present analysis based on the Vlasov-Maxwell equa- 
tions constitutes a much more general approach. In partic- 
ular, it enables us to solve for the dispersion relations and 
mode structures for arbitrary azimuthal mode number E in 
the transverse direction [8]. 

To summarize, the present analysis considers a very long 
charge bunch (bunch length £i, > bunch radius n) with di- 
rected axial kinetic enei;gy (75 - l)m6C^ propagating in 
the 2-direction through a cylindrical pipe with constant ra- 
dius r„ and (complex) wall impedance Z{w). The anal- 
ysis is carried out in the smooth-focusing approximation, 
where the apphed transverse focusing force is modeled by 

P!) -1/2 IS F/oc = -76m6w|j_xx. Here, y, = {1 
the relativistic mass factor, Vb = PbC is the directed ax- 
ial velocity of the charge bunch, rUb is the particle rest 
mass, Ljp±_ = const, is the applied focusing frequency, 
and xx = xex + yey is the transverse displacement of 
a beam particle from the cylinder axis. Denoting the num- 
ber density of beam particles by fib and the particle charge 

* This research was supported by the U.S. Department of Energy under 
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useful discussions with Edward Lee. 

by Cb, it is convenient to introduce the relativistic plasma 
frequency ujpb defined by Upb = {4wnbel/%mby/^ and 
the normalized (dimensionless) beam intensity Sb defined 
hy Sb = u>lJ2j^ul_^[l]. 

An important feature of the analysis is that it is carried 
out for arbitrary value of Sf, in the interval 0 < S6 < 1, 
assuming perturbations about a KV equilibrium with flat- 
top density profile. Illustrative parameters for intense beam 
systems range from the very small value Sb = 1.36 x 10~^ 
in the Tevatron, where the particles are highly relativis- 
tic, to the intermediate value Sb = 0-08 in the low-energy, 
moderate-intensity Proton Storage Ring (PSR) experiment, 
to Sb :i; 0.98 in the low-emittance, space-charge-dominated 
beams for heavy ion fusion. Finally, the present analysis 
considers the case where the axial momentum spread is 
negligibly small. Furthermore, the functional form of the 
wall impedance Z(w) is not specified, although the case of 
small impedance {\Z\ < 1) is considered. 

To describe stability properties of the charge bunch, we 
make use of a kinetic description based on the Vlasov- 
Maxwell equations [1]. For simplicity, the analysis consid- 
ers small-amplitude perturbations about the axisymmetric, 
axially uniform, quasi-steady-state equilibrium distribution 
function [6, 7] 

/6°(r,Px) = 
Tib 

277767716 
HH±-fjib)6{p,-'ybmbl3bc). (1) 

In Eq. (1), fib and fj_6 are positive constants, and H± is the 
transverse Hamiltonian defined by 

H± pl+iiJbmbij}^r^ + eb[(t>°{r)-pbA°(r)\ , 
"^Jbrrib 

(2) 
where r = {x'^ + j/^)^/^ is the radial distance from the 
cyUnder axis, and p± = (pi + p^)^/"^ is the transverse 
momentum. In Eq. (2), the equilibrium self-field poten- 
tials are determined self-consistently in terms of /b (^)P) 
from the steady-state Maxwell equations. Note that the 
distribution function in Eq. (1) is cold in the axial direc- 
tion. An attractive feature of the choice of fb{r,p) in 
Eq. (1) is that the corresponding equilibrium number den- 
sity, n^{r) = J d^pf^ir, p), has the flattop profile [6,7] 

n, ,      ( fib = const.,   0<r<rb, 
nm = <   . ^ (3) 

\ 0 , rb<r<ry,. 

Here, fib = const, is the number density of beam particles. 
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and the edge radius ri, is determined self-consistently from 

'~-^ = {-l^-^f.)rl^.lrl. (4) 
In Eq. (4), we have introduced the quantity v^ defined by 

1 
Vh=U '0± H rWpb "^/Ji (1-Sb) (5) 

where s^, = U)'^J2JIUJ^J_ is a dimensionless measure of 
the normalized beam intensity. Note from Eq. (5) that 
i^b = w^x(l - Sft)-^/^ corresponds to the (depressed) be- 
tatron frequency for transverse particle oscillations in the 
equilibrium field configuration. 

LINEARIZED EQUATIONS 

To investigate the instability, we express fb{x, p, t) = 
/&(''>?) + Sfb{x,p,i), and make use of the lin- 
earized Vlasov-Maxwell equations [1, 8] to determine 
the self-consistent evolution of (5/6(x,p,t), JE^(x,t) and 
SB^(x,t) for small-amplitude perturbations. The per- 
turbed fields are expressed as 6E^ = -V54>- c-'^d5A/dt 
and 5B* = V x 5A, and use is made of the Lorentz gauge 
condition, V • (5A = ~c-^d6(i>/dt, to relate 5A and Scf). 
The linearized Vlasov-Maxwell equations are analyzed [8] 
for perturbations of the form 

Sip{x, t) = 5ip^{r) exp{iee + ik^z - iujt) ,      (6) 

where £ = 1,2,... is the azimuthal mode number of the 
perturbation, fc^ is the axial wavenumber, and w is the os-        i      p - f 
dilation frequency. We consider perturbations with suffi-       ~i^^ Ir-;; = -iZi 
ciently low frequency and long axial wavelength that 

where d(f> and SA^ are determined from 

VlS(l> =-ATTCbSnt, (10) 

Vj.(5A^ = -A-KebPbSub. (11) 

Here, Vi =d'^/dx'^ + d'^jdy', H = ^bc is the average 
axial velocity, and the perturbed number density is defined 
hySnb = J(fp5fb. 

Equations (9)-(l 1) are to be solved in the beam interior 
(0 < r < r-ft) and in the vacuum region {rb < r < r^) 
outside the beam, enforcing the appropriate boundary con- 
ditions at the conducting wall located at radius r = ry,. 
For present purposes, we describe the wall impedance by a 
complex scalar function, Z(w) = Zr + iZu where w is the 
oscillation frequency in Eq. (6). The boundary condition 
on the perturbed tangential electric and magnetic fields at 
'r = '>'w- Vw{'^ - e)]e-o+ can be expressed as [2-5, 8] 

[<5E4-= ZHii X [<5B4-. (12) 

Here, n = -e^ is a unit vector pointing outward from the 
cylindrical conducting wall surface. In what follows we 
assume that themetal wall is almost perfectly conducting, 
implying that | Z{u))\ < 1. Making use of (V x 5B)r = 
c~^d5Er/dt in the vacuum region, the boundary condi- 
tions in Eq. (12) can be expressed for | Z| < 1 as 

k.mr--yAi]-=iZ d 

dr 
J/ 

dr 

+ k 

6Ai (13) 

KY 
Mrb 

< 1.     |fcz|r6<l,and P- — r'<l.  (7) 

The linearized Vlasov-Maxwell equations can be simpli- 
fied within the context of the inequalities in Eq. (7). With- 
out presenting algebraic details [1, 8], it follows that the 
perturbed transverse force 5F± on a beam particle can be 
approximated by 

<5Fx = -66 Vx { S^ - -v^SA, (8) 

Similarly, for the low-frequency, long-wavelength pertur- 
bations consistent with Eq. (7), it can be shown that the 
perturbed longitudinal force can be neglected [7,8]. More- 
over, because the axial momentum spread is negligibly 
small for the distribution function in Eq. (1), we approx- 
imate / d^pvjfb = /?6C / d^pSfb. 

In summary, making use of the approximations outlined 
above, the Unearized Vlasov-Maxwell equations can be ap- 
proximated by [8] 

Equation (13) expresses the boundary conditions at the 
conducting wall in terms of the impedance Z{uj) and the 
perturbed potentials, 6(l> and SA^. In the limit of zero 
impedance, Z ->■ 0, Eq. (13) reduces to [S(}>%- = 0 = 
[^^zlr;;' corresponding to the boundary conditions ex- 
pected for a perfectly conducting, cylindrical wall. De- 
pending on the frequency regime, there are several models 
of wall impedance Z{IJJ) that can be used in the boundary 
conditions in Eq. (13) [4]. 

STABILITY ANALYSIS 

In the analysis of Eqs. (9)-(ll), we introduce the new 
independent variables r and Z defined by r = t-z/Vb and 
Z = ^ .The perturbation in Eq. (6) can be expressed as 

5^(x, Z, T) = Si)^ir) exp[iee - iwT ~ i{n/Vb)Z] , (14) 

where ^ = 1,2, ■ • •, is the azimuthal mode number, w is the 
oscillation frequency, and 

+ v- & 2 Q^ - lbmbU^x± 

Ibirib 

d_ 
dp ̂ Sfb 

n/Vb = (w - k,Vb)/Vb (15) 

Px-Vx(<^0-i...^)M (9) 
is the effective axial wavenumber of the perturbation in the 
new variables {Z, r). If the charge bunch experiences a 
perturbation for r > 0 with real oscillation frequency w, it 
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is evident from Eqs. (14) and (15) that Q/Vb represents the 
spatial oscillation and growth (or damping) of the perturba- 
tion as a function of axial position Z. 

Assuming perturbations of the form in Eq. (14) for 
Imfl > 0 and integrating Eq. (9), it is found that a 
class of solutions exists with density perturbation ampli- 
tude Snlir) = / d^p5f^{r, p±) localized at the surface of 
the charge bunch (r = n). Without presenting algebraic 
details [8], we obtain 

2/ 
47reMir) = --xlmiH'ir) - PbSAUrMr - n) . 

(16) 
Here, the response function xU^) is defined by 

0 m=0        ^ 

{£ - 2m)vb 

■m)\Q.-{i-2m)vb 
(17) 

where Q, = u; - kzVb is the Doppler shifted frequency, 
Upb = (47rn6ef/7bm6)^/^ is the relativistic plasma fre- 
quency, and Vb = {ujj^ - w2j/27^)i/2 is the depressed 
betatron frequency. As expected, the response function 
in Eq. (17) has a rich harmonic content at harmonics of 
Vb- We define 5il/{r) = 5(j)^{r) - PbSAl{r), and denote 
Si^ = Sip^in), 54>^ = 5<t>'^{rb) and Ji^ = 5Ai{rb). Sub- 
stituting Eq. (16), Maxwell's equations (10) and (11) be- 
come [8] 

(--7 
\r dr 

d 
-7*  

.rdr   dr 
^y<t>\r) 2£ 

n 
xmSi>'5{r-rb), (18) 

r dr  dr ^y^iir) f3bxim6i>'S{r-rb), 

(19) 
for azimuthal mode numbers ^ = 1,2, • • •. 

Equations (18) and (19), derived for perturbations about 
the equilibrium distribution in Eq. (1) with flattop-density 
profile, constitute the final forms of the eigenvalue equa- 
tions used in the present stability analysis. Here, Eqs. (18) 
and (19) are to be solved over the interval 0 < r < r-^, for 
the eigenfunctions 64>^{r) and 5Al{r) and eigenvalue Q, 
subject to the condition that S(t)^{r) and 6Al{r) be regular 
at the origin (r = 0), and satisfy the boundary conditions 
in Eq. (13) at the conducting wall (r = r^). 

Equations (18) and (19) can be solved exactly for the 
eigenfunctions S<f>^{r) and 5Al{r) in the interval 0 < r < 
r„, and the boundary condition (13) enforced at the con- 
ducting wall [8]. We introduce 

A' = -2- 

ec I.2„2 

^2 (^^^) 
iZ{uj),     (20) 

where A' and A are treated as small parameters with | A'|, 
|A| < 1. Some straightforward algebra [8] then leads to 

the dispersion relation 

1 /    \2e- 

xim Dim = 1 + :3 
2e 

+ [-] xim[p!A-A']=o. (21) 

Equation (21) is the final form of the dispersion rela- 
tion derived from the linearized Vlasov-Maxwell equations 
for perturbations about the equilibrium distribution func- 
tion in Eq. (1) with corresponding flattop density profile 
in Eq. (3). The dispersion relation (21) is valid for low- 
frequency long-wavelength perturbations consistent with 
Eq. (7), and can be applied over a wide range of normalized 
beam intensity in the range 0 < st = wL/27^w|j^ < 1. 

The dispersion relation (21) can be used to investigate 
detailed stability properties for azimuthal mode numbers 
i = 1,2,3, • • •. As an example, we consider dipole-mode 
perturbations with ^ = 1. In this case, it follows from 
Eq. (17) that the response function xf^^i^) is given by 

xi='m = - 
a-2 'pb 72 

Q^-u^ 
(22) 

where u^ = ujjj_ - ^^5/27^. Substituting Eq. (22) into 
Eq. (21), the dispersion relation reduces to 

n^=a; 'I3± 

(23) 
where use has been made of i^ = w^j^ - 0)^^/2^^, and we 

have approximated ^f A - A' = -(2i/3^c^/wr„)Z(w). 
The dipole-mode dispersion relation (23) is valid over 

the entire allowed range of normalized beam intensity (0 < 
Sb < I) and can be used to investigate detailed stability 
properties for a wide variety of choices of impedance func- 
tion Z{u)). The application of Eq. (23) is discussed in more 
detail in Ref 8. 
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Sf SIMULATION STUDIES OF THE ION-ELECTRON TWO-STREAM 
INSTABILITY IN IBX* 

Hong Qin, Ronald C. Davidson, and Edward A. Startsev 
Plasma Physics Laboratory, Princeton University, Princeton, NJ 08543, USA 

Abstract 

The ion-electron two-stream instability is studied numer- 
ically for the high intensity heavy ion beams envisioned in 
the Integrated Beam Experiment (IBX). We consider a 1.7 
MeV K+ beam with 0.25 microcoulombs/m line density 
propagating through a small background electron popula- 
tion. The detailed linear properties of the ion-electron two- 
stream instability are studied using a 3D low-noise delta-f 
particle simulation method implemented in the Beam Equi- 
librium, Stability and Transport (BEST) code. 

INTRODUCTION 

In typical linear induction accelerators for heavy ion fu- 
sion drivers, the beam current is much higher than that in 
contemporary accelerators and storage rings in order to ob- 
tain sufficient fusion energy gain. For a given focusing 
lattice, most designs of heavy ion fusion drivers operate 
near the space-charge limit. Large space-charge forces in- 
evitably induce a strong interaction among the beam parti- 
cles, and in some regimes can result in collective instabil- 
ities [1,2]. One of the major objectives in the Integrated 
Beam Experiment (IBX) proposed by the U.S. Heavy Ion 
Fusion Virtual National Laboratory is to study collective 
effects in a space-charge-dominated beam [3]. In particu- 
lar, it is proposed to use IBX to investigate the ion-electron 
two-stream instability, which has been observed experi- 
mentally in high intensity accelerators and storage rings 
[4-6]. A well-documented example is the electron-proton 
(e-p) instability observed in the Proton Storage Ring exper- 
iment [4,5]. Theoretical studies [1,7-15] suggest that the 
relative streaming motion of the high-intensity beam parti- 
cles through a background charge species provides the free 
energy to drive the classical two-stream instability, appro- 
priately modified to include the effects of dc space charge, 
relativistic kinematics, presence of a conducting wall, etc. 
A background population of electrons can result by sec- 
ondary emission when energetic beam ions strike the cham- 
ber wall [16-18], or through ionization of background neu- 
tral gas by the beam ions. 

When electrons are present, two-stream interactions in 
IBX are expected to be stronger than the two-stream in- 
stabilities observed so far in proton machines because of 
the much larger beam intensity. In this paper, we study 
the ion-electron two-stream instabiUty in IBX using a per- 

* Research supported by the U.S. Department of Energy. We thank 
Drs. Ron Cohen, Christine Celata, Art Molvik, John Barnard, and Alex 
Freidman for many productive discussions. 

turbative particle simulation method {Sf method) for solv- 
ing the Vlasov-Maxwell equations. As a low-noise nonlin- 
ear particle simulation technique, the 6f method has been 
implemented in the recently developed Beam Equilibrium, 
Stability and Transport (BEST) code [19-21], which has 
been applied to a wide range of important collective pro- 
cesses in intense beams. We consider a K+ IBX beam 
with m = 39.1 au and kinetic energy 1.72 MeV in the low 
energy regime. Other beam parameters are: line density 
iV= 1.50x10^7 m; RMS radius/?6 = 1.3 cm; and beam 
transverse thermal speed vth = 0.054ftc. For the focusing 
lattice, the vacuum phase advance is a^ = 72°, and the 
applied betatron frequency is w^fc = 1.21 x lO'^s"^. 

SF SIMULATION METHOD 
The theoretical model employed here is based on the 

nonlinear Vlasov-Maxwell equations. We consider a thin, 
continuous, high-intensity ion beam {j = b), with char- 
acteristic radius rj, propagating in the ^-direction through 
background electrons {j = e), with each component de- 
scribed by a distribution fimction /j(x,p,t) [1,7]. The 
nonlinear Vlasov-Maxwell equations for/j(x, p, i) and the 
self-generated fields can be approximated by [1,7] 

{ 
d 

^ - b-mjw^^xx 

+e,.(V^-.^VxA,)].A|/^.(x,p,f) = o, 

V^^ = -47r Y, ej j d^pfj(x, p, t), 

(1) 

(2) 

To solve the Vlasov-Maxwell equations, we use a low- 
noise 6f method [19-21], where the total distribution func- 
tion is divided into two parts, fj = fjo + Sf,. Here, u^j 
is the applied smooth-focusing frequency, fjo is a known 
equilibrium solution (d/dt = 0) to the nonlinear Vlasov- 
Maxwell equations (1) and (2), and the numerical simula- 
tion is carried out to determine the detailed nonlinear evo- 
lution of the perturbed distribution function Sfj. This is 
accompUshed by advancing the weight function defined by 
'"'j — ^fj/fj< together with the particles' positions and 
momenta. The dynamical equations for Wji is given by [21] 

dwji 

dt = -(1 - ■Wji) 
1 df, jo 

fjo dp 
fdpji\ 
[dt )' 

^)._e,(w,-^V....) 
(3) 
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Figure 1:   Normalized equilibrium beam ion and back- 
ground electron density profiles. 

where the subscript "ji" labels the fth simulation particle 
of the fth species, 6<j> = 4> - CJ>Q, and 5 A;, = A^ - A^o- 
Here, the equilibrium solutions (4>Q, A^Q, fjo ) solve the 
steady-state Vlasov-Maxwell equations (1) and (2). A de- 
tailed description of the nonlinear Sf method can be found 
inRef. [21]. 

SIMULATION RESULTS 

In the present simulations of the two-stream instability, 
instead of using the theoretically-convenient KV distribu- 
tion [1], we assume that the background equilibrium distri- 
bution (d/dt = 0) is the more realistic bi-Maxwellian dis- 
tribution with temperature Tj±_ = const, in the transverse 
plane, and temperature T,|| = const, in the longitudinal 
direction. That is. 

•a   0 

(a) t=0 

Figure 2: The x-y projection (at fixed value of z) of the per- 
turbed electrostatic potential 54>{x, y, t) for the ion-electron 
two-stream instability growing from a small initial pertur- 
bation, shown at (a) t = 0, and (b) upbt = 6.6. 

fjo{r, p) = 
(2,rm,)3/27f2r,a7^/' 

(4) 

X exp < 

X exp • 

'3     "J-^'Jl 

^jmjUJjr^/2 + ej{<i>o - pjA^p) 

Til. 

27>,-T,-|| 

where hj is the density on axis (r = 0) of the j'th species, 
and (po and A^o are the equilibrium self-field potentials, 
determined self-consistently from the nonlinear Maxwell 
equations 

1 d ^dMr) 
r dr      dr 

1 d ^dA,o{r) 
r dr       dr 

= -in^ej fd^pfjo{r,p),      (5) 

The equilibrium density profile for the each species, 
n°j{r)/nj = {l/fij) J(fpfjo{r,p,t) (j = 6,e), can be 
readily obtained once the equilibrium potentials (f>o and 
A^o are determined numerically from Eqs. (4) and (5). 
If the beam particles are the only species in the system. 

the equilibrium can be be characterized by a single di- 
mensionless parameter Sb = u>pj2^lu)^i^, where u)"^ = 
Annbel/mbjb is the beam plasma frequency on axis. The 
parameter Sb, which measures the self-field intensity rela- 
tive to the applied focusing force, satisfies 0 < Sft < 1, 
with Sb = 0 corresponding to the zero space-chaige limit, 
and Sb —> 1 to the space-charge-dominated Hmit. For IBX, 
we take sj = 0.996, and the density profile is close to a 
flat-top profile, because «& is very close to the space-charge 
dorminated limit. If there is a small background electron 
population, the space-charge force will be partially neutral- 
ized, and the beam density profile relaxes to a bell-shape. 
Plotted in Fig. 1 are the density profiles for an ion-electron 
two-species equilibrium with fractional charge neutraliza- 
tion / = he/ub = 0.05, and Ve = 0 and uipe = 0 for 
stationary background electrons. 

To simulate the ion-electron two-stream instability, we 
perturb the two-species equilibrium discussed above with 
a small initial perturbation, and use the linearized version 
of the BEST code to simulate the dynamics of the system 
for many thousands of wave periods. In Fig. 2, the a; - y 
projection of the perturbed potential 54> at a fixed longitu- 
dinal position is plotted at t = 0 and i = 6.6/uj0b- Clearly, 
6<l> grows to a moderate amplitude hy t = 6.6/w^6, and 
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/ = n,/n =0.05 

Figure 3: Time history of pertubed desnity Snt/fit at a 
fixed spatial location. 

the Z = 1 dipole mode is the dominant unstable mode, for 
which the growth rate is measured to be Im w = 0.42a;/36. 
Plotted in Fig. 3 is the time history of the beam density per- 
turbation at one spatial location. Evidently, after an ini- 
tial transition period, the perturbation grows exponentially, 
which is the expected behavior of an instability during the 
linear growth phase. 

In the simulation results for the two-stream instability 
presented above, we have assumed initially cold beam ions 
in the longitudinal direction (Apm/pbw = 0) to maximize 
the growth rate of the instability. Here, p^n = 767716VJ,. 
In general, when the longitodinal momentum spread of the 
beam ions is finite. Landau damping by parallel ion kinetic 
effects provides a mechanism that reduces the growth rate. 
Shown in Fig. 4 is a plot of the maximum linear growth rate 
{Imw)max versus the normalized initial axial momentum 
spread Ap6||/P6|| obtained in the numerical simulations for 
the cases where / = hc/hb = 5% and / = 2.5%. As 
evident from Fig. 4, the growth rate decreases dramatically 
as Ap6||/P6i| ^s increased. When Ap6||/P6|| is high enough, 
the mode is completely stabilized by longitudinal Landau 
damping effects by the beam ions. This result agrees qual- 
itatively with theoretical predications [9]. For a fixed value 
of Ap6|| /P6||, the growth rate obtained from the simulation 
is several times smaller than the theoretical value predicted 
by the dispersion relation derived for a KV beam with flat- 
top density profile [7,8]. This difference can be attributed 
to the fact that the present simulations are carried out for 
more realistic thermal equilibrium beams with bell-shape 
density profiles. The nonlinear space-chaige potential due 
to the bell-shape density profiles induces substantial mne 
spread in the transverse direction, which provides an addi- 
tional damping mechanism, and reduces the growth rate of 
the two-stream instability [20]. 
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KINETIC STUDIES OF TEMPERATURE ANISOTROPY INSTABILITY IN 
INTENSE CHARGED PARTICLE BEAMS * 

Abstract 

Edward A. Startsev, Ronald C. Davidson and Hong Qin 
Plasma Physics Laboratory, Princeton University, Princeton, New Jersey 08543 

This paper extends previous analytical and numerical 
studies [E. A. Startsev, R. C. Davidson and H. Qin, 
Phys. Plasmas 9, 3138 (2002)] of the stability properties 
of intense nonneutral charged particle beams with large 
temperature anisotropy {Ti,b > T||6) to allow for non- 
axisymmetric perturbations with d/dO ^ 0. The most un- 
stable modes are identified, and their eigenfrequencies and 
radial mode structure are determined. 

LINEAR STABILITY THEORY 

It is well known that in neutral plasmas with strongly 
anisotropic distributions {T\\b/T±_b < 1) a collective Har- 
ris instability [1] may develop if there is sufficient cou- 
pling between the transverse and longitudinal degrees of 
freedom. Such anisotropies develop naturally in acceler- 
ators. For particles with charge q accelerated by a volt- 
age V, the longitudinal temperature decreases according to 
^116/ = ^ifbi/^S^ ( for a nonrelativistic beam). At the 
same time, the transverse temperature may increase due 
to nonlinearities in the apphed and self-field forces, non- 
stationary beam profiles, and beam mismatch. These pro- 
cesses may provide the free energy to drive collective in- 
stabilities, and lead to a detoriation of beam quality. The 
instability may also result in an increase in the longitudinal 
velocity spread, which will make the focusing of the beam 
difficult, and may impose a limit on the minimum spot size 
achievable in heavy ion fusion experiments. 

We briefly outline here a simple derivation [2] of the 
Harris-like instability in intense particle beams for electro- 
static perturbations about the thermal equilibrium distribu- 
tion with temperature anisotropy (Tx6 > Tjit) described in 
the beam frame by the self-consistent axisymmetric Vlasov 
equilibrium [3] 

/5°(^>P) = 
(27rm6)3/2Tx,T;f ^""^ V   T^b     T\\b 

(1) 
Here, H|| = pl/2rrn„ Hx = pi/2m6 -I- (l/2)m5w}r2 
eb4>°(r) is the single-particle Hamiltonian for transverse 
particle motion, p± = {pl+ p^)^^'^ is the transverse par- 
ticle momentum, r = (x'^ + 2/^)^2 is the radial distance 
from the beam axis, w/ = const, is the transverse fre- 
quency associated with the applied focusing field in the 
smooth-focusing approximation, and <?i°(r) is the equilib- 
rium space-charge potential determined self-consistently 

* RESEARCH SUPPORTED BY THE U. S. DEPARTMENT OF EN- 
ERGY 

from Poisson's equation. 

Id   d<f>°        ^        0 
(2) 

where n^ir) = Jd^pfS{r,p) is the equilibrium number 
density of beam particles. A perfectly conducting wall is 
located at radius r = r^,. 

For present purposes, we consider small-amplitude elec- 
trostatic perturbations of the form 

5(/>(x, t) = 5(t>{r) exp{im9 + ik^z - iut),       (3) 

where 5(p{x, t) is the perturbed electrostatic potential, k^ 
is the axial wavenumber, m is the azimuthal mode number 
and a; is the complex oscillation frequency, with /mw > 0 
corresponding to instability (temporal growth). Without 
presenting algebraic details, using the method of charac- 
teristics [2, 3], the linearized Poisson equation can be ex- 
pressed as 

fl d    8      ,2     m'^\-~~, , /■  ,  — 

where 

^^ QfO   

'dHjL 
(c^-M.)l^ + fc.«/-^° 

'dH_L ■dHu 

.if dt'd(j>[r'{t')] exp[i{k:,v^ - uj){t' -t) + imO'if)], 

(5) 
for perturbations about the choice of the anisotropic ther- 
mal equilibrium distribution fiinction in Eq. (1). In the 
orbit integral in Eq. (5), Imu} > 0 is assumed, and 
r'(t') = [x'^it') + 2/'2(i')]V2 and e'{t') are the trans- 
verse orbits in the equilibrium field configuration such 
that [xY(t')!Px(*')] passes through the phase-space point 
(xj., pj^) at time i' = i [2, 3]. 
 In Eq. (4), we express the perturbation amplitude as 
54>{r) = J^an(pn{r), where {a„} are constants, and the 
complete set of vacuum eigenfunctions {</>»(»■)} is defined 
by <t>n{r) = ^n Jm(A„r/r„). Here, A„ is the n'th zero of 
Bessel function Jm(A„) = 0, and An is a normalization 
constant [2]. This gives the matrix dispersion equation 

X^ an-D„,„' (w) = 0. (6) 

The condition for a nontrivial solution to Eq. (6) is 

det{Dn,„>{uj)} = 0, (7) 
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which plays the role of a matrix dispersion relation that 
determines the complex oscillation frequency LJ [2]. 

In the present analysis, it is convenient to introduce 
the effective depressed betatron frequency w^j_- It can 
be shown [3] for the equilibrium distribution in Eq. 
(1), that the mean-square beam radius r^ = (r^) = 
N^^2iT /J"" drr^n'^{r) is related exactly to the line density 
Nb = 27r /(["" drrn^{r), and the transverse beam tempera- 
ture Tib, by the equilibrium radial force balance equation 

2   2 Nbsl  ^ 2T^b 
rrib        nib 

Equation (8) can be rewritten as 

('^/-^^pb) 
23x6 

(8) 

(9) 

where we have introduced the effective average beam 
plasma frequency Qpb defined by 

rl '^p6 =  I 
Jo 

drrJ^bir) = 
_ 2e2jVb 

rUb 
(10) 

where w^j(r) = 47rng(r-) 6^/757715 is the relativistic plasma 
frequency-squared. Then, Eq. (9) can be used to introduce 
the effective depressedhel&tTon frequency w/jx defined by 

i2     — 
•^0X = [-) - \-l) = 23x6 

rribrl' (11) 

and the normalized tune depression U/VQ defined by 

VO ^f 

If, for example, the beam density were uniform over 
the beam cross section, then Eq. (11) corresponds to the 
usual definition of the depressed betatron frequency for a 
Kapchinskij - Vladimirskij (KV) [3] beam, and it is read- 
ily shown that the radial orbit ?[T) occurring in Eq. (5) can 
be expressed as [2] 

P(r) = 
Hx 

mbOjl_^ i-\ n cos{2ujp±T) 

(13) 
In general, for the choice of equilibrium distribution 

function in Eq. (1), there will be a spread in transverse de- 
pressed betatron frequencies u)0±{H±,P0), and the parti- 
cle trajectories will not be described by the simple trigono- 
metric fiinction in Eq. (13). For present purposes, how- 
ever, we consider a simple model in which the radial or- 
bit r{T) occurring in Eq. (5) is approximated by Eq. (13) 
with the constant frequency w^x defined in Eq. (II), and 
the approximate equiUbrium density profile is defined by 
n^ir) = nbexp{-mbUJ^j_r'^/2T±b). For a nonuniform 
beam, w^| is the characteristic time for a particle with ther- 

mal speed Vthj. = {2Txb/mbY''^ to cross the rms radius 

Tb of the beam. In this case /?„,„' (w) can be evaluated in 
closed analytical form [2] provided the conducting wall is 
sufficiently far removed from the beam {xw/n > 3, say). 
In this case, the matrix elements decrease exponentially 
away from the diagonal, with 

Dn. n+k 

^n,n 
' exp I      4   rl) (14) 

where fc is an integer. Therefore, for r^/rb > 3, we can 
approximate {D„,„'(w)} by a tri-diagonal matrix. In this 
case, for the lowest-order radial modes (n = 1 and n = 2), 
the dispersion relation (7) can be approximated by [2] 

£>i,i(w)Z?2,2(w) - [i)i,2(w)]' = 0, (15) 

where use has been made of £)i,2(w) = I>2,i(w). 
Typical numerical results [2] obtained from the approxi- 

mate dispersion relation utilizing Eq. (15) are presented in 
Figs. 1 - 2 for the case where r^ = Sr^. Only the leading- 
order nonresonant terms and one resonant term at frequen- 
cies u> w ±2w^x for even values of m, and w « ±U0± 
for odd values of m, have been retained in the analysis [2]. 
Note from Fig. 1 that the critical values of fc^r^ for the on- 
set of instability and for maximum growth rate increase as 
the azimuthal mode number m is increased. As expected, 
finite - Tiii, effects introduce a finite bandwidth in fc^r^ 
for instability, since the modes with large values of k^Vy, 
are stabihzed by Landau damping [2, 3]. Also, the unsta- 
ble modes with odd azimuthal number are purely growing. 

Note from Fig. 2 that the m = 1 dipole mode has the 
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Figure I: Plots of normalized growth rate {Imu>)/ujf and 
real frequency {Reui)/ujf versus fe^ru; for U/UQ = 0.53 
andT||b/Tx6 = 0.02[2]. 
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Figure 2: Plots of normalized growth rate {Imu})maxl^f 
and real frequency {Reoj)max/i^f at maximum growth ver- 
sus tune depression P/I/Q for r||i,/rx6 = 0.02 [2]. 

highest growth rate, {Imw)/iVf ~ 0.15, for P/I/Q ~ 0.45, 
and that the critical value of P/I/Q for the onset of the insta- 
bility, and the value of (P/I/Q)""^ with maximum growth 
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rate, decrease with azimuthal mode number m. The insta- 
bility is absent for v/vo > 0.77 for the choice of parame- 
ters in Fig. 2. The real frequency {Reu)/u}f of the unstable 
modes with odd azimuthal numbers m = 1,3, • • • are zero 
and are not plotted in Fig. 2. Moreover, the real frequency 
is plotted only for the unstable modes. 

BEST SIMULATION RESULTS 

Typical numerical results obtained with the linearized 
version of the 3D BEST code [4] are presented in Figs. 3-5 
[2] for the case where r„ = Srt and T||(,/rx6 = 0.02, and 
for perturbations with a spatial dependence proportional to 
exp{ikzZ + imO), where kz is the axial wavenumber, and 
m is the azimuthal mode number. Random initial perturba- 
tions are introduced to the particle weights, and the beam 
is propagated from t = Otot = 200wJ^. Note from Fig. 

Figure 3: Plots of normalized real frequency (Reu;)/Ljf 
and growth rate [Imbj)/ujf versus k^r^ for V/VQ = 0.53 
andT]|b/rj.6 = 0.02[2]. 
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Figure 4: Plots of normalized real frequency 
{Reu))max/t^f and growth rate {Imui)max/^f at 
maximum growth versus normalized tune depression U/VQ 

forT||b/Tx6 = 0.02[2]. 

3 that the instability has a finite bandwidth with maximum 
growth rate occurring at k^r^ ~ 9. From Fig. 4, the critical 
value of P/UQ for the onset of the instability decreases with 
azimuthal mode number m. The real frequency {Reu>)/tjf 
of the unstable modes for odd azimuthal numbers m = 1,3 
are zero and are not plotted. Moreover, the real frequency is 
plotted only for the unstable modes. Consistent with the an- 
alytical predictions, note that the dipole mode (m = 1) has 
the largest growth rate. Furthermore, all modes are found to 
be stable in the region U/UQ > 0.85. The simulation results 
presented in Figs. 3 and 4 are in good qualitative agreement 
with the theoretical model (see Figs. 1 and 2). Moreover, 
Fig. 5 shows that instability is absent for T]\i,/T±b > 0.08. 

0.5      0.6      0.7      0.8      09       1 

Figure 5: Longitudinal threshold temperature T^J^ normal- 
ized to the transverse temperature T±,b for onset of instabil- 
ity plotted versus normalized tune depression P/UQ [2]. 

CONCLUSIONS 

To summarize, the BEST code [4] was used to investi- 
gate the detailed stability properties of intense charged par- 
ticle beams with large temperature anisotropy (T| |(,/Tx6 < 
1) for three-dimensional perturbations with several values 
of azimuthal wave number m = 0,1,2,3. An analyti- 
cal model, which generalizes the classical Harris-like in- 
stability to the case of an intense charged particle beam 
with anisotropic temperature, has been developed [2]. Both 
the simulations and the analytical results clearly show that 
moderately intense beams with sj > 0.5 are linearly unsta- 
ble to short wavelength perturbations with k^r^ > 1, pro- 
vided the ratio of longitudinal and transverse temperatures 
is smaller than some threshold value. 
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MEASUREMENT OF THE LONGITUDINAL WAKEFIELD IN 
THE SLAC LINAC FOR EXTREMELY SHORT BUNCHES* 

K. Bane, F.-J. Decker, P. Emma, L. Hendrickson, P. Krejcik, C.L. O'Connell, H. Schlarb,t 
J. Welch, M. Woodley: Stanford Linear Accelerator Center, Stanford, CA 94309, USA 

INTRODUCTION 
Tlie Linac Coherent Light Source (LCLS) [1] is an x-ray 

PEL project with a 1-nC electron bunch compressed to an 
rms length of 20 microns at 4.5 GeV, accelerated in 500 
meters of SLAC linac to 15 GeV, and then injected into 
an undulator to generate SASE radiation. The longitudi- 
nal wakefield generated by the short bunch in the (S-band) 
linac is very strong, and is relied upon to cancel the energy 
chirp left in the beam after bunch compression. 

Up to now, both the average [2] and the shape [3] of 
the longitudinal wake of the SLAC linac have been mea- 
sured and confirmed using bunches ranging down to an rms 
500-microns in length. The recent installation of a chicane 
in the SLAC linac for the Sub-Picosecond Photon Source 
(SPPS) [4, 5, 6], however, allows compression of a 3.4-nC 
bunch down to 50 /xm rms length. We present measure- 
ments of the average wakefield, for bunch lengths down to 
this, LCLS-type scale, and compare with theory. 

THEORY 
For a periodic, disk-loaded structure the steady-state lon- 

gitudinal wakefield can be obtained numerically. The resuh 
over the very short-range can be approximated by [7] 

Substituting Eq. (1) into Eq. (2) we obtain a result that can 
be approximated (for a^ < SQ to 2% accuracy) by 

Wis) = S2lH{s)e- (1) 

where s is the longitudinal separation between drive and 
test particles (s > 0 if the drive particle leads); with 
Za = 377 fi, c the speed of light, a the (average) struc- 
ture iris radius; with H{s) = 1 (0) if s > 0 (< 0). 
The parameter SQ = QA\g^-^a}-^/p'^'^ with g the gap 
length and p the period length. For the SLAC linac struc- 
ture, a = 1.16 cm, g = 2.92 cm, and p = 3.50 cm; 
So = 1.47 mm and the model is valid for s < 5 mm. 
Note that Eq. (1) gives the steady-state solution, valid after 
the distance L^rit » \a?/crz, after which initial transients 
have died down. For a^ = 50 pm, Lcru = 1.4 m, which is 
very small compared to the total structure length; thus, the 
transient contribution is small and can be ignored. 

We will describe measurements that depend on the aver- 
age wake. For a Gaussian bunch with rms length C;,, the 
loss factor—the average wake-induced energy loss per unit 
charge per unit length of structure—^is given by 

1        t°° 
<^z) = -^rj^- /    W{s) e-(V''')V4 ds .     (2) 

^ 2V7rgz Jo 
* WoA supported by U.S. Department of Energy, contract DE-AC03- 

76SF00515. 
t Visitor from DESY. 

K{az) ^°^ g-0.88v'^ 
27ra2 (3) 

The average energy gain of a bunch after passing through 
a linac is given by a combination of the applied rf and the 
wakefield effect. The average gain of a Gaussian bunch is 

AE = Eacc cos </> e-''rf<'l/^ - eNLK{a;,),      (4) 

with Eacc the crest energy change, 0 the average bunch 
phase (with respect to crest), krf the rf wave number, eN 
the bunch charge, and L the total structure length. Note 
that increasing the bunch length will decrease the first and 
increase the second term contributions, and the converse 
is also true. Note also that when i/o^/so < 1 we lose 
sensitivity in AE to bunch length. 

To estimate the range of energy change that we can ex- 
pect to measure, consider first that, for a point charge, the 
total wake effect is {eNLZoc)/{2Tra% which in our exper- 
iment is ~ 850 MeV (3% of the final beam energy). For a 
bunch length range between 50 and 600/zm this quantity is 
reduced by the difference of e-^-^^V^^/^o ^t the two bunch 
lengths, yielding an energy change of ~ 240 MeV (a 0.8% 
effect). Eqs. (3-4) can be used to estimate the wakefield 
effect for the measurements to be discussed. In reality the 
beams are not exactly Gaussians, however, and in the simu- 
lations used in comparisons to follow, no such assumption 
is made. 

MACHINE LAYOUT 
A new four-dipole bunch compressor chicane was in- 

stalled in sector-10 of the SLAC linac in October of 2002 
[4, 5]. The chicane is located at the 1-km point in the 3- 
km linac, at 9 GeV. The electron bunch is extracted from 
a damping ring which is followed by an existing ring-to- 
linac (RTL) bunch compressor beamline at 1.2 GeV. The 
RTL includes a 2.1 -m long S-band rf accelerating structure 
operated at the zero-crossing phase, followed by a series of 
bends which generate an R^e of 590 mm. The RTL struc- 
ture is operated at a nominal voltage (YRTL) of 42 MV, 
which can vary with machine configuration. 

A 3.4-nC bunch is compressed from 6-mm rms in the 
ring to 1.2-mm in the RTL, accelerated to the chicane at 9 
GeV through 810-m of linac at an rf phase of -19° (crest 
at 0), and then further compressed in the new chicane to as 
short as 50-/im rms (up to 9-kA peak current). The time- 
correlated energy spread at chicane entrance is 1.6% rms. 

0-7803-7738-9/03/$17.00 © 2003 IEEE 3126 
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with bunch head at lower energy than its tail. The bunch is 
then accelerated to 28.5 GeV in 1870 meters of S-band rf 
accelerating structures, where in order to save power, only 
~90 of the 160 available klystrons beyond the chicane are 
presently switched on. Figure 1 shows the machine layout. 

niiq 

hold energy 
constant 

vary ^^    |    ^ at crest 

A      t , , 

record 
energy loss 

,> 
1872 m 

28.5 (k'V 

Figure 1: Layout of ring, RTL, linac, and chicane. Linac 
sections highlighted in red are rf-powered. 

The longitudinal wakefield of the post-chicane linac gen- 
erates an energy loss and spread which reaches a maximum 
for the shortest bunch length. This dependence can be used 
to find the minimum bunch length by maximizing the en- 
ergy loss. This is done by varying the pre-chicane rf phase 
(01), composed of the first 40 klystrons in sectors 2-6, sev- 
eral degrees around its nominal setting of -19°, while the 
chicane energy is held constant. The varying phase changes 
the correlated energy spread in the chicane, which changes 
the final bunch length, passing through a minimum near 
—19° with over- and under-compression on either side. 

The energy in the chicane is held constant by a pair of 
"feedback" klystrons in sector-9, each operated symmetri- 
cally around opposing zero-crossing phases (at 7r/2 ± A.(j)f 
and —7r/2 =F A0/). This allows energy control without 
changing the correlated energy spread. A beam position 
monitor (BPM) at the center of the chicane is used to drive 
this micro-processor based chicane energy-feedback sys- 
tem. With a peak a;-dispersion of 450 mm in the chicane 
and a 50-/xm BPM resolution, the single-shot energy reso- 
lution is 0.01%, or 1 MeV. The actual pulse-to-pulse energy 
stability in the chicane is typically 0.05%, or 5 MeV rms. 

A second BPM, located after a bend at the end of the 
linac, is used to record energy change as a function of ^i. 
The 5-MeV chicane energy stabiUty, and its Rz& of -76 
mm, contributes to post-chicane rf phase ((/>2) errors of < 
0.2° around crest phase. This tiny error is < 0.2 MeV 
at the end of the linac. Therefore, any significant energy 
change at the end of the linac, which is correlated with ^i, 
minus the chicane energy error, is due to the bunch-length 
dependent wakefield in the post-chicane linac. 

The shortest bunch length is produced at the (pi phase 
where the energy loss is maximized. This simple procedure 
has become a standard optimization and diagnostic tool to 
quickly (2-3 minutes) minimize the bunch length after the 
chicane, at any bunch charge and with any VRTL setting. 

SIMULATIONS 

Particle tracking from ring extraction to end-of-linac has 
been done in 2D (longitudinal only), and also confirmed in 
6D. More tracking details are shown in reference [5]. Ma- 
chine and beam parameters are given in Table 1. The track- 
ing starts at ring extraction with a gaussian energy profile 
and a slightly asymmetric-gaussian temporal profile, due to 
resistive ring vacuum chamber impedance [6,9]. 

Table 1: Machine and electron bunch parameters. 
bunch population N 1.8-2.1 10^" 
e~ energy in ring Eo 1.19 GeV 
ring rms energy spread CTEIEQ 0.08 % 
ring rms bunch length <^zn 6.0 mm 
pre-chicane rf phase ^1 -19 deg 
post-chicane rf phase 02 0 deg 

The tracking includes 1st, 2nd, and 3rd-order momen- 
tum compaction (i^gg, Tsge, and f/geee) in the RTL and chi- 
cane. It also includes sinusoidal rf, and longitudinal geo- 
metric wakefields of all rf structures: before and after the 
chicane, and in the RTL. Figure 2 shows simulated longitu- 
dinal phase space, energy, and temporal distributions after 
the chicane and after the full linac, for the minimum bunch 
length. A gaussian-fit (in red) is used to determine the core 
bunch length at a^ » 40 {iva. rms. The energy spread is un- 
correlated immediately after the chicane, but the wakefield 
of the post-chicane linac induces a large correlated spread 
and a mean loss of ~ 1% (bunch head at left here). 

o^(£)=1.48 

o^(£>=1.24% 

0      0.2     0.4 
zinsa 

(£>=28.5 GeV.JV =1.82x10'° o_=54.0 nm. Gauss: 40.8 

4 (2 b) 

§2 A 
§"0 
\ 

2 v-—- 
nlW z/mm 

0.5      0 
z/mm 

Figure 2: Beam at chicane exit (top) and end of linac (bot- 
tom), showing longitudinal phase space (1-b & 2-b), en- 
ergy (1-a & 2-a), and temporal (1-c & 2-c) distributions 
(gaussian-fit in red: cr^ w 40 /xm rms). 

Incoherent synchrotron radiation in the 9-GeV chicane 
bends is also included, but is a small effect producing an 
rms energy spread of 0.006% and a loss of 0.02% at 9 GeV. 
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The effects of coherent synchrotron radiation (CSR) in the 
chicane have also been calculated and, although there is 
a small effect on the x-emittance [10], the maximum rms 
energy spread and mean loss due to CSR is very small at 
0.02 and 0.03%, respectively (at 9 GeV with 3.4 nC). 

Finally, a small VRTL-dependent beam loss in the 
narrow-aperture RTL beamline is also included in the sim- 
ulations. Transmission measurements at various VRTL set- 
tings (various X beam sizes in the RTL) show the energy- 
aperture at ±2%. At 3 nC and VRTL = 42 MV, this results 
in a 9% particle loss (7% at 40 MV and 12% at 45 MV). 

The simulations are run multiple times with (f>i varied 
±7° in 0.5° steps, around the nominal phase of -19°, with 
chicane energy held constant. The energy change at the end 
of the linac vs. 4>i is compared with measurements. 

MEASUREMENTS 

The energy loss of the compressed bunch is measured 
by reading the computations of a second micro-processor 
based energy-feedback system which nominally holds the 
electron energy constant at the end of the linac. This sys- 
tem uses three BPMs, one placed after a bend magnet with 
(x)-dispersion rjx « -86 mm, and the other two, prior 
to the bend, at r/x = 0, to accommodate trajectory varia- 
tions initiated upstream of the bend. BPM calibration was 
verified accurate to 5%. The feedback loop is switched to 
"compute-only" mode during the wake-loss scans, which 
calculates energy, but applies no correction. 

As described above, the rf phase, ^i, is varied while the 
chicane energy is held constant, and the end-of-linac en- 
ergy is monitored. The final energy is typically stable to 8 
MeV rms (0.03%) and five beam pulses (10 Hz) are aver- 
aged per (f>i setting for a measurement error of 4 MeV. 

The final bunch length was confirmed using a transverse 
deflecting rf structure to 'streak' the beam on an off-axis 
screen [11]. The absolute bunch length is measured from 
the streaked vertical beam size and independently demon- 
strates a minimum rms bunch length of 60 ± 10 fim. 

The measured and simulated energy loss vs. (pi settings 
are shown in Figures 3. Each scan is at a different RTL 
voltage (40 to 45 MV). The error bars show the estimated 
rms energy stability at each point. For this data taken at 3.0 
nC, an RTL voltage other than 42 MV results in a longer 
minimum bunch length and a different correlated energy 
spread in the chicane. Therefore, the depth of the energy 
loss and the phase at the minimum will change for each 
RTL voltage setting. The (c) plot (42 MV) also shows the 
rms simulated bunch length (dotted), with scale at far right. 

No fitting parameters are used, except the arbitrary offset 
on the vertical (energy) scale. The measurements and sim- 
ulations are simply overlayed. The nominal 42 MV case 
(c) agrees quite well, but the 40 and 41 MV settings, (a) 
and (b), show a flat-bottomed area which is not understood. 
There also appears to be a slight RTL-saturation effect at 
VRTL > 42 MV. The dashed curves in (d), (e) and (f) show 
the simulation at the actual VRTL settings, but the data sug- 
gests that the RTL klystron was beginning to saturate here. 

'Rn.-""'^- ''.im*""""- W-l '3«10'° V„^=41.0MV. V,^»I1.0MV. feLSSxlo" 

Vn^=43.0MV. V,^=42.SMV. y=1.77xl0'° 

26       24       22       20       18       16       14       12  26       24       22      20       18       16       14       12 
pre chicane rf phase. «i,)(deftrees S band) pre chicane if phase. ($,) (degrees S bend) 

Figure 3: Wake-loss scans (the vertical scale has an arbi- 
trary offset) with varying VRTL from 40 to 45 MV, (a) to 
(f), respectively. The 42-MV case (c) also plots the simu- 
lated rms bunch length: scale at far right. 

At the setting of 43 MV in (d), the data fits slightly better 
to 42.5 MV (solid). Likewise, at 44 and 45 MV settings in 
(e) and (f), the data fits much better to 42.5 and 43.5 MV, 
respectively. Note especially the measurements at 42 (c), 
43 (d), and 44 MV (e) are almost identical, yet the simu- 
lations (dashed) at 43 and 44 MV suggest a clear change 
should have occurred. Unfortunately, this klystron satura- 
tion possibility was not confirmed by any independent tech- 
nique. Further measurements, including wakefield-induced 
energy spread, will be made in the near future. 
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Table 1: Chicane and beam parameters [2 
parameter symbol value unit 
Bunch charge Ne 3.0-3.4 nC 
e~ energy Eo 9.00 GeV 
rms corr. energy spread CTE/EQ 1.55 % 
init. rms bunch length ('so 1.15 mm 
final rms bunch length (^st 50 /jm 

X norm, emittance l^x 27-45 fim 
momentum compaction ^56 -76 mm 
bend angle per dipole e 97 mrad 
bend magnet length LB 1.80 m 
drift from bend-1 to 2 AL 2.80 m 
drift from bend-2 to 3 ALe 1.50 m 
peak dispersion Vpk 449 mm 
initial x beta-func. 0. 56.3 m 
initial x alpha-func. Olx 3.29 

MEASUREMENTS OF TRANSVERSE EMITTANCE GROWTH DUE TO 
COHERENT SYNCHROTRON RADIATION IN THE SLAC SPPS BUNCH 

COMPRESSOR CHICANE 
P. Emma, F.-J. Decker, P. Krejcik, C.L. O'Connell, M. Woodley 

SLAC, Stanford, CA 94309, USA* 
H. Schlarb, F. Stulle, DESY, 22603 Hamburg, Germany 

Abstract 

A four-dipole bunch compressor chicane has recently 
been installed in the SLAC linac at 9 GeV and is capable 
of compressing a 3.4-nC electron bunch to an rms length of 
50 microns, resulting in a peak current of nearly 10 kA [1]. 
The electron bunch is extracted from a damping ring with 
normalized horizontal emittance of ~ 30 /xm. We present 
preliminary measurements of the initial and final emittance 
in the chicane and compare these to ID and 3D calculations 
of the effects of coherent synchrotron radiation (CSR). 

INTRODUCTION 

A four-dipole bunch compressor chicane was installed in 
sector-10 of the SLAC linac in October of 2002 [2]. The 
new chicane is located at the 1-km point in the 3-km linac, 
at 9 GeV, in order not to interfere with present PEP-II op- 
erations. The electron bunch is extracted from a damping 
ring which is followed by an existing ring-to-linac (RTL) 
bunch compressor beamline at 1.2 GeV. The 3.4-nC bunch 
is compressed from 6-mm rms in the ring to 1.2-mm in the 
RTL, and then further compressed in the new chicane to as 
short as 50-/im rms (9-kA peak current). 

The existing FFTB (final focus test beam) beamline, 
which follows the 3-km linac, has been adjusted to produce 
another stage of compression, for a possible final bunch 
length of 12 /xm rms, or 30 kA of peak current. The very 
short bunch (80 fsec FWHM) will be used to produce high- 
brightness spontaneous x-rays at 28 GeV in a 2.5-m long 
undulator. This sub-picosecond photon source (SPPS) [3], 
will be commissioned in June of 2003. The chicane com- 
pressor also enhances FFTB plasma-wakefield experiments 
by increasing the accelerating gradient a factor of ~ 36 [4]. 

Finally, the new compressor provides an opportunity 
for machine R&D toward the linac coherent light source 
(LCLS) project [5], especially by allowing measurements 
of transverse emittance growth possibly induced by CSR. 

With the large bend-plane emittance from the damping 
ring, and limited time, the data collected is not yet exhaus- 
tive, but does provide an upper limit to the measured CSR 
emittance growth. Since few CSR emittance growth mea- 
surements exist at present, these results are published in 
their preliminary state. Future measurements should ulti- 
mately be more conclusive and more comprehensive. 

CSR CALCULATIONS 

The chicane is shown in Fig. 1 with symbol values listed 
in Table 1. Bending is in the horizontal (x) plane, and a 
limited aperture constrains the R^^ adjustment to just ±5% 
(no changes made here). The simulated longitudinal phase 
space at chicane entrance and exit is shown in Fig. 2 (bunch 
head at s < 0), with the total CSR-induced relative en- 
ergy variation along the bunch at lower right. The final rms 
bunch length is 74 /im, but the rms is dominated by tails 
and the core bunch length is IWHM/2.355 w 36 /xm. 

* Work supported by U.S. Department of Energy, contract DE-AC03- 
76SF00515. 

Figure 1: SPPS chicane at 9 GeV {LT W 14.3m). 

The CSR-wakefield alters each particle's energy as it 
passes through the chicane, generating a;-kicks which be- 
come projected (bunch-length integrated) emittance growth 
in the bend-plane. A ID line-charge transient field calcu- 
lation, which is based on references [6, 7], is used here to 
generate these plots and evaluate the emittance growth. In 
the code, bends and drift sections are split 20 times each 
and the evolving non-gaussian temporal beam distribution 
is continually re-binned in 500 slices at each step, with 
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Figure 2: Simulated longitudinal phase space before (top 
3-plots) and after chicane (bottom 4-plots) at 9 GeV. 

2 X 10^ macro-particles. The macro-particles are taken 
from a previous 2"''-order tracking run, using Elegant [8], 
through the entire RTL beamline and the 1-km of SLAC 
linac leading up to the chicane, including the longitudinal 
wakefield of the linac structures and 2nd-order optics. The 
emittance growth in the chicane has also been calculated 
using the 3D CSR code TraFiC^ [9], which includes trans- 
verse effects and agrees reasonably well with the ID code. 
With a vacuum chamber full-height of 13-mm, shielding 
effects are not important for a^ < 100 /xm. 

A calculation (ID) of the CSR-induced energy spread, 
energy loss, and the normalized projected horizontal emit- 
tance is shown evolving along the chicane in Fig. 3, using 
the phase space of Fig. 2. The larger of the two emittance 
curves includes incoherent synchrotron radiation (ISR) in 
the chicane. The calculation shows the emittance is ex- 
pected to grow from ^6^ = 27 fim to 30 fim (10% in- 
crease) due to CSR alone at 3.4 nC, and up to 33 /xm (22% 
increase) when also including ISR at 9 GeV. The CSR- 
induced rms energy spread is < 0.02%, including a 2-m 
long drift section after the chicane. 

BUNCH LENGTH MEASUREMENTS 

The bunch length after the chicane is measured using 
a 2.4-m long S-band (2856 MHz) transverse rf vertical- 

5/m 

Figure 3: Simulated CSR-induced relative energy loss (top- 
solid), rms relative energy spread (top-dash), and bend- 
plane emittance along chicane, with (solid) and without 
ISR effect (dash) at 3.4 nC. 

deflecting structure located at 28.5 GeV [10]. An off-axis 
screen is placed downstream of the structure (~ 60 m) by 
Atpy « 7r/2, vertical betatron phase advance. A pulsed 
horizontal magnet is used to kick the vertically-streaked 
beam onto the screen. The absolute bunch length is calcu- 
lated from the vertical beam size by using data from both 
zero-crossing rf phases as well as the rf-off setting. This 
3-point measurement with parabolic fit allows for a finite 
vertical emittance and for initially tilted (pitched) beams, 
possibly induced by upstream transverse wakefields. 

The transverse deflector is powered by a single 50-MW 
klystron and applies up to 22 MV (at crest phase) allowing 
10-20% resolution (at zero-crossing phase) of a 50-//m rms 
bunch length. A calibration is made by scanning the beam 
position vertically across the span of the screen, varying rf 
phase a few degrees around the zero-crossing. The calibra- 
tion, in screen-pixels per S-band degree of phase change, 
allows direct conversion of beam size, in pixels, to bunch 
length in degrees S-band (or psec). Therefore, no apriori 
calibration is needed, except the rf phase shifter, and this is 
separately scanned ±7r reading a nearby BPM to ensure the 
phase calibration is accurate to better than 1%. The mini- 
mum measured RMS bunch length is from 50 to 70 /xm. 

The bunch length is independently verified by measuring 
the longitudinal wakefield energy loss of the compressed 
bunch across 1872 meters of SLAC rf structtires [11]. For 
a 50-/tm rms bunch length and 3 nC of charge, the wake- 
field energy loss at the end of the linac is nearly 250 MeV 
(1%) which is easily measured using an end-of-Unac BPM 
with |7/x I « 85 mm (the chicane CSR energy loss should be 
only ~ 0.01% at 28 GeV). It is a simple matter to adjust the' 
pre-chicane rf phase until this energy-loss is maximized, 
resulting in a minimum post-chicane bunch length. These 
wake-loss scans with rf phase are a routine diagnostic and 
are in good agreement with tracking calculations. They fur- 
ther verify the minimum bunch length at 50-60 /xm rms. 
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EMITTANCE MEASUREMENTS 

Horizontal emittance measurements are made using four 
consecutive wire scanners (well used over last 10 yrs), all 
of which are located within 80 m of the chicane. The four 
wires (x rms beam sizes from 100 to 300 /im) allow some 
redundancy for the 3-parameter measurement of ex, Px, 
and Ox- The beam sizes are taken from asymmetric gaus- 
sian fits, which allow for reasonably distorted beams. A 
profile measurement requires 50 pulses at 10-30 Hz, or 2-5 
seconds plus some overhead. One emittance measurement 
requires about 2 minutes. Figure 4 shows two measured x- 
profiles with asymmetric gaussian fits. The narrower pro- 
file is with chicane off, and the wider is chicane on. The 
asymmetries are fairly insensitive to the bunch length (i.e., 
CSR power) in both the tracking and the measurements. No 
simultaneous vertical emittance measurements were made. 
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a =113 |im    /        \ 

150 f\ ■ 

100 1 ^ ^ CHICANE-ON . 
»\    a =142^111 
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■WIRB644 j:-pos(mm) 

Figure 4: Measured a;-profiles (points) on one of four wire- 
scanners with asymmetric gaussian fits, for chicane-ON 
(dash-red) and chicane-OFF (solid-blue). 

The emittance measurements are precise to a level of 
about 4%, over periods < 1 hour, but the linac is quite 
sensitive to changes in charge, rf phase, and trajectory. 
This makes controlled changes of the compression diffi- 
cult without altering the initial emittance prior to the chi- 
cane. For these reasons we present data taken only at the 
minimum bunch length, and as a control, with the chicane 
switched completely off. The data were taken on two sep- 
arate days (Feb. 5 and May 4, 2003) at 3.0 nC and 3.4 nC, 
respectively. The 3.4-nC data has a smaller initial emit- 
tance achieved by coupling the damping ring tunes. 

Efforts were also made to correct all x-dispersion errors 
after the chicane. Tight quality control was placed on field 
quality of the dipole magnets [2], and two weak 'tweaker' 
quadrupole magnets were located inside the chicane and 
used to empirically correct the x-dispersion by minimizing 
the measured emittance to a precision of Aex/e^ « 1%. In 
addition, impedance effects inside the chicane beam-pipe 
were minimized, including copper plating [2]. 

Figure 5 shows two sets of x-emittance measurements 
made downstream of the chicane on two separate days, 
each time with "chicane-ON" and also "chicane-OFF", at 
3.0 nC (Feb. 5) and 3.4 nC (May 4). The "tracking" values 
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Measurement Number (arbitrary) 

10 

Figure 5: Emittance measurements with chicane ON and 
OFF at 3.0 nC (Feb. 5) and 3.4 nC (May 4). Tracking 
results, including ISR, are shown for both 3.0 nC (dash) 
and 3.4 nC (dash-dot) at <7s « 50 /zm. 

(including CSR and ISR) are also shown (for both days) 
at 3.0 nC (dash) and 3.4 nC (dash-dot) and Os « 50 \im. 
These are calculated by tracking with the average "chicane- 
OFF' measured emittance as an input. With 3.4 nC, the 
mean "chicane-OFF'emittance is (iCxo) « 26.9 ± 0.7/im 
and the tracking result after the chicane is: 763; = 32.9 /^m. 
The "chicane-ON" measurements at 3.4 nC have a mean 
value of (7€a;) « 33.6 ± 0.3 ^m, which is in reasonable 
agreement with tracking. Measurements (not shown) were 
also also made of the fix and OLX functions and confirm, 
within a few percent, the values in Table 1. 

CONCLUSIONS 

The observed bend-plane emittance growth after the 
SPPS chicane, with a SO-pm rms bunch length and up to 
3.4 nC of charge, is reasonably consistent with ID and 3D 
CSR tracking calculations and sets a clear upper limit on 
the scale of the effect. Measurements will continue and 
might be improved in the future by using a larger fix in 
the final bend to amplify the relative growth, and perhaps a 
6-GeV chicane energy to remove ISR effects. 
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SINGLE-MODE COHERENT SYNCHROTRON RADIATION 
INSTABILITY 

S. Heifets and G. Stupakov 
Stanford Linear Accelerator Center, Stanford University, Stanford, CA 94309 

INTRODUCTION 

A relativistic electron beam moving in a circular orbit 
in free space can radiate coherently if the wavelength of 
the synchrotron radiation exceeds the length of the bunch. 
In accelerators coherent radiation of the bunch is usually 
suppressed by the screening effect of the conducting walls 
of the vacuum chamber [1, 2, 3]. The screening effect is 
much less effective for short wavelengths, but if the wave- 
length is shorter than the length of the bunch (assuming a 
smooth beam profile), the coherent radiation becomes ex- 
ponentially small. However, an initial density fluctuation 
with a characteristic length much shorter than the screen- 
ing threshold would radiate coherently. If the radiation re- 
action force is directed so that it drives the growth of the 
initial fluctuation, one can expect an instability that leads 
to micro-bunching of the beam and an increased coherent 
radiation at short wavelengths. 

In Ref. [6], the growth rate of the beam instability driven 
by the coherent synchrotron radiation (CSR) was found 
using the so called "CSR impedance" [4, 5] that neglects 
the shielding effect of the walls and assumes a continu- 
ous spectrum of radiation. In many cases, the instability 
is limited to relatively long wavelengths, and it may be af- 
fected by the wall shielding effect [1]. Close to the shield- 
ing threshold, one has to take into account that the spec- 
trum of the synchronous modes of radiation is discrete, and 
the instability may be driven by a single synchronous mode 
rather than a continuous spectrum. 

In this paper we study a linear regime of single-mode 
CSR instability. As in Ref. [6], we assume that the bunch 
is much longer than the wavelength of the modulation and 
consider a coasting beam model. The nonlinear regime of 
the instability is described in accompanying paper [7]. 

SYNCHRONOUS MODES IN TOROIDAL 
BEAM PIPE CLOSE TO SHIELDING 

THRESHOLD 

A relativistic beam moving in a toroidal beam pipe in- 
teracts with synchronous modes that have phase velocity 
equal to the speed of light. For a perfectly conducting walls 
of the toroid, those modes have discrete frequencies. Such 
modes have been extensively studied in the past [3, 8]. Re- 
cently, a new approach to the problem [9] extended the pre- 
vious analysis and allowed to treat arbitrary cross sections 
of the toroid. 

Following Ref. [9], we assume that the characteris- 
tic size of the pipe cross section a is much smaller than 

the toroid radius R, so that the ratio y/a/R is a smaU 
parameter. For a given toroid, the synchronous modes 
have wavenumbers k greater than a minimal value fcmin = 
Wmin/c: 

fc> Wn R^' 
»a" 

- c a3/2 

Each mode is characterized by its frequency w„, the 
wavenumber ?„ = w„/c, and the group velocity Vg„. The 
wake of each mode is 

'w„iz) = 2x„ cos {qnz) , (1) 

where Xn is the loss factor. The total wake is the sum of 
partial contributions of all modes: w{s) = J^^ w„(s). 

The lowest synchronous mode wavenumber is of order 
of ko, where 

ay a 
For example, for a beam pipe of a square cross-section 
with the side a, fcmin = 1.52 feo- The loss factor per 
unit length xi and the group velocity Vgi for this mode 
are Xi = 4M/a^, 1 - Vgi/c = 0.62 a/R. Note that 
such modes propagate with the group velocity close to the 
speed of light. The next mode with a nonzero loss fac- 
tor has a frequency (J2 = 2.79 cfco and the loss factor 
X2 = 3.01/a^. We emphasize here that the distance be- 
tween the synchronous modes in the vicinity of Wmjn is of 
the order of their frequency, and in that sense the modes are 
well separated on the frequency scale. Similar results hold 
for the round toroidal pipe [9]. 

INTERACTION OF THE BEAM WITH A 
SINGLE SYNCHRONOUS MODE IN 

LINEAR APPROXIMATION 
The interaction of the beam with electromagnetic waves 

is usually described in terms of the beam impedance (see, 
e.g., [10]). For discrete synchronous modes, the beam 
impedance has singularities centered at the mode frequen- 
cies. In this case, a direct application of the standard ap- 
proach may give an incorrect result. In Ref. [11], a deriva- 
tion of equations for beam-wave interaction is given based 
on the Maxwell-Vlasov system of equations without using 
the concept of the impedance. In this section, we obtain 
the equations of Ref. [11] using a simple heuristic argu- 
ment that "fixes" the conventional approach by taking into 
account the effect of retardation. 

We use a one dimensional model for the beam, neglect- 
ing effect of the finite transverse emittance and considering 

0-7803-7738-9/03/$17.00 © 2003 IEEE 3132 



Proceedings of the 2003 Particle Accelerator Conference 

a distribution function f{z, 6, i), where z is the longitudinal 
coordinate measured from a reference particle moving with 
the speed of light, and 6 is the energy offset relative to the 
nominal energy EQ, S = {E - Eo)/Eo. We also assume 
that the modulation wavelength is small compared to the 
bunch length and consider a coasting beam with the linear 
density Ub equal to the local linear density of the bunch. 

In the linear approximation, the perturbation due to the 
electromagnetic field can be considered as small: / = 
MS) + h{z, S, t), with l/i I < /o. The linearized Vlasov 
equation for /i is 

dt .r,c5^JL + ^Siz,t)^ = 0, az     ^mc        '85 (2) 

where 77 is the momentum compaction factor, 7mc^ is the 
nominal beam energy, and £{z, t) is the longitudinal com- 
ponent of the electric field. The function / is normalized 
so that / fdzdS gives the number of particles in the beam. 

The usual formula for the electric field in terms of the 
wake function is [10]: 

S{z,t) = -e j   dz' fdSw{z' - z)h(z',S,t). (3) 

However, it misses an important effect of the wake retarda- 
tion that we need to take into consideration here. Indeed, 
the wave radiated at position s' at time t' and propagating 
in the forward direction to s, such that s > s', will take 
time t-t' = {s- s')/vg to arrive at the destination, where 
Vg is the group velocity of the wave. Since s' = z'+ct' and 
s = z + ctwe find from the above relation the retardation 
time between the emission and arrival in terms of coordi- 
nate z:t-t' = {z' - z)/{c - Vg). To include the effect of 
the retardation in Eq. (3), we need to take the distribution 
function in Eq. (3) at the time of emission of the wave: 

£{z,t)   =   -e/   dz' fdSw{z'-z) 

X    fJz',S,t-^^) . 

This equation replaces Eq. (3) in our derivation. Contrary 
to the usual case of the geometric impedance, where the 
group velocity is small, effect of retardation here is impor- 
tant because Vg is close to the speed of light. 

Note, that for the free space CSR, the retardation time is 
equal to [2AR^{z' - 2:)] V3 defined by the difference of the 
path length along the circle for the beam and the straight 
line for the radiation. A more detailed study of the retar- 
dation effect for the CSR wake in vacuum can be found in 
Ref. [12]. 

For what follows, it is convenient to introduce the 
Fourier transform gi of the perturbation of the distribution 
function ffi(w,g, 5) = / dtrf2;e'("*-«^)/i(2,5, t). It fol- 
lows from Eq. (2): 

5i(w,5,5) = - ie    E{u,q) dfp 
'ymc u) + rjcSq 85 (4) 

where ^(w,?) = /dMze*("*-«^)£:(2,f). The quantity 
E{(jj, q) can be found by Fourier transforming Eq. (4) and 
using the wake from Eq. (1): 

E{uJ,q) = Y^ -ieXnjC - Vgn) 

i^ + {c - Vgn){q - qn) 
-I d5gi{u,q,5). 

(5) 
To obtain the above equation, we assumed that the fre- 
quency |a;| ~ (l-/3g)|5-g„| < a;„, which is equivalent to 
using only the synchronous part of the wake: cos(g„z) ->■ 
e-igr,z/2. Combining Eqs. (4) and (5) yields the dispersion 
relation 

■E 
•^n 

w/c+il-l3gn)Aq J do———J ,    (6) 

where A„ = r-ec(l - Pgn)Xnh, Ag„ = g - q^, with r^ = 
e^jmc?. In Eq. (6) we took into account that Vgn w c. As 
always in stability theory, the integration in Eq. (6) goes 
in the complex plane above the pole 5 = —ui/rjcq. For 
a real value of q, Eq. (6) defines a complex frequency a; 
the imaginary part of which gives the growth rate of the 
instability. Altematively, we can consider real w and find a 
complex wavenumber q describing a periodic perturbation 
growing or decaying along the beam pipe. 

Note that the frequency of the mode fi observed in the 
laboratory frame, where it has a dependence e*^'*""'), is 
equal to Q = w -|- qc. 

DISPERSION RELATION FOR A SINGLE 
MODE 

In the single-mode approximation, we leave only one 
term in the dispersion equation Eq. (6) corresponding 
to the lowest synchronous mode with frequency a;„ and 
9n = w„/c. Let us assume that the distribution func- 
tion /o(5) is Gaussian with the rms energy spread <5o, 
/o = inb/5o)po{5/5o) with po(0 = e-^'/'^/V2n. Eq. 
(6) takes the form 

c 
di^ 

(1 - Pgn)^qn = 75   /  ~S T + C (7) 

where we replaced q under the integral by ?„ and used 
Qn = i^n/c. Depending on the ratio w/T}uin5o, there are two 
possible regimes for the instability: a large energy spread 
regime, when |w| < |77a;„5o|, and a "cold beam" approx- 
imation when the opposite inequality holds. We consider 
here the latter case only, as a more relevant to the param- 
eters of the existing accelerators (see below). In this case, 
we can evaluate the integrand in Eq. (7) asymptotically in 
the limit \oj/'qujn5o\ > 1, which results in the cubic disper- 
sion equation: 

[- - (1 - /3sn)A5„j = -UbXnV^n ■ (8) 

For Aqn = 0, one of the roots has a positive imaginary 
part: 

w = ^e"/^, (9) 
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where we introduced the parameter n 

fj, = {nb\nCrjU)n)^'^ ■ renbUJ„riXn 

Ml-Pgn) 

1/3 

Note that for a cold beam there is no threshold for the in- 
stability. The estimate of the integral term in the dispersion 
equation used above neglects the Landau damping and is 
valid provided |/x| > rjujnSo. 

For a general case of arbitrary detuning Ag„, Eq. (8) can 
be written in the dimensionless form as 

a; (a; + 2/) + 1 = 0, (10) 

by introducing x = u/^i, y = cAg„(l - /3g„)//i. Eq. (10) 
can be easily solved numerically—it has three roots one of 
which corresponds to the instability. The maximum growth 
rate is achieved at zero detuning, Ag„ = 0 and is equal to 
Imw = i/3/2/x. 

Table 1 gives parameters and compares the growth rate 
for four accelerators: the Low Energy Ring (LER) and the 
ffigh Energy Ring (HER) of PEP-II accelerator at SLAC, 
Advanced Light Source at the Berkeley National Labora- 
tory, and the VUV ring at the National Synchrotron Light 
Source at BNL. For the ALS, we used beam parameters 
for the regime in which bursts of infrared radiation were 
observed [13]. Calculations were made for the lowest syn- 
chronous mode (which frequency is denoted by Wi) assum- 
ing a square cross section of the vacuum chamber with 
the size a equal to the vertical full gap of the beam pipe. 
Since the real shape of the cross section usually differs 
from the square, the results in the table should be con- 
sidered as a rough estimate of the instability parameters. 
For the linear density of the beam «(,, we used the quan- 
tity Np/\/2n(Tz, which gives the maximum linear density 
in a gaussian bunch {Np is the number of particles in the 
bunch, az is the rms bunch length). Note that the ratio 
p,/r]uJiSo in the last line of the table related the cold beam 
approximation—^it is large in all cases except for the HER 
PEP-II where it is close to one. 

DISCUSSION 

The model developed in this paper considers a ring as 
a perfect toroid with a constant bending radius. We de- 
rived equations for the beam-mode interaction, found the 
growth rate for the instability, and estimated it for several 
machines. We have shown that in this case, due to the per- 
sistent interaction with a resonant mode, the beam becomes 
unstable even at low currents. 

In real lattice, bending magnets are usually separated by 
straight sections, which also have a different cross section 
of the vacuum chamber. The beam-mode interaction ceases 
in the straight sections and the amplitude and phase of the 
mode will most likely change after the passage through the 
straights. The beam density modulation induced in one 
bend, after passage through a straight section, will serve 
as a seed for the instability in the next one. We expect that 

Table 1: Parameters relevant to the instability for PEP-II 
low energy (LER) and high energy (HER) rings, ALS, and 
VUV NSLS ring. 

Parameter LER HER ALS VUV NSLS 
Energy, GeV 3.1 9.0 1.5 0.81 
V, 10-^ 1.3 2.1 1.4 2.4 
<5o, 10-* 8.1 6.1 7.1 5.0 
rib, 10'" cm-i 3.7 0.82 7 3.6 
a, cm 5 5 4 4.2 
R,m 13.7 165.0 4.0 1.9 
wi/27r, GHz 75.5 260 57 36.6 
X, V/pC/m 18 18 28 25 
p, 10"S-' 7.5 2.5 18 22 
ricr, 10'" cm-i 13 140 3 0.8 
ll/{j]U}ido) 15 1.2 84 50 

in a real lattice the instability would develop with a growth 
rate smaller than in an ideal toroid. A study of this case 
will be published in a separate paper. 
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S. Heifets and G. Stupakov 
Stanford Linear Accelerator Center, Stanford University, Stanford, CA 94309 

INTRODUCTION 
In Ref. [1] the growth rate of the beam instability driven 

by the coherent synchrotron radiation (CSR) was found 
using the so called "CSR impedance" [2, 3] that neglects 
the shielding effect of the walls and assumes a continu- 
ous spectrum of radiation. In many cases, the instability is 
limited to relatively long wavelengths where it may be af- 
fected by the wall shielding effect [4]. Close to the shield- 
ing threshold, one has to take into account that the spec- 
trum of synchronous modes of radiation is discrete, and the 
instability may be driven by a single mode rather than a 
continuous spectrum. 

The Hnear theory of single-mode CSR instability is de- 
veloped in Refs. [1, 5]. In this paper, we study nonlinear 
regime of the instability. As in Ref. [1], we assume that the 
bunch is much longer than the wavelength of the modula- 
tion and consider a coasting beam model. 

NONLINEAR REGIME OF THE 
INSTABILITY 

In Refs. [1, 5] we calculated the growth rate for a 
single-mode instability as a function of detuning q — g„, 
where q is the wavenumber of the perturbation and q„ is 
the wavenumber of the nth synchronous mode in a toroidal 
waveguide. The growth rate is localized in a small vicinity 
of g„ with a maximum at 5 = g„. 

When the amplitude of the unstable mode becomes large, 
the linear theory is not valid any more and one has to 
use the full Vlasov equation for the distribution function 
fiz,6,ty. 

^f-,Jf^^Siz,t)% = ,. (1) 
at az     'ymc dS 

Here z is the longitudinal coordinate measured relative 
to a reference particle moving with the speed of light, 6 
is the energy offset relative to the nominal energy EQ, 

S = [E — EO)/EQ, 7] is the momentum compaction fac- 
tor, jmc^ is the nomirial beam energy, and £{z,t) is the 
longitudinal component of the electric field. The function 
/ is normalized so that / fdzdS gives the number of parti- 
cles in the beam. 

An important approximation that we make in the nonlin- 
ear regime is that the evolution of the instability is governed 
by a single mode with a wavenumber q. One would expect 
that this wavenumber is equal to g„—the mode that has the 
maximum growth rate in the linear regime—^however, for 
the sake of generality, we treat q as arbitrary (but close to 

qn). The derivation of the equation for £{z, t) describing 
the interaction of the beam with the mode is given in Ref. 
[6]. Together with Eq. (1), they constitute a system that 
describes nonlinear evolution of the beam with the single 
mode of the field. Here we formulate this system of equa- 
tion without derivation. 

It is convenient to introduce dimensionless variables T, 

C, and p instead of t, z and 5, respectively, where 

T = nt,    C = qz,    p=--—6, 

and 

fj, = c 
reTliUJnVXn 

1/3 

.C7(l-/3g„)_ 

where w„, Xn and cPgn are the frequency, loss factor and 
the group velocity of the synchronous mode, respectively, 
(w„ = cq„), and re = e^jmc?. We introduce the ampli- 
tude A{T) such that, 

e = jmcfi [A{T)e"''+c.c.] , 
erju^n 

and the dimensionless distribution function 

F{C,P,T) = 
1 M 

27rn6 rjuin 
f: 

normalized by the condition /f^ dp J^^ d(^F{(^,p, r) = 1. 
In these variables, the beam dynamics is described by the 
following equation. 

dF       dF     ,,, \ ,, -, OF 

and the amplitude A{T) satisfies the equation 

with 

(e-C) 
/OO l'2-K 

dp        dCF{C,p,T)e-'^. 
■00       Jo 

(2) 

(3) 

(4) 

U     =      -(5-g„)(l-/3g„). 

Characteristics of Eq.   (2) are equations of motion for a 
single particle: 

f =p,^ = [^We^C+c.c.]. (5) 
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Eq. (2), (3) and Eq. (5) constitute a full system of equa- 
tions. These equations have an integral of motion: 

C=\A\^-{p)., (6) 

which reflects conservation of energy—the sum of the 
wave energy and the beam energy is constant during the 
interaction. 

The system of equations (2), (3), and Eq. (5) is encoun- 
tered in other problems of nonlinear beam-wave interac- 
tion, e.g., in the one-dimensional PEL theory [7, 8], with 
the parameter /x being equivalent to the Pierce parameter p. 
The solution of the system on a limited time interval can 
be obtained by numerical methods. In the numerical ap- 
proach, the beam is represented by a finite number M of 
macroparticles, and the average (e'f) is approximated by 
the sum (1/M) X^f e''^" over all particles' coordinates 
Cfc. The result of such a solution—the absolute value \A\ 
of the amplitude of the wave—^is shown in Fig. (1). The 
amplitude of an initial small perturbation saturates after an 
initial exponential growth and exhibits oscillations at fre- 
quency of the order of the bounce frequency of particles in 
the bucket of the excited wave. Fig. 1 agrees with a similar 
solution obtained earlier in Ref [7]. 

Figure 1: The dependence of the amplitude \A\ versus r in 
the nonlinear regime of the instabiUty. 

SYNCHROTRON DAMPING AND 
QUANTUM DIFFUSION 

Contrary to the FEL theory, where it usually suffices to 
track the solution on several gain lengths only, for a beam 
in the storage ring we may be interested in time compara- 
ble to the synchrotron damping time. The analysis in this 
case has to include the synchrotron damping and diffusion 
due to quantum fluctuations effects. One of the difficulties 
of such analysis is that the damping time typically is larger 
than the synchrotron oscillation period in the damping right 
so that one has also take into account synchrotron oscilla- 
tions of a particle in the bunch. Here, however, we will con- 
sider an idealized formulation which neglects synchrotron 

oscillations, but includes synchrotron damping and diffu- 
sion due to quantum fluctuations in synchrotron radiation. 
A more detailed study, with account of synchrotron motion, 
can be found in Ref. [9]. 

To include the effects of synchrotron damping and quan- 
tum diffusion into the interaction of the wave with the 
beam, we need to use the Vlasov-Fokker-Planck equation 
[10]. In our dimensionless variables it has the following 
form 

dC 

dp 

dp 

(-1-^). 
where T and A are related to the synchrotron radiation 
damping 7SR and the rms energy spread 6SK due to the 
quantum fluctuations in the synchrotron radiation: 

r = TSR A = V^nSsR 

Note that with damping the integral C in Eq. (6) is not 
conserved any more: ^ (|^|2 - (p)) = r(p) instead of 
Eq. (6). 

In order to carry out numerical simulation of the Vlasov- 
Fokker-Plank equation, we note that this equation is equiv- 
alent to a set of single-particle equations of motion with 
damping and an external force K(r): 

dr 3Z=P> 
dp 
dr 

= [A{T)e'^ + c.c] -rp + K(T) . 

where K{T) is a random function of time T with zero aver- 
age value (K) = 0 and the correlation function 

(«(r)K(r'))=2rA2 5(r-T'). 

In our simulation, we used a discrete time mesh n with 
the time step Ts = TJ+I-TJ and a finite number of particles 
M. On each interval, we first solved the system of the dif- 
ferential equations Eqs. (5) and (3) without damping and 
fluctuations. The damping and fluctuations were taken into 
account at the end of each step by changing the variable p 
for each particle: 

Pk ■ Pk - Tr^Pk + \/24T^rA2$, 

where ^ is a random number uniformly distributed in the 
range [-1/2,1/2]. This algorithm was tested on the case 
without the wave, A = 0, and also for the case of an ex- 
ternal wave with constant amplitude A = const, when the 
Vlasov-Fokker-Planck equation has analytical solutions. In 
both cases we found a good agreement between the numer- 
ical and analytical solutions. 

The simulations were carried out for the parameters 
close to that of ALS: p. = 3.2 • 10^ s-\ w„ = 1.0 • 10^^ 
s"'^. A = 0.032. However, to speed up the tracking, we 
increased the parameter T from the ALS value 2.010""® to 
2.010-2. We expect that such a rescaling of T accelerates 
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the manifestation of the synchrotron damping effects with- 
out qualitatively changing the solution. Typically we used 
from 200 to 800 particles in the simulation. 

The results of the tracking for T « 1000 (coirespond- 
ing to approximately 20 damping times) are shown in Fig. 
2 and Fig. 3.    Fig. 2 shows the amplitude |.<4(T)|, and 

Figure 2: The absolute value of the amplitude |V1(T)| as a 
function of r. Black curve shows the result of simulation, 
red curve-analytical solution of Eq. (8). 

T—I—I—r—I—I- 

i—I—I—I—I—I—I—I I I I ■ ■ ■ *~ 

250   500   750   1000 

250   500   750   1000 
T 

Figure 3: Numerical simulation of nonlinear regime of the 
instability: a)—the average momentum (p), b)—the rms 
momentum spread Aprms- The red line shows the the result 
of the analytical model. 

Fig. 3 shows the average over distribution function mo- 
mentum (p) and the rms spread in p, Aprms, as functions 

of time. For the time interval small compared with the 
damping time r < 50, results of tracking reproduce Fig. 1. 
For larger time intervals, T » 50, the amplitude \A\ keeps 
growing, and the beam comes to a quasi equilibrium, with 
a slowly changing values of (p) and Aprms- Note also a 
relatively small value of Aprms> which means that particles 
of the beam are well localized in the p-space. 

The numerical results shown in Figs. 2 and 3 give us an 
indication of an analytical solution to the problem in the 
Umit of large T. In this solution we assume that 

A{T) = -ao(r)e- U{T)T (7) 

where the function AQ{T) and frequency U{T) are slow 
functions of time.    Particles are trapped by the wave 
e'CC-i'T) and drift with the rate (K^/dr = v. It can be shown 
[6] that the amplitude AO{T) grows in time due to damping 
with the rate 

dAo 2 
(8) dT ^ 

Since this equation determines asymptotic behavior of A 
in the limit r -> oo, the initial condition for it is not de- 
fined. For the purpose of comparison with the numerical 
solution, we considered an initial condition A{TQ) = A^, 
with A* as a fitting parameter. The result of integration 
of Eq. (8) with ^(100) = 2.5 is shown in Fig. 2 in red 
color, in good agreement with the numerical solution. It is 
straightforward to show that for large r it follows from Eq. 
(8) that ^0 oc T^/^. The averaged momentum of the parti- 
cles (p) in this model can also be found ans is shown as a 
red line in Fig. 3a. 
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EFFECTS OF LINAC WAKEFIELD ON CSR MICROBUNCfflNG 
m THE LINAC COHERENT LIGHT SOURCE 

Abstract 
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''ANL, Argonne, IL 60439, USA 

The design of the Linac Coherent Light Source (LCLS) 
requires two-stage bunch compression for stability against 
timing and charge jitters. Coherent synchrotron radiation 
(CSR) induced in these bunch compressors can drive a mi- 
crobunching instability that may degrade the beam bright- 
ness. In this paper, we study effects of the longitudinal 
wakefield in the accelerator on this instability. We show 
that significant energy modulation can be accumulated in 
the linac through the geometrical wakefield and can en- 
hance the CSR microbunching in these compressors. An- 
alytical calculations are compared with numerical simula- 
tions to evaluate the gain of microbunching for the entire 
LCLS accelerator system. 

INTRODUCTION 
Magnetic bunch compressors are designed to increase 

the peak current while maintaining the small emittance for 
the electron beam necessary to drive an x-ray free-electron 
laser (PEL) [1, 2]. Recent simulation studies [3] and theo- 
retical investigations [4, 5, 6] have shown that such a bend 
system is subject to a microbunching instability driven by 
coherent synchrotron radiation (CSR) and hence can be 
very sensitive to any density or energy modulation of the 
incoming beam distribution. Multiple stage compressions 
are often employed in x-ray FELs to partially offset the ef- 
fect of rf phase jitters and to reach a peak current of a few 
kA. In this case, both density and energy modulations in- 
duced in the first-stage compressor can be further ampli- 
fied in the next-stage compressor, leading to a large gain 
in overall modulation amplitudes [6, 7]. In this paper, we 
show that in an S-band linac such as the Stanford linear ac- 
celerator, the geometric wakefield of the accelerating struc- 
tures can also induce significant energy modulation and 
enhance the CSR microbunching in the subsequent bunch 
compressor. We determine the total gain in density modu- 
lation for the Linac Coherent Light Source (LCLS) [1] and 
compare with numerical simulations that model the entire 
accelerator system. 

CSR MICROBUNCfflNG 
A magnetic bunch compressor introduces a linear path 

length dependence on the electron energy (characterized 
by the momentum compaction factor Rse). An incoming 
electron beam with an energy chirp will be compressed if 

•zrh@slac.stanford.edu 

the tail of the bunch catches up the head by going through 
a shorter trajectory. CSR emitted by a very short bunch in 
the bends of a compressor can interact with the bunch itself 
and increase both correlated energy spread and projected 
emittances in the bending plane [8]. Furthermore, if the 
longitudinal density of the bunch is not smooth but is mod- 
ulated at a wavelength A = 27r/fc that is much smaller than 
the bunch length, CSR will be emitted at the same wave- 
length and induce energy modulation. Such energy mod- 
ulation can be turned into additional density modulation 
through ^56 of the compressor, leading to a microbunch- 
ing instability. This process can also be initiated by energy 
modulation of the incoming beam. If this effect is large, 
both the "sliced" energy spread and the "sliced" emittance 
on the scale of the wavelength will be increased, directly 
affecting the PEL performance which depends critically on 
these "sliced" quantities. 

Given the electron distribution function /(X; s) in the 
horizontal and longitudinal phase space denoted by X = 
{x,x',z,6 = A7/7), we can quantify both density and 
energy modulations by 

6(fc;s) = l| dKe-''"f{X;s), 

dXe-''"'5f{X;s), (1) 

where N = J rfX/(X; s) is the total number of electrons. 
Considering the evolution of the distribution function in the 
presence of CSR, one can show that the bunching spectrum 
b{k; s) is governed by an integral equation [5, 6] 

6[fc(s); s] = [6o(fco) - iHs)R5e{s)po{kQ)] L(0, s) + ik{s) 

«)^^[fcW;r]6[fc(r);r]L(r,s), 

(2) 
=/ 

X /   drRseir 

where bo{ko) and po(fco) are the initial density and en- 
ergy spectra, respectively, 7(r) is the peak current at r, 
IA « 17 kA is the Alfven current, Z{k;s) = (1.63 -t- 
0.94i)fcV3/jj(s)2/3 j5 fijg steady-state CSR impedance for 
a bending radius R{s) [9], L{T, S) denotes Landau damp- 
ing from T to s due to the beam emittance and energy 
spread. The integral equation can be solved numerically [5] 
or analytically for a typical bunch compressor chicane [6] 
to obtain b{k; s). The energy modulation spectrum is then 
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Figure 1: Layout of the LCLS accelerator system, 

determined by [6] 

p[kisy,s]=po{ko)L{0,s)-   r dT^Z[kiT),T] 
Jo       VA 

Xb[k{T),T]L{T,s).       (3) 

We note that Eqs. (2) and (3) can be used not only for a 
bunch compressor but also for any beam transport system 
with a given impedance. 

In Ref. [7], the analytical solutions of Eqs. (2) and (3) 
are applied to study the gain of density modulation for the 
LCLS bend systems (see Fig. 1). The results agree rea- 
sonably well with tracking studies of these bend systems. 
Furthermore, elegemt simulations of the entire accelera- 
tor system show a peak gain almost a factor of 2 larger than 
the gain of just these bend systems. In what follows, we 
extend this study to consider wakefield in the accelerator 
that can enhance CSR microbunching. 

LINAC WAKEFIELD AND IMPEDANCE 

As was pointed out in Refs. [4,6], wakefield upstream of 
a bunch compressor can accumulate energy modulation for 
a density-modulated beam and induce additional density 
modulation in the bunch compressor. For a periodic, cylin- 
drically symmetric accelerating structure such as the SLAC 
S-band linac, Gluckstem has derived the high-frequency 
behavior of the longitudinal impedance as [10] 

ZLik) 
4i_ 

ka? 
l + (l+i 

.. aL / n \ 1/2- 

(4) 

where o is the average iris radius, L is the cell (period) 
length, g is the gap distance between irises and is compa- 
rable to L in normal structures, and the parameter a is a 
function of g/L and is about 0.5 for g/L ~ 1. Fourier 
transformation of Eq. (4) yields a very short-range wake- 
field W{z) (valid for z < 100 /xm). A wakefield fitting for- 
mula valid for a larger distance (up to a few mm) is given 
by [11] 

W{z) = ^exp (5) 

where ZQ = 377 fi and ^o '^ OAla^-^g^-^/L'^-^. Eqs. (4) 
and (5) are steady-state solutions of a periodic accelerating 

structure and can be appHed to a linac longer than the catch 
up distance aka^ [10, 11]. For the SLAC linac, a = 1L6 
mm, L = 3.5 cm, g = 2.9 cm, and ZQ » 1.32 mm, and the 
catch up distance varies from a few meters to a few hundred 
meters for A = 100 fim down to 1 /.tm, the wavelength 
range of interest for CSR microbunching. 

Equation (4) indicates that the linac impedance de- 
creases with A. Let us compare magnitudes of the lead- 
ing term of the linac impedance with the steady-state CSR 
impedance, say, at A = 100 /jm: 

ka^ ^Ll~r-2«0.5m-MZcsRh !9m-i   (6) 

for a = 11.6 mm and i? = 10 m. We see that the wakefield 
effect per unit length is much smaller than the CSR effect 
at these short modulation wavelengths. However, the net 
effect of the impedance on a beam is integrated over the in- 
teraction distance. For CSR, the interaction distance is the 
total length of dipoles and is on the order of a few meters. 
For the linac wakefield, the interaction distance is the to- 
tal length of the linac and is on the order of a few hundred 
meters. Thus, the net effect of CSR and linac impedances 
on the microbunching instability can be comparable for the 
LCLS. Since R^e « 0 in the linac, and the Landau damp- 
ing due to beam emittance and energy spread is negligible, 
Eqs. (2) and (3) reduce to 

b[k{s);s]=bo{ko), 

j(s)p[k{s); s] =7oPo(fco) - -j-ZLiko)boiko)s.     (7) 

Here we have multiplied Eq. (3) by 7 on both sides to in- 
clude the adiabatic damping due to acceleration. 

LCLS TOTAL GAIN 

We can now evaluate the amplification of a small cur- 
rent modulation in the initial beam distribution through the 
entire LCLS accelerator by taking into account both CSR 
and wakefield effects. Here we take the normalized emit- 
tance at 1 /xm and keep track of the change of the incoher- 
ent energy spread ag due to acceleration and compression 
(see Fig. 1). The peak currents are obtained by assuming a 
1-nC Gaussian bunch with rms bunch lengths a^ given in 
Fig. 1 at various stages of compression. We also use the 
steady-state CSR impedance and the high-frequency linac 
impedance (i.e., Eq. (4)) for simplicity. First, we calculate 
the induced density and energy modulations in DL-1 and 
BC-1 through the analytical solutions of Eqs. (2) and (3) 
as was done in Ref. [7]. For the given density modulation 
at the exit of BC-1, the linac wakefield induces additional 
energy modulation through Eq. (7) in Linac-2 (its effect in 
Linac-0 and Linac-1 is negligible). Finally, Eq. (2) is again 
appHed to BC-2 to calculate the final density modulation 
amplified from both density and energy modulations at the 
entrance of BC-2. Two cases are considered: (1) the inco- 
herent energy spread at the entrance of BC-2 (at 4.54 GeV) 
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is 3 X 10~^ without the superconducting wiggler; (2) the in- 
coherent energy spread at the entrance of BC-2 is increased 
to 3 X 10~^ by the superconducting wiggler as indicated in 
Fig. 1. Since R56 « 0 in DL-2, the density modulation 
after BC-2 is unchanged, and its ratio to the initial density 
modulation is defined as the total gain. In Fig. 2, we show 
the total gain as a function of the initial modulation wave- 
length with and without the damping wiggler. For compari- 
son, we also plot elegant simulation results from Ref. [7]. 
Note that elegant uses the transient CSR model [12] and 
Eq. (5) for the linac wakefield. Nonlinearities in the ma- 
chine lattice are also included. While theory predicts that 
the modulation wavelength should compress according to 
the bunch length compression (by about a factor of 38 af- 
ter BC-2), simulation shows less wavelength compression 
than expected. Nevertheless, we see that the gain calcula- 
tion including the hnac wakefield agrees roughly with the 
elegant results. The peak gain is increased by about a 
factor of 2 compared to previous studies that did not take 
into account the linac wakefield [7]. 

It is very important to design the LCLS to have a low 
gain in CSR microbunching. Typical drive laser of the pho- 
tocathade rf gun can have structures on the order of a few 
hundred femtosecond. Suppose such structures cause 1% 
density modulation of electron beam at A = 60 fim in 
the injector, a total gain close to 100 (in the absence of 
the damping wiggler, see Fig. 2) implies nearly 100% fi- 
nal density modulation at A/ w 60/38 « 1.6 /xm. When 
the density modulation is close to 100% or |6/| m 1, non- 
linear effects of CSR instability can significandy increase 
the incoherent energy spread and sliced emittance on the 
scale of the modulation wavelength, which is not treated 
in the present linear theory. Furthermore, we can estimate 
the induced energy modulation by the linac impedance in 
Linac-3 and the CSR impedance in DL-2 for the given bf. 

Apf If 
IflA ZhLunacS + ■^CSRJ!^DL2 (8) 

where LLinacs « 550 m is the length of Linac-3 and 
LDh2 = 4 X 2.62 m « 10.5 m is the total dipole length 
in DL-2. For A/ = 1.6 ^m, // « 5 kA, 7/ « 28077, 
|6/1 « 1, and the bending radius of DL-2 dipoles R = 231 
m, we have the final energy modulation Apf w 9 x 10"'*, 
almost a factor of 2 larger than the FEL parameter p w 
5 X 10-* for the LCLS [1]. In such cases, the high gain 
in the absence of the damping wiggler would mean that the 
FEL may not reach saturation for a 100-m undulator. 

CONCLUSION 

We have extended previous studies of CSR microbunch- 
ing instability to include the effect of geometric wakefield 
in the accelerator. Using the analytical model for the high- 
frequency, periodic accelerating structure and the analyti- 
cal solutions of the integral equation for the CSR instabil- 
ity in a bunch compressor chicane, we have evaluated the 

100 

W    50 

^fX 
— Theory (Wiggler off) ■ 

A  elegant (Wiggler off). 

— Theory (Wiggler on) ' 

■   elegant (Wiggler on). 

^^^r. ...;.. 
100 200 300 

A(/jm) 

Figure 2: LCLS total gain of density modulation as a func- 
tion of the initial modulation wavelength. 

total gain of density modulation in the LCLS accelerator 
system and found the linac wakefield can increase the gain 
by about a factor of 2. The gain in shorter wavelength mod- 
ulations may be more detrimental to the FEL performance 
and can be strongly suppressed by the damping wiggler in- 
corporated in the LCLS design. 

We thank K. Bane for useful discussions on geometric 
wakefield and impedance in a linac. This work was sup- 
ported by the U. S. Department of Energy Contract Nos. 
DE-AC03-76SF00515 and W-31-109-ENG-38. 
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Abstract 
Both rings of PEP-II use drift tube kickers in the 

longitudinal bunch-by-bunch feedback system. Efforts are 
now underway to increase the stored beam currents and 
luminosity of PEP-II, and beam-induced heating of these 
structures, particularly in the Low Energy Ring (LER) is 
of concern. An alternative kicker design based on the 
over-damped cavity kicker, first developed by INFN- 
Frascati is being built for PEP-II. This low loaded Q (or 
wide bandwidth) structure is fed by a network of ridged 
waveguides coupled to a simple pill-box cavity. Beam 
induced RF power is also coupled out of the cavity to 
external loads, so that the higher order modes (HOMs) 
excited in the structure are well-damped. This paper 
details the kicker design for PEP-II and discusses some of 
the design trade-offs between shunt impedance and 
bandwidth, as well as the influence of the feedthroughs on 
the kicker parameters. Estimates of the expected power 
deposition in the cavity are also provided. 

INTRODUCTION 
The longitudinal bunch-by-bunch feedback systems at 

PEP-II use wide-band drift-tube kickers [1] that have 
performed very well at beam currents up to 1.9 A and 6.3 
ns bunch spacing and roughly 1000 bunches in the LER. 
However, with plans to substantially increase the beam 
currents, with bunch currents much higher than originally 
anticipated, the thermal stresses in these kickers will 
become quite high. The drift tube kickers are difficult to 
cool since the drift-tubes are supported only by rather thin 
electrodes. In order to prevent these kickers fi-om 
becoming a beam current limit we are building new 
feedback kickers based on the successfiil design of an 
over-damped cavity developed at INFN-Frascati [2] and 
used elsewhere [3] [4] to replace the existing feedback 
kickers in the LER. The new structure is easily cooled 
fi-om the outside and expected to more than double the 
current capability of the LER kickers. 

THE NEW LFB CAVITY KICKER DESIGN 
The bandwidth requirement for the new kicker derives 

fi-om the spectrum of modes in the beam. At PEP-II, every 
2"'' RF bucket can be filled, the bandwidth required to 
perform efficient damping is then equal to fRF/4, or 119 
MHz. A bandwidth of ~ fRF/2 or 238 MHz has been 
chosen to provide more linearity over its operating band. 
The cavity fundamental TMoio mode therefore has to be 

very broadband with a low loaded Q, which is contrary to 
traditional RF cavity design requirements. A simple pill- 
box cavity is employed, strongly coupled to which are 
four large waveguides (see Figure 1) which are terminated 
externally to 50 Q, reducing the Q to give a QL ~ 5. 

Figure 1 HFSS Longitudinal Feedback Kicker Geometry 

The frequency chosen for the new kicker is 9/4 fRp or 
1.071 GHz as this gives the highest shunt impedance 
solution of the options available (13/4 and 9/4 fRp) [5]. 
The existing longitudinal feedback system also operates at 
1.071 GHz and has enough power to drive the new 
kickers, so infrastructure modifications are minimal. The 
HOM spectrum of the kicker is shown in Table 1 and the 
fundamental mode shunt impedance is ~ 1.5 times as 
much as the drift-tube kicker so that some voltage kick 
increase is expected from the same amplifier power. The 
TMoi mode cut-off frequency of the 89 mm beam pipe is 
2.6 GHz and modes above that are highly damped as 
confirmed by MAFIA simulations. 

Table 1 Kicker Fundamental and HOM Characteristics 
Mode Freq (GHz) QL BW(MHz) R.(f2) 
TMoio 1.071 4.8 224 626 
TM„o 1.5151 22 69 16.7 k 
TE„, 1.7114 210 8 19.2 k 
TMo„ 2.0507 13 157 65 
TM020 2.4117 116 21 76 

* Work supported by Department of Energy contract DE~AC03~ 
76SF00515 

The new kicker cavity has been developed using the 
Ansoft finite element, electro-magnetic solver - HFSS 
[6]. A bandwidth response of 224 MHz, centered at 1.071 
GHz (see Figure 2), has been achieved by optimization of 
the waveguide profile and coupling transitions. 
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Frequency (GHz) 

Figure 2 Transmission Frequency Response of Kicker 

The kicker structure (see Figure 3) is being fabricated 
from OFHC copper for efficient cooling and to avoid 
multipactor problems that can arise in aluminium 
structures without Titanium Nitride coating. 

Cooling Connections 
4 Feedthrougji Ports 

Cooling Connections 

Beam Port 
Figure 3 New Kicker Mechanical Assembly 

KICKER BEAM INDUCED POWER 
Both the existing drift-tube and cavity kickers present 

impedances that absorb power from the circulating beam. 
The center frequencies of both designs are selected to 
minimize the impedance at multiples of the RF frequency 
for which there are very strong harmonic content in the 
circulating current. However, due to gaps in the filling 
patterns and unequal charges in the stored buckets, there 
is significant power deposited by the beam in both 
structures. As seen in figures 4 and 5, the 3A nominal fill 
in the LER would deposit roughly 14 kW in the cavity 
kicker and 12 kW in the drift-tube kicker. 

One important difference between the structures is seen 
in the periodic impedance of the drift tube, which absorbs 
power from the beam at high frequencies as well as in the 
operating band. The drift-tube structure has a finite 
directivity in the 1 - 2 GHz band, so that the bulk of the 
power in this band is coupled out of only two load ports. 
Therefore the power to the drift tube load ports is higher, 
by ahnost a factor of 2, than in each of the 4 symmetric 
ports on the cavity kicker. 

Transfer Impedance of two element PEP-II Kicker 

IAI.\AA/.\AAMAA1\AAI 
"^"l 23456788 10 

beam sp^fiim'^S byn fill X10* 

All LLL 
9 10 

X10' 

JLLL I.I.   I. I  II .  I lii. 
0             1             2 3 4            5             6 

Cumulatlvet^flS&er power 

7 8 9 1( 
XIO- 

10000 _- '— - 

5000 
_r' 

SAbseflllDtlft-tiibelOcker - 

0 , ^, , 
 1 1      1 

0 1 2 7 8 8 10 

Figure 4 Beam Induced Power for Existing Drift-tube 
Kicker 
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Figure 5 Beam Induced Power for New Cavity Kicker 
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On the other hand, the cavity kicker requires the 
installation of high power circulators between power 
amplifier and kicker. The most important advantage of the 
cavity kicker is thermal management, as it has no internal 
structure, and the cavity itself can be water-cooled on 
surfaces outside the vacuum chamber. 

A NEW RF FEEDTHROUGH 

Vacuum Interface 

7/8" EIA Connector 

Alumina RF Seal 

Figure 6 The New High Power RF Feedthrough Design 

Each feedthrough has to be able to handle at least VA of 
the total beam induced power (plus ~'/4 of the amplifier 
power). To have some safety margin in the power 
handling capability and allow beam current increases to 
4.5 A in the future, a new high power RF feedthrough has 
been developed at SLAC. The design may also be an 
attractive solution for other high power feedthrough 
applications. The feedthrough is being built by industry 
(see Figure 6) and is specified to handle 10 kW at 1 GHz, 
although we expect some leakage of frequencies up to 8 
GHz due to excitation of HOMs. 

Frequency (GHz) 

Figure 7 HFSS RF Feedthrough Frequency Response 

HFSS has again been utilized to optimize the 
feedthrough to have a good VSWR response over a wide 
bandwidth, extending up to 8 GHz (see Figure 7). The 
new feedthrough comprises a 7/8" EIA interface and 
incorporates an alumina ceramic vacuum seal; it also has 
a boron nitride ceramic which is used to dissipate some of 
the thermal energy generated in the inner coax. There are 

optimized impedance transformations at either side of the 
ceramics which control the VSWR response up to this 
high frequency. The output coax then has a smooth 50 D 
impedance transition to die cavity kicker. 

Attaching the feedthroughs to the cavity kicker has the 
effect of perturbing the fundamental mode bandwidth. 
The magnitude of the perturbation is intrinsically related 
to the mismatch the feedthrough presents. Experience at 
both DAONE and KEK, who also use this type of cavity 
kicker and feedthrough configuration, albeit with different 
operating characteristics, has shown that the operational 
bandwidth perturbation can be as much as 20% [7][8]. 
With this in mind, by having a low VSWR at its 
fundamental operating frequency, HFSS simulations 
predict that when attached to the new kicker, the induced 
perturbation from this new feedthrough is only ~5% (see 
Table 2). 

Table 2 TMQIO Mode Perturbation Due to Feedthroughs 
TMoio Freq (GHz) QL BW (MHz) R.(n) 

w/ofthru 1.071 4.8 224 626 
with f/thru 1.071 4.6 235 620 

CONCLUSIONS 
This collaboration has developed a new 4-port 

longitudinal feedback kicker which should not limit the 
LER operation on PEP-II up to 4.5 A. The increased shunt 
impedance of the structure enables a larger voltage kick to 
be applied to the bunch than with the present drift-tube 
kicker, for the same amplifier power. Operation of the 
LER at 4.5 A will generate more beam-induced power 
which is extracted from the structure through the RF 
feedthroughs. A new high-power feedthrough design will 
be able to fulfill this requirement. Two kicker cavities are 
currently being manufactured at SLAC and the associated 
feedthroughs manufactured by industry, for installation on 
the PEP-II LER this summer. 
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EVOLVING BUNCH AND RETARDATION IN THE IMPEDANCE 
FORMALISM* 

R. Wamockt, SLAC, Stanford, CA 94309 and M. Venturini, LBNL, Berkeley, CA 94720 

Abstract 

The usual expression for the longitudinal wake field in 
terms of the impedance is exact only for the model in which 
the source of the field is a rigid bunch. To account for a de- 
forming bunch one has to invoke the complete impedance, 
a fiinction of both wave number and frequency. A compu- 
tation of the corresponding wake field would be expensive, 
since it would involve integrals over frequency and time 
in addition to the usual sum over wave number. We treat 
the problem of approximating this field in an example of 
current interest, the case of coherent synchrotron radiation 
(CSR) in the presence of shielding by the vacuum chamber. 

Consider a rigid bunch moving on a circular trajectory 
of radius R. A test particle feels a voltage 

oo 

V{e,t)^ujQQ Y,  c'"(»-'-o*).^(n)A„ ,        (1) 
n=—oo 

where 6 - wot is the azimuthal angle between the test par- 
ticle and the reference particle, the latter having revolution 
frequency 0^0 = Poc/R. The impedance at azimuthal mode 
number n (wave number n/R) is Z{n). The mode ampli- 
tude A„ is the Fourier transform of the line density A(^) in 
the bunch rest frame. With / \{e)dB = 1 the total charge 
is Q. For the case of a deforming bunch one's first inclina- 
tion is merely to replace A„ in (1) by A„(t). The resulting 
formula (or its equivalent statement in terms of a wake po- 
tential) has been used in dynamical calculations based on 
the Vlasov-Fokker-Planck equation [1, 2, 3, 4], and in ear- 
lier macroparticle simulations. InsuchworkAn (orA(^))is 
updated at each time step according to the values of exter- 
nal and coherent forces at the previous step. Although the 
calculations seem successful in many respects, the simple 
replacement A„ -^ A„{i) is a first approximation of un- 
certain accuracy, especially in an unstable regime of rapid 
bunch evolution. 

Our object here is to derive this first approximation 
and systematic corrections. We do so in an analytically 
solvable model, the case of particles on circular trajecto- 
ries between two infinite parallel plates, perfectly conduct- 
ing. The plates represent the vacuum chamber, which sup- 
presses CSR at wavelengths greater than a certain "shield- 
ing cutoff". This model has considerable utility in spite of 
its simplified view of a real system; it led to interesting re- 

* Work supported in part by Department of Energy contract DE-FG03- 
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suits on instabilities induced by CSR in the work of Refs. 
[2,3]. 

The field equations are solved in cylindrical coordinates 
(^, ^, y\ with j/-axis perpendicular to the plates and origin 
midway between the plates of separation h. We allow an 
arbitrary but fixed distribution of charge in the y-direction, 
with density if (y) , J H{y)dy = 1. The full charge den- 
sity has the form p(^,<) = QXie-ujot,t)H{y)S{r-R)/R. 
We make a Laplace transform of the Maxwell equations 
and the charge/current density in time, assuming that the 
charge and the fields are zero before t = 0. We also 
make Fourier transforms in 9 and y, the Fourier series in 
y chosen' to satisfy the boundary conditions of fields on 
the plates. Then the transformed field equations can be 
solved in terms of Bessel functions. The Fourier/Laplace 
transform of the longitudinal electric field (averaged over 
the vertical distribution H{y)) will be denoted as E{n;u)). 
Here w = u + iv , v > Oisa complex frequency, 
while the Laplace transform "variable conjugate to time is 
s = -ito. By linearity of the field equations, -2nRE is 
proportional to the corresponding transform of the current, 
with a proportionality constant Z(n, w) called the complete 
impedance: -27rRE{n, w) = Z{n, w)I{n, u). 

The transform of the current is 

I{n, uj) = ^ p rffe'("-""°)'A„(t),     (2) 

1    /■^'^ 
dee-''"'X{9,t). (3) 

Compare the case of a rigid bunch existing for all time, for 
which 

I{n, w) = QujoS{u} - rujo) ■ (4) 
The impedance has the form 

Z{n,u!) = 
ZojnR) 

Poh 

2   oo 

p=l 
^J|'„|(7pi?)F«'(>-R) 

7p' 
+ (?)'J^|n|(7p«)<(7pi?) (5) 

Here Hk^' = J„+ iF„, where J„ and Y„ are Bessel func- 
tions of the first and second kinds, ZQ = 1207r fl in m.k.s. 
units, and Op = wp/h , 7^ = (w/c)^ - a^. The sum 
on p corresponds to modes in the Fourier expansion with 
respect to y. The factor Ap depends on the vertical dis- 
tribution H{y), and is zero for even p if F is even. For 
a Gaussian distribution with r.m.s. width Oy < h, and 
the j/-average to define E taken over [-cry , Oy], we have 
Ap = 2sin(x)e~''^/2/x , a; = Qpo-j,. 
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The impedance at fixed integer n is defined as an ana- 
lytic function of w in the upper half-plane by first defin- 
ing 7p(w) = {{uj/cf - Qp)^/^ as an analytic function. 
We take 7p(w) to be positive for u > OpC, then define 
7p(w) by analytic continuation to Im w > 0; it follows 
that 7p(-u) = -7p(w) , u > OpC. This specification 
makes Z{n,u) analytic and bounded for Im w > v > 0. 
The boundedness follows from integral representations and 
asymptotic formulas [3]. On the real axis Z is not bounded, 
having poles at the wave guide cutoffs, w = ±apC. These 
points are frequency thresholds for the advent of propa- 
gating waves with transverse mode number p. In (5) the 
poles are from 7~^ in the coefficient of J|„|yi„| and from 
J\n\^\n\- The poles alone make the following contribution 
to the impedance, for \n\ > 0: 

p 

\n\Po - sgn{n)apR     |n|/3o + sgn(w)Qpi?" 
u) — OpC w + apC 

'(6) 

where sgn(n) is the sign of n. There is no pole for 
n = 0. The poles do not show up as infinities or even 
sharp peaks in Z{n) = Z(n,nu}o), since Zt(n,noJo) = 
iZo{irR//3oh) Y,p Ap is bounded and independent of n. 

From (2) and the definition of Z we get the wake voltage 
V by the inverse Fourier/Laplace transform as 

Vie,t) = -2TrR£{e,t) = 

1 1.00 

X— /    di'e'('^-""°)*'A„(i'). (7) 

If we substitute the rigid bunch current instead of (2) in 
(7), we get (1) with the identification Z(n) = Z(n,nuo)- 
We cannot be sure that the w-integral in (7) exists without 
some assumption on A„, since Z{n, u -\- iv) is bounded 
but nonvanishing as |M| -+ oo; see [3]. We assume that 
A„(t) e C^^^ (—00,00), i.e., it has a continuous second 
derivative on the real line. Then since A„(f) = 0 , t < 0, 

it follows that A^'^' (0) = 0 , fc = 0,1,2. This allows two 
partial integrations with vanishing boundary terms, so that 
the t'-integral takes the form 

1 

(w - nwo)^ (/ "^ /°°)'^*'e''"""''°^*'An(i'),   (8) 

which is 0{u~'^) , M —> 00. Consequently, the w-integral 
converges absolutely. Moreover, the second term in (8) 
contributes nothing to (7), since it is analytic for Im a; = 
v> Q and is less in magnitude than Mexp(-'yi)/|a;|^ for 
some constant M. Since Z(n,a;) is analytic and bounded 
for Im w > 0, we can replace the w-integral by an integral 
over the semi-circle at infinity, which is zero, thanks to de- 
cay of the integrand as |w|~^. Thus causality is satisfied. 

since future values of the charge density do not enter: 

V{6, t) = -uoQ Y^ e^"« [ dwe-'^'Zin, a;) 

^ W rf<'e*("-""°)*'A;^(t') . (9) 
Jo (w — nujoY 27r 

One could attempt a calculation of V by direct numeri- 
cal evaluation of the two integrals in (9), but that would be 
expensive and would involve many insignificant contribu- 
tions. Instead we note that the t'-integral is expected to be 
concentrated (for small v) near u = nwo. Outside such a 
neighborhood the integral is small by virtue of oscillations. 
Moreover, the second order pole at w = nwo also tends to 
concentrate the w integral (i.e. ^-integral) near w = nwo- 
Consequently, it makes sense as a first approximation to 
replace Z{n, nu) by Z{n, WQ), and that allows us to com- 
pute the cj-integral by closing the contour in the lower half- 
plane. The factor 

1 /•* 
~2^^~'"* /  e'''^-"'^"^* Xn{t')dt' (10) 

is an entire function of w, bounded in the lower half-plane, 
and the residue of the second order pole is just the deriva- 
tive of (10), evaluated at nujo- An integration by parts 
using A„(0) = A^(0) = 0 then gives the expected low- 
est approximation, namely (1) with A„ -^ A„(i), and 
Z{n) = Z{n,rujJo). 

For the next approximation one might think of expand- 
ing Z{n,uj) in (9) in a Taylor series about w = nwo. 
This cannot succeed for nu)o close to ±QpC, because of 
the poles of (6). We can, however, write Z{n,Lj) = 
Z{n,u)) + Z^(n,cj) and compute the contribution of the 
pole term Z* to the w-integral by the method of residues. 
The smooth remainder Z can later be expanded in a Tay- 
lor series about nujo- For the integral of the pole term it is 
best to first undo the two partial integrations in t', so that 
the w-integral of (9) has just first order poles at ±apC. The 
boundary terms vanish as is seen by closing their integrals 
by a circle at infinity in the upper half-plane. The integral 
over Zt is then found by closing the contour in the lower 
half plane, and the result is 

2l3oh JO 
\n{t')dt' 

^(p,n)e*^('''"'(''-*) + S(p,n)e*^(P'")(*'-') 

(11) 

where A[p, n) = UpC - nwo , B{p, n) = -apC - nujQ. 
Having accounted exactly for the poles, we account ap- 

proximately for the remainder Z hy a. Taylor expansion, 
Z{n,ui) = Z{n,nuJo) + dZ(n,nuJo)/du} (a; - nwo) + 
• • •. To evaluate the contribution of the fc-th order term 
of the expansion to (9), we have to assume A„(i) e 
C(fc+2) (—00,00). Taking the expansion just to the first or- 
der, we suppose that A„ has a continuous third derivative. 
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Figure 1: Real and imaginary parts of wo9Z(n,nwo)/5w 
in ohms, plotted versus n 

and do an additional integration by parts on f' to get a fac- 
tor (w - mJo)~^, thus a behavior 0(\oj\~^) in the lower 
half-plane for the first order Taylor term, enough to close 
the contour in the lower half-plane. The zeroth order Tay- 
lor term contains a contribution from -2'*(n, nwo) which 
is finite but alarmingly large. This caused a headache un- 
til we realized that it is exactly cancelled by a part of (11), 
namely the boundary term in an partial integration in which 
the integral over A„ is replaced by an integral on AJj. In- 
voking this cancellation, we state our proposal for the wake 
voltage with main corrections to the lowest approximation: 

V{e,t) = 2a;oQRe J^e^^ie-u^ot) 

2/?o 

Z(n,mjo)\n{t) 

X   f  dt'\'^{t') /'e*^(P.")(«'-«) + giB(p,n)(t'-t)'\ 

(12) 

The integral in (12) represents retardation effects associ- 
ated with wave guide cutoffs. It is expected to be largest 
at those {jp,n) for which A{p,n) = apC - nuio is small, 
giving a primarily reactive effect. The presence of the in- 
tegral does not add a lot to the cost of a dynamical calcu- 
lation, since one can store each of the integrals as a ma- 
trix M{p, n), and update that matrix at each time step St 
by adding the integral from t to t + St. This requires a 
few floating point operations for each {p, n). Fig. 1 shows 
the function dZ{n, nwo)/9w that appears in the first order 
Taylor term, multiplied by WQ. Parameters are for a com- 
pact storage ring studied in [3]: R = 25 cm , h = 
1 cm , £'o = 25 MeV. 

In Fig.2 we report a first attempt at evaluating formula 
(12) in the context of a time-domain integration of the 
Vlasov equation. Beside the r.f. bucket, the force is en- 
tirely from (12). The machine parameters are those of [3]. 
The time parameter is T = uist, where w^ is the circular 
synchrotron frequency. To model the smooth switching 
on of the current assumed above, we increase the charge 
from zero, multiplying the final charge Q by the function 
f{r) = (1 - (r - 1)4)4. Tijg fl^^i ^.^^gg at T = 1 is 
close to the value for onset of a CSR-induced instability 
(/ = 0.98pC/V in the notation of [3]). We assume that 

Figure 2: Dimensionless wake force IF{q) (in notation of 
[3]) proportional to (12), at successive times. First term 
on left graph, second (solid) and third (dashed) on right. 
q={0- uot)R/(Tz , a^ = bunch length. 

'^n(*) is given by a simple divided difference, the time in- 
crement being that of the Vlasov integration. The curves 
on the left in Fig.2 are from the first term in (12) at succes- 
sive times (up to about 4/10 of a synchrotron period). The 
solid and dashed curves on the right are from the second 
and third terms, respectively The period of oscillations in 
the third term is exactly what one expects from peaking of 
the integral at n such that A{\,n) = 0. After initial tran- 
sients the corrections to the first term are fairly small. It 
remains to be seen whether they remain small during full 
development of the instability, at somewhat later times. 
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ROBINSON MODES AT ALADDIN* 
R. A. Bosch,* K. J. Kleman and J. J. Bisognano, 

Synchrotron Radiation Center, University of Wisconsin-Madison, 
3731 Schneider Dr., Stoughton, WI53589, USA 

Abstract 
A fourth harmonic radiofrequency (RF) cavity improves 

the beam lifetime of the Aladdin electron storage ring. 
When the harmonic cavity is operated with a low- 
emittance lattice, coupling between the dipole and 
quadrupole Robinson modes may cause instability. 
During stable operation, damped Robinson modes are 
observed in the spectrum of phase noise upon the beam. 

1 PASSIVE HARMONIC CAVITY 
The Aladdin 800-MeV 300-mA electron storage ring is 

now being operated with a low-emittance lattice [1]. 
When the bunches are lengthened by a fourth harmonic 
RF cavity, the small value of the momentum compaction 
results in coupling of the dipole and quadrupole Robinson 
modes [2]. A Robinson instability may result, in which 
all bunches oscillate longitudinally in unison. 

The operation of a harmonic cavity may be described 
by a parameter % that is proportional to its voltage, where 
^ equals 1 for an "optimally lengthened" bunch whose 
linear synchrotron frequency is zero [2, 3]. For ^ « 1, a 
quadratic synchrotron potential provides a Gaussian 
bunch shape, while ^ > 1 describes a double-hump bunch 
shape in a double-well synchrotron potential. 

To analytically model Robinson instabilities with two 
RF cavities, the calculated frequency of a rigid bunch 
oscillation may be substituted for the synchrotron 
frequency in a formula describing Robinson instabilities 
in a quadratic RF potential [2]. For ^ < 1, quantitative 
agreement with simulations and measurements is obtained 
when coupling between the dipole and quadrupole 
Robinson modes is included in the analytic model. For 
double-hump bunches with ^ > 1, qualitative agreement is 
obtained in which some instabilities may occur that are 
not predicted by the analytic model. 

For passive operation of a harmonic cavity, varying its 
resonant frequency (characterized by a "tuning angle" [2]) 
changes the value of l,. Instability predictions for passive 
operation are shovra in Fig. 1(a), for the case where an RF 
circulator (required for active operation) is attached to the 
harmonic cavity. An RF-coupling 32 of 1.5 describes the 
circulator, while a momentum compaction of 0.006 
(obtained from the measured low-current synchrotron 
frequency) describes the imperfect experimental 
implementation of the low-emittance lattice. The 
remaining parameters are theoretical low-emittance 
parameters given in Table 1 of Ref [2]. We consider the 
case where power is supplied to the fundamental RF 

* Work supported by NSF grant DMR-0084402. 
* bosch@src.wisc.edu 

cavity by operation in the "compensated condition," in 
which the RF generator current is in phase with the cavity 
voltage [4]. 

In Fig. 1, a curved line shows the harmonic-cavity 
tuning angle that gives an optimally lengthened bunch 
with ^ = 1; double-hump bunches with % > 1 occur on the 
right hand side of this curve. For optimally lengthened 
bunches, a fast mode-coupling instability is predicted. 
Figure 1(b) shows instabilities observed in 500,000-tum 
longitudinal simulations of 900 macroparticles, which are 
injected at the synchronous phase within a single 
revolution [2]. An energy spread that exceeds the natural 
value by more than 10% is taken to indicate instability. 
Approximate agreement between analytic modeling and 
simulations is obtained. 

The modeling and simulations agree with experimental 
observation of Robinson instabilities [2]. Experiments 
show that bunches with ^ « 1 also suffer from coupled- 
bunch instabilities driven by parasitic modes of the RF 
cavities. For ring currents exceeding -100 mA, double- 
hump bunches with ^ = 1.2 do not suffer from Robinson 
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********** 
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Figure 1. (a) Analytic instability predictions for 
passive harmonic-cavity operation with a low- 
emittance lattice. A solid curve shows the parameters 
for optimal bunch lengthening. |: coupled dipole 
Robinson instability; *: coupled quadrupole 
Robinson instabiUty; #: fast mode-coupling Robinson 
instability; c: coupled-bunch instability with 
longitudinal mode number of 1. (b) Instabilities 
observed in 500,000 turn simulations. 
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Figure 2. (a) Experimental spectrum of phase noise 
for a double-hump bunch with ^ = 1.2 and current of 
144 mA. (b) Spectral power density of the average 
bunch centroid position in a simulation. 

instabilities or parasitic coupled-bunch instabilities. 
These double-hump bunches are used routinely for stable 
operation with a long Touschek lifetime. 

For ring parameters where stability is attained, the 
damped Robinson modes influence the beam's response to 
noise generated by the RF master oscillator and power 
supply. A large response is expected at the frequency of 
the Robinson modes, resulting in a peak in the phase noise 
on the beam [5, 6]. When a fourth harmonic RF cavity is 
used to increase the Aladdin low-emittance bunch length, 
coupUng between the dipole and quadrupole Robinson 
modes gives two noise peaks in the longitudinal phase 
spectrum [2]. Figure 2(a) shows the spectrum of phase 
noise observed under normal operating conditions (t, = 
1.2) with a beam current of 144 mA, when an Agilent 
E4400B signal generator is used as our master oscillator. 

We performed a 900-macroparticle simulation of 
500,000 mms with a = 0.006 for the parameters of Fig. 
2(a). A fast Fourier transform was performed of the 
bunches' average centroid position, sampled every 100 
turns during the final 409,600 turns. The simulation's 
spectral power density, shown in Fig. 2(b), is similar to 
the experimental noise spectra. This suggests that 
damped Robinson oscillations are excited in simulations 
by transients and "shot" noise from the finite number of 
macroparticles. 

The spectrum of phase noise was observed 
experimentally when the resonant frequency of the 
passive fourth harmonic cavity was varied, for a ring 
current of 150 mA. For 0.88 < ^ < 1.08, the beam is 
unstable and a large-amplitude 3 kHz signal is observed, 
consistent with a fast mode-coupling Robinson instability 
[2]. For harmonic-cavity voltages where Robinson 
instability is not observed, the frequency of peaks in the 
experimental phase noise spectrum are plotted in Fig. 3. 

"1 1 1 1—n 
    analytic model 
•     ejqieriment 
o      simulation 

-1 1 1 I I I 
0.5      0.6     0.7      0.8     0.9      1.0      1.1      1.2      1.3 

Figure 3. Measured noise peaks on a phase detector 
circuit agree with noise peaks observed in 
macroparticle simulations and with calculations of 
the coupled dipole and quadrupole Robinson modes. 

The coupled dipole and quadrupole Robinson 
fi-equencies calculated for a = 0.006 are also plotted in 
Fig. 3, in agreement with the measured peaks. 

The spectral power density in simulations was also 
studied. Unstable simulations with 0.88 < ^ < 1.18 
display a large 3 kHz peak. Stable simulations with % < 
0.88 or 4 > 1.18 display two peaks. The higher-fi-equency 
peak is more prominent in fast Fourier transforms of the 
RMS bunch length. The peaks observed in stable 
simulations are plotted in Fig. 3, in agreement with the 
measured peaks and the calculated Robinson frequencies. 

We performed simulations to study feedback that 
counteracts Robinson oscillations of the bunch centroids. 
Simulations show that an ideal feedback system with 
damping time of 0.5 ms reduces phase noise at 3 kHz by 
20 dB, with much less effect upon the coupled- 
quadrupole-mode noise around 4 kHz. This agrees with 
experimental tests of such a feedback system, which is 
now routinely employed. 

2 ACTIVE HARMONIC CAVITY 
By powering the harmonic cavity in the "compensated 

condition" [4], one may attempt to produce an optimally 
lengthened bunch at all values of the ring current. 
Initially, the RF feedback at Aladdin was insufficient to 
prevent dipole-quadrupole Robinson mode coupling in 
this case [2]. To overcome this limitation, we installed 
additional feedback that produces an effective coupling of 
P2 = 750 for bunch oscillation frequencies below ~5 kHz. 

Figure 4(a) displays analytic predictions for P2 = 750. 
For currents > 200 mA, a coupled bunch instability 
excited by the harmonic cavity is predicted for short 
bunches with ^ « 1; Robinson instability is predicted to 
disrupt optimally lengthened bunches with ^ = 1. 

Figure 4(b) shows instabilities observed in simulations. 
An "o" is plotted when the energy spread at the end of a 
simulation exceeds the natural value by >10%. However, 
this criterion does not detect an equilibrium phase 
Robinson instability where the bunches move to a 
different phase and then attain a stable equilibrium [7]. 
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Figure 4. (a) Instability predictions for active 
harmonic-cavity operation with a low-emittance 
lattice. /: equilibrium phase instability; \: zero- 
frequency coupled dipole-quadrapole Robinson 
instability; c: coupled-bunch instability with 
longitudinal mode number of 1. (b) Instabilities 
observed in 500,000 turn simulations. 

To detect this manifestation of instability, an "x" is plotted 
when the energy spread is within 10% of its natural value 
and the bunch centroids are shifted from their initial 
synchronous phase by more than 2.35 times the RMS 
bunch length. For a Gaussian bunch shape, this 
corresponds to a change in bunch position exceeding the 
FWHM of the bunch length. When the equilibrium phase 
instability occurs in simulations, the bunch becomes much 
shorter than a stable optimally lengthened bunch. 

For single-hump bunch shapes, the simulations and 
analytic predictions are in agreement. For double-hump 
bimch shapes, instabilities that are not predicted by the 
analytic model may occur.  Consistent with the modeling 
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Figure 5. Measured noise peaks on a phase detector 
circuit are compared with noise peaks observed in 
simulations and with calculations of the coupled 
dipole and quadrupole Robinson modes. 

and simulations, active harmonic-cavity operation with 
currents exceeding 200 mA has been unsuccessful. 

For a ring current of 155 mA, the peaks in the 
experimental spectrum of phase noise are plotted in 
Fig. 5. Double peaks were not observed. Also shown are 
the calculated coupled dipole and quadrupole Robinson 
frequencies for a = 0.006. From simulations, we plot the 
noise peaks from fast Fourier transforms of bunch 
position and length. Quantitative agreement is obtained 
for single-hump bunches, while the calculated frequencies 
for double-hump bunches differ significantly from those 
observed in simulations and experiment. 

The phase noise observed in active operation exceeds 
that in passive operation. This hiay be a result of the low 
Robinson-mode frequency of ~1 kHz in active operation. 
The fundamental cavity's RF oscillator and power supply 
are expected to produce more noise at lower frequencies 
[5], while the power supply for the harmonic cavity 
provides additional noise during active operation. With a 
low Robinson frequency, the beam responds to this noise. 

It is expected that the equilibrium phase instability may 
be avoided in active operation by using a higher RF 
voltage [2], but the Touschek lifetime will be reduced. 
The reduced lifetime and increased noise make active 
operation unattractive. 

3 SUMMARY 
For passive harmonic-cavity operation with a low- 

emittance lattice, optimally lengthened bunches are 
destabiUzed by coupling of the dipole and quadrupole 
Robinson modes, necessitating the use of stable double 
hump bunches. In this case, the coupled dipole and 
quadrupole Robinson frequencies are around 3-4 kHz. 
Active operation of the higher harmonic cavity gives a 
lower coupled dipole Robinson frequency (~1 kHz) with 
increased noise. We routinely employ passive operation 
with double-hump bunches, reducing noise with feedback 
that damps oscillations of the bunch centroids. 
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THE EFFECTS OF TEMPERATURE VARIATION ON ELECTRON BEAMS 
WITH RF VOLTAGE MODULATION 

P.J. Chou*, M.H. Wang, SRRC, Hsinchu, Taiwan 
S.Y. Lee*, Indiana University, IN 47405, USA 

Abstract 
The correlation between the horizontal beam size vs. 

the cavity temperature, observed at the Taiwan Light 
Source (TLS), is explained by the combined effects of (1) 
cavity resonance frequency shift resulting from 
temperature change, (2) cavity voltage and synchronous 
phase angle change resulting from uncompensated beam 
loading in the low-level rf-feedback system, and (3) rf 
cavity voltage modulation for alleviating the coupled 
bunch instability. This experimental method can be used 
to evaluate the intrinsic resolution of the low-level rf- 
feedback system. 

INTRODUCTION 
At TLS, high brightness beam bunches in the storage 

ring have encountered longitudinal coupled-bunch 
instabilities (CBI), which have been suppressed by 
applying a sinusoidal rf voltage modulation [1]. The beam 
lifetime and beam stability have been substantially 
improved in routine operation. However, the beam 
bunches in the storage ring may become more sensitive to 
small perturbations to the rf cavities. 

In a recent experiment at TLS, it was observed that a 
variation of 0.5 °C (L5%) in the peak-to-peak rf cavity 
body temperature can induce 20 jxm correlated peak-to- 
peak variation in the horizontal beam size, measured by a 
synchrotron light monitor using a CCD camera from a 
dispersive location. This amounts to about 3% variation in 
the horizontal beam size with no associated vertical beam 
size variation. Thus, the horizontal beam size variation is 
related to the momentum spread of the beam. Since the 
single beam intensity is much less than the microwave- 
instability threshold, the momentum spread should be 
independent of the rf cavity voltage. The observed 
horizontal beam size variation vs. rf cavity temperature is 
indeed puzzling because the rms momentum spread of 
electron beam depends only on the radiation damping and 
quantum fluctuation. This'experiment sets a tight limit of 
the cavity cooling-water temperature control, which has 
attained the accuracy of + 0.1 °C. 

In this paper, we will analyze this phenomenon and 
show that it is related to the combined effects of cavity 
frequency shift, the change of effective accelerating 
voltage resulting from partially compensated low-level rf- 
feedback system (LLRF), and the rf-voltage modulation 
used to combat the CBI. We will also demonstrate how to 
evaluate the intrinsic resolution of the low-level rf- 
feedback system with this experimental method. 

pjchou@srrc.gov.tw 
*S.Y. Lee would like to thank grant support from DOE 
andNSF. 

EXPERIMENTAL MEASUREMENTS 
A dedicated experiment was conducted to measure the 

sensitivity of electron beam size stability vs. the 
temperature of cavity cooling-water. The local feedback 
system of cavity cooling-water was adjusted so that a 
periodic variation of cavity temperature was possible. The 
horizontal beam size, measured by a synchrotron light 
monitor recorded by a CCD camera from a dispersive 
location, was observed to undergo periodic variation 
correlated with the cavity temperature as shovm in Fig. 1. 
This phenomenon was observed while rf voltage 
modulation was applied to stabilize the CBI for electron 
beams. Table 1 lists relevant accelerator parameters for 
this experiment. 

Table   1:   Operation  parameters   associated  with 
archived data in Figure 1 

the 

Parameter Value 

rf frequency^ (MHz) 499.648 

rf voltage VQ (kV) 800 

modulation frequency^ (kHz) 49.663 

modulation amplitude s 0.026 

synchrotron tune ^ 0.0100716 

synchronous phase ^^ 169° 

synchrotron frequency^ (kHz) 24.929 

momentum compaction a^ 5.97x10-' 

emittance (nm . rad) 19.5 

natural momentum spread 0£ 7.5x10"^ 

WifMiWN^ 
8000 9000 

time (s) 

Figure 1: The temporal correlation between the horizontal 
beam size and the body temperature of rf cavities 
observed in the TLS storage ring. The data was recorded 
at a rate of 0.1 Hz. 
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At TLS, the electron beam size can be measured by 
using a synchrotron light monitor with CCD camera, 
which is located at a beam line of the 3'''' bending magnet 
of the three bend achromatic lattice where p^= 0.5544 m 
and the dispersion function is D^ 0.15036 m. At a 
dispersive  location,  the  effective  ims  beam  size  is 

2   2 1/7 '^xo=iPxex + Dxa-g)     , where £t and ag are the rms 

emittance and fractional momentum-spread of the beam. 
Since s^ and as depend only on the synchrotron radiation 
damping and quantum fluctuation, a^o should be 
independent of the cavity temperature. 

In the presence of rf voltage modulation at f„«2f„ the 
invariant Hamiltonian tori coherently rotate at a frequency 
of fJ2. The signal from the CCD camera of the 
synchrotron light monitor is a standard NTSC signal at 33 

Hz. Let S be the coherent bimch oscillation amplitude of 
the beam bunch. The effective beam size is 

?       9      1       '>'; 
0) 

The horizontal beam size under the normal operational 
conditions with voltage modulation was cr;t« 385 ^m. For 
a fixed modulation frequency, the effective rms horizontal 
beam size will change if the synchrotron frequency is 
changed. We will review the effect of rf voltage 
modulation on particle motion and study mechanisms that 

can change S. 

BEAM DYNAMICS WITH RF VOLTAGE 
MODULATION 

When the rf voltage is modulated at a frequency near 
the second harmonic of the synchrotron frequency, the 
Hamiltonian tori may be divided into stable islands driven 
by parameteric resonances [2]. Those tori coherently 
rotate in the longitudinal phase space at exactly one half 
of the modulation frequency. Since the measured 
horizontal beam size is the time average of the quadrature 
of the betatron and momentum beam sizes, the increase in 
the energy spread of beam distribution may result in a 
larger measured horizontal beam size (see Fig. 2). At 
TLS, the rf cavity voltage is sinusoidally modulated with 
^rf= Vo(l+ssm((oj+x)), where (o„=2nf^ is the 
modulation angular frequency, e is the fractional rf 
voltage modulation amplitude, and j is an arbitrary phase 
factor. As the modulation frequency is near the 2"'' order 
synchrotron sidebands, there exist solutions of stable 
fixed points (SFPs) [1] if v„< Vtij^ 

24vj|cos(^^f ^-^ -12v^ + 2£vJcos^|^ 

V5(3 + 5tan^j) 

; -^^ = 0   if v,ri < ntf- or v„ > vuf+ 

where the bifurcation frequencies are 

_2. 

'^''^3 + tan2^^) 

fbif±=fs 2±-(l + itan^ 
2       3 

(2) 

(3) 

motion, associated with a Hamiltonian torus, is related to 
the action by 

(4) 

Figure 2: The images of synchrotron light monitor with 
(top) and without (bottom) rf voltage modulation. 

Since the modulation frequency was in the region of 
Vbif-< v„< Vi,if+ for the experimental data, the resulting 
bunch length in the longitudinal phase space would 
become larger [1]. The effective horizontal beam size 
measured at a location of nonzero dispersion fiinction is 
given by Eq. (1). Using Eqs. (1), (2), and (4), we find the 
variation of horizontal beam size due to the change of 
energy spread as 

4o-x 

Di 

la^h^Tp- 
■A(vj|cos( ll/2 

(5) 

sjp) 

Since the resonance frequency depends on the cavity 
size, the effective acceleration voltage may be changed 
through the cavity tuning angle through the partially 
compensated low-level rf-feedback system. The change of 
the horizontal beam size is 

ACTT 
D 

laxh n 
2^(^-fitan^^)^ 

where 

(6) 

(7) 

(8) 

A = [ 24v||cos(/Sj|-6v^Vj|cos(/i^p ^ +2£V||COS(^J|(3H 

tan2^^)](3 + 5tan2j>_j)-l 

S = [ 24v^|sin^j|-6v;„v^|tan(!ljsin^_s|      + 

2ev||sinj/Sj|(3 + tax?^s) + 4£v| tan<i'j|cos(!ij|~' ](3 + 

5tan2(,!lj)-l-[240v||cos,^^|-120v„Vj|cos(;iif^^ + 

20£v||cos^j|(3 + tan^ ^j) ]tan(ij sec^ ^^(3 + 

Stan^j^l^)"^ 

ANALYSIS OF BEAM SIZE VARIATION 
The cavity detuning angle ((/^is related to the resonance 

frequency (Or by 

The peak fractional energy deviation S of coherent 
(c = tan 2Ql{co-ar) (10) 
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where Qi is the loaded quality factor of cavities. We 
assume a uniform expansion/contraction of the cavity 
radius when the temperature was changed. With a small 
temperature variation AT, the fractional deviation of 
resonance frequency for a cylindrical cavity is given by 

(11) 
Wro 

A6 = = -oAT 
b 

where a is the coefficient of linear thermal expansion 
(0^16.668x10"* per °C for copper). Considering a small 
variation of Eq. (10) with respect to the resonance 
frequency a^, we arrive at 

Aif«2aQicos^i^AT (12) 

For a steady state beam loading the expression of 
accelerating voltage in terms of complex phasor is [3] 

Vo- Ige 
JW+Og) 

Rshoosy/e-jy        (13) 

where /,■ is the rf beam image current, R^^ is the cavity 
shunt impedance. The fractional change of effective 
accelerating voltage due to the temperature change is 
given by 

Using Eqs. (6) and (14), we find the relation between 
the change of horizontal beam size vs. the cavity 
temperature as 

-2a Qis\.ny/cxi%tif Aiff (14) 

7 
a QLDX sin ^y cosy/" 

{A-Bim(l>s)AT       (15) 

Here, the parameter A and B of Eqs. (7) and (8) are both 
positive, the cavity detuning angle y/is also positive due 
to the Robinson stability, and tany/, < 0 for electron 
storage rings. Therefore, the deviation of horizontal beam 
size is of opposite sign to the temperature change. Based 
on Eq. (15), the calculated variation of horizontal beam 
size vs. cavity temperature variation is shown in Fig. 
3(C), while the experimental data for temperature 
variation is reproduced in Fig. 3(A) and the measured rms 
horizontal beam size variation is shown in Fig. 3(B). Note 
that the calculated beam size variation is larger than the 
measured data, i.e. the effect of temperature variation has 
been partially compensated by the LLRF. 

In fact, the LLRF is designed to compensate changes in 
cavity operational conditions so that the acceleration 
voltage would remain constant. The rf tuning angles are 
changed by the LLRF in response to temperature 
variation at 0.1 Hz. The top and middle plots of Fig. 4 
show the data of cavity tuning angles recorded in 
response to the temperature variation for cavities 1 and 2 
respectively. The required tuning angle derived from the 
observed data is shown in the bottom plot of Fig. 4. If the 
LLRF is perfect, we would not observe beam size 
variation. 

According to the technical specification of TLS low 
level system [4], the accuracy of phase detector in the 
feedback system is ±1 degree. One can use Eqs. (14) and 
(6) to estimate the uncompensated variation of horizontal 
beam size with rf voltage modulation. Using the worst 

estimate for the phase error of 2 degrees, we obtain 25 |im 
peak-to-peak variation in the horizontal beam size. The 
peak-to-peak value of measured data is 20 \im. 
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Figure 3: (A) the average temperature variation of rf 
cavities. (B) the measured variation of horizontal beam 
size. (C) the calculated variation of horizontal beam size 
arising from the change of rf resonance frequency. (D) the 
calculated variation of horizontal beam size due to the 
change of higher order parasitic loss factor. 
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Figure 4: Top and middle plots show the rf tuning angles 
for cavities 1 and 2 adjusted by the LLRF. The bottom 
plot shows the tuning angle derived from the observed 
horizontal data in Fig. 3(B). 

Finally, we also have analysed the effect of higher- 
order parasitic-mode losses on the beam size variation 
and found its effect small. Because the beam size is very 
sensitive to small perturbations in the rf cavities in the 
presence of rf voltage modulations, this rf voltage 
modulation has applications in testing the intrinsic 
resolution of LLRF to various cavity perturbations. 
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A FAST METHOD TO ESTIMATE THE GAIN OF THE MICROBUNCH 
INSTABILITY IN A BUNCH COMPRESSOR 

S. Reiche and J.B. Rosenzweig 
University of California Los Angeles - Department of Physics, CA 90095-1547, USA 

Abstract 

To reach high peak currents driving Free-Electron Lasers 
an initial chirped electron bunch is compressed in a bunch 
compressor. The interaction of the electron beam with its 
radiation field can yield a collective instability, which am- 
pUfies any initial modulation in the current profile. We 
present a model, which allows one to derive an explicit an- 
alytical expression for the gain of the microbunch instabil- 
ity. The results are compared to those of the more complex 
analytical models. 

INTRODUCTION 

Many FEL experiments [1] requires a bunch compressor 
to increase the peak current. The magnetic chicane resem- 
bles a single period of an undulator and like the bunching 
effect in an FEL [2,3] the interaction between the coherent 
synchrotron radiation (CSR) [4] and the electron beam can 
enhance the amplitude of an initial current modulation[5]. 
The mechanism has striking similarity to the FEL process, 
although the electron motion is more complex than the av- 
eraged motion needed for the FEL model. The interaction 
with the CSR field is expressed by a potential, acting in- 
stantenously on the electrons. 

MOTION IN A MAGNETIC CHICANE 

A magnetic chicane consists typically of bending mag- 
nets, drifts, and, optionally, focusing quadrupoles. For a 
simpler comparison to the FEL we exclude the latter two 
components from the discussion. 

Because the electron beam interacts with the sponta- 
neous radiation, the dispersion function T? has to be calcu- 
lated for all positions, where the electron energy changes. 
We sum up all contributions to the longitudinal position, 
resulting in 

C(s) = C(so) + / 5{s')R5&{s,s')ds'. (1) 
•'So 

Here s and SQ denote the final and initial position on the de- 
sign orbit, respectively, C = ct is the position in the frame 
of the moving bunch and 5 = {j-jo)/'~fo is the normalized 
deviation of the electron energy from the mean energy 70. 

We consider an idealized chicane, which consists of 
three bending magnets with a bend radius R and no drift 
space separating them. The outer magnets have a length 
of L while the inner one, which bends in the opposing di- 
rection of the outer two, is twice as long. With the initial 

conditions 7?(s') = 0 and r]'{s') = 0 and a small bending 
angle 6t « L/R < 1, the dispersion function is 

h< 

(LI), (II,II), 
(IILIII) 

(II,I) 

(IILII) 

(ilLI) 

(2) 
where the pair of Roman numbers indicates, in which 
dipole the end and start positions s and s', respectively, are 
located. We incorporated the bend direction of the dipoles 
into the sign of the bend radius with R{s) = Rin the first 
and third dipole and R{s) = -R in the second dipole. 

The differential equation for the longitudinal motion 
(so = 0) becomes 

ds Jo 

s- s' 
R{s)R{s') 

ds'. (3) 

To describe a microbunched distribution of electrons, we 
assume a coasting beam with a small modulation 

7(C,s) = /o[l+|6(s)|cos(fcC + 0(s))] (4) 

where k is the modulation wavenumber. The potential [4] 
seen by the electrons is 

WiC). 1   d 
(3i?2)§^iac 

(5) 

for C < 0, and zero otherwise. The energy change of any 
given electron is 

dl___  lo   2r(|)A;4 
ds IAIO (3il2; ^i6(s)|sin(A;C + 0(s) + |). (6) 

The growth of the energy modulation scales linearly with 
the modulation of the current. 

THE LOW GAIN MODEL 

A change in the particle energy has a delayed effect on 
the particle's longitudinal position, which grows with the 
third power in s. In addition, the change in the longitudinal 
position is also inhibited by the change in the polarity of 
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Proceedings of the 2003 Particle Accelerator Conference 

the bending magnets. Particles with higher energy fall be- 
hind due to the larger bend radius, but catch up due to the 
shorter path length after a polarity change. Thus, for short 
time scales, and low gain, S{s') can be expected to change 
linearly in s'. This assumption of klystron-like behavior is 
invalid for high currents. We discuss this limit further in 
the following section. 

We model the initial current by a equidistant distribution 
plus an added sinusoidal modulation in the positions with 
^0 = ACsin(fcCoj + <j>) for the jth electron, where Co 
is the initial position of the electron. Because the effective 
radiation potential is hannonic in (, the resulting modula- 
tion in the longitudinal position is harmonic as well with 
<5C = Z{s) sm{k(jfi + ip), with Z{0) = 0. In our low 
gain model the initial offset Af and the modulation am- 
plitude Z{s) are much smaller than the modulation wave- 
length, thus, the bunching factor can be approximated with 
b{s) = k[ACe'^ + Z{s)e''f']. 

As long as Z{s) is comparable to the initial modulation 
amplitude A(, the bunching factor can be taken as con- 
stant and Eq. 6 can easily be integrated, giving a linear de- 
pendence on s. Inserting S{s) into Eq. 3, the longitudinal 
position evolves in the chicane as 

0(«)   =  0(0) |6(0)| 
^0 2r(|)fc§ 

:(kQ{0) + <l>+l)^s)   ,     (7) 

with 

$(s)    = 
Jo    R{s")R{s'r' ds" 

is*" 

24:^       2^«   +3fiJ«-6SJ, 
1   s  . _ 4il o2 _i_ 52 L^ „       56 L* 

24 S^ *W' . c^ + 2£ il c _ OS 
3 W 3 W 

(I) 
(11) 

(III). 

The Roman numerals indicate the dipole in which the 
position s lies. The final, normalized amplitude of the sine- 
term in Eq. 7 is 

/or(§) (sL^ky 
2lA'ro   \3R^ J (8) 

With kZ{4L) = ^\b{0)\ < 1 the gain, defined as the 
ratio between final and initial ampUtude of modulation, be- 
comes 

As an example of a generic magnetic chicane, modeling 
the first LCLS bunch compressor (7 = 500, /Q = 100 A, 
R = 12 m and L = 1.5 m), an initial modulation with a 
period of 5/im would grow by a factor of 25. 

The gain growth (Eq. 9) has a singularity at a zero mod- 
ulation period length. This artifact is removed if energy 
spread is included in the model. For a Gaussian energy dis- 
tribution with rms spread as the current modulation evolves 

Figure 1: The function $ (Eq. 8). 

as 

J = Jo[l + e-5(^^«=«'=)>(0)|cos(fcC + (^)]     .   (10) 

The modulation decays if the spread in the longitudinal 
position CTsRse is comparable with the modulation period 
length. The initial modulation is sheared mainly in the sec- 
ond dipole, where the value of matrix element Rse changes 
significantly. Because the seed for the microbunch insta- 
bility - the accumulated change in the electron energy - 
occurs before that, the change in the longimdinal position 
(Eq. 8) is hardly effected. We can just apply the damping 
factor due to the energy spread to the previous results of 
Eq. 9. With 7^56(4L, 0) = -{4:/Z)L^/R^, the final gain is 
now given by 

defining the normalized energy spread as 

IAIO    1    2 

(11) 

(12) 

For the LCLS case with an energy spread of 0.01 % (a = 
0.05), the gain at 5 ^m would be reduced by 7 orders of 
magnitudes. 

THE HIGH GAIN MODEL 

In our low gain model we assumed that the CSR mi- 
crobunching instability does not drive any bunching within 
the first dipole. To qualitatively place a limit on this as- 
sumed scenario, we develop here a high-gain, exponential 
growth model as well. There may be siniations where the 
exponential gain does not assert itself in the first dipole, 
but may, by compression and thus higher current, become 
notable in the last dipole. 

We define the collective variables B = -ik < e~**C > 
and A =< e-**J >, where *j = fcCoj is the initial phase 
of the jth electron of a uniform distribution. The equations 
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of motion for a cold beam become 

(13) ds   -  -T^''^ 

I   A{s-s')ds', (14) 
Jo ds B? 

with the definition of the dimensionless pcsH-parameter 
expressed as 

PCSR ■ {kRY (15) 

The equations can be combined into a forth order differ- 
ential equation. Using the ansatz B a exp[iAs] we ob- 
tain the dispersion relation A^ = {PCSR/RY exp(z57r/6). 
Two of tiie four roots have a negative imaginary 
part, corresponding to an exponentially growing insta- 
bility. The growth rates are (PCSR/R) sin(77r/24) and 
(PCSR/R) sin(57r/24), respectively. The gain length of the 
high-gain CSR instability is roughly R/pcsR- Because the 
calculations are based on a relatively small deflection angle 
(L < R) exponential gain within a single dipole becomes 
significant only for pcsR > f » 1. 

The start-up regime determines after how many gain 
lengths the exponential growth becomes dominant. The 
two growing modes have similar growth rate but different 
phase slippages (real part of A), so that the interference be- 
tween these two is still noticeable after several gain lengths 
(Fig. 2). It takes at least 5 gain lengths before the bunching 
factor has grown by one order of magnitude, compensating 
an initial amplitude drop. 

Figure 2: Growth rate of the bunching factor, normalized 
to the growth rate of the dominant growing mode. 

For a characteristic spread a^ in energy the momentum 
dispersion couples it to a phase spread of approximately 
{k/6R^)ass^. In units of the gain length (s = SPCSR/R) 

the normalized phase spread ag = [kR/Qp^gj^as is in- 
dependent on the bend radius and wavelength. An estimate 
on the mitigation of the instability by the energy spread is 
as < 0.02 by this criterion - any value larger than 0.02 
would smear out the modulation and completely suppress 
the exponential growth of this instability. 

CONCLUSIONS 

We have derived a simple low-gain model to calculate 
the growth of an initial current modulation within a mag- 
netic chicane. As in a klystron, the physics is split into tiie 
initial modulation in beam energy, and a change in the lon- 
gitudinal position (followed by an enhanced emission level 
of radiation). The major assumption in our low-gain model 
is that the beam current modulation, which generates the 
coherent synchrotron radiation, is held constant over the 
entire chicane. The klystron-hke assumption implies that 
the system does not have an exponential gain, but rather 
acts as a linear amplifier where ttie gain coefficient is de- 
pendent on the physical details of the beam and chicane. 
Fig. 3 shows the difference, however, between our klystron- 
like model and a self-consistent, more complex model [5]. 

Figure 3: Evolution of the gain along the chicane, using 
the low gain model (Eq. 9) and a self-consistent numerical 
simulation (soUd and dashed line, respectively). The input 
parameters are IQ = 100 A, 70 = 500, R = 12 m and 
L=1.5m. 

In order to extend the low-gain model to account for self- 
consistent behavior, we have developed a high gain model 
wifli a gain-length proportional to R/pcsR- The parameter 
PCSR must have a value in excess of unity, so that exponen- 
tial gain occurs within a single dipole. 
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EXPERIMENTAL STUDY OF ENERGY SPREAD IN A SPACE-CHARGE 
DOMINATED ELECTRON BEAM * 

Y. Cui^, Y. Zou, A. Valfells, I. Haber, R. Kishek, M. Reiser, P. G. O'Shea 
Institute for Research in Electronics and Applied Physics, 
University of Maryland, College Park, Maryland 20742 

Abstract 
Characterization of beam energy spread in a space- 

charge dominated beam is very important to understand 
the physics of intense beams. It is believed that coupling 
between transverse and longitudinal direction via 
Coulomb collisions will cause an increase of the beam 
longitudinal energy spread. At the University of 
Maryland, experiments have been carried out to study the 
energy evolution in such intense beams. To measure the 
energy spread, a high-resolution retarding field energy 
analyzer has been developed. In this paper, we present the 
initial experimental results using this energy analyzer. 
The temporal beam energy profile along the beam pulse 
has been characterized at flie exit of the electron gun. It is 
the first time that we measure the energy profile of the 
head and tail of the bunched beams in the experiment. 
The measured mean energy variation along ttie beam 
pulse is in excellent agreement with direct measurement 
of the cathode-grid pulse waveform. The measured rms 
energy spread is very close to the theoretical prediction of 
Coulomb scattering. 

1 EXPERIMENTAL SETUP 
The experimental setup as shown in Figure 1, consists 

of a gridded thermionic electron gun, a solenoidal 
magnetic lens and a diagnostic chamber. The energy 
analyzer is located in the diagnostic chamber after a 
solenoid. The solenoid is used to control the beam current 
into the energy analyzer. The distances of the solenoid 
and energy analyzer fi-om the gun are 11 cm and 24 cm, 

Electron Gun Diagnostic Chamber 
\ Solenoid V Movable Phosphor 

Screen 

Ef 
Focusing Voltage^,^ 

Retarding Voltage 
Signal Output 

Feedthrough 

Figure 1. Experimental Setup 

respectively. The magnetic fringe field extends less than 
10 cm fi-om the solenoid center, so magnetic field has no 
influence inside the energy analyzer and electron gim. 
The energy analyzer as shown in Figure 2 is cylindrical 
with a focusing electrode that is insulated with the 
retarding mesh. The focusing voltage on the focusing 
cylinder is independently adjustable to provide proper 
focusing strength to overcome the defocusing force due to 
space-charge force and beam trajectories etc. A collector 
is located downstream of the retarding mesh. We 
developed a computer-controlled automated system. By 
automatically controlling the retarding voltage and 
oscilloscope this system can take the energy analyzer data 
with very fine step. The smallest step to change the 
retarding voltage is 0.16 V on top of several kilo volts. In 
the ground shielding there is a 2nmi diameter pinhole at 
the front for beam entry. With a diameter of 5.1 cm and a 
length of 4.8 cm, this energy analyzer can be easily 
inserted at any place in the beam line. The energy 
analyzer can be aligned by a linear feedthrough with three 
connectors for retarding voltage, focusing voltage and 
output signal respectively. We also have the ability to 
insert a movable phosphor screen into the plane of the 
energy analyzer so that we may obtain an image of the 
beam at that axial position. 

High Voltage Cylinder 

Ground Shieldin 

Electron Beam 

High Voltage Input 

Retarding Mesh 

Collector 

SteelWasher 

♦Work supported by the Department of Energy 
'Email: cuiyp@glue.umd.edu 

Insulating Material   fj       \ signal Output 

Figure 2. Schematic of the energy analyzer with 
variable-focusing cylindrical electrode 

2 EXPERIMENTAL RESULTS AND 
ANALYSIS 

In the experiment, the nominal beam energy is 5 keV 
and beam current is 135 mA with pulse width 100ns and 
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rise time 2ns. Figure 3 shows different signal profiles 
corresponding to different retarding voltages. For a given 
retarding voltage, 16 current pulses are sampled and 
averaged to remove noise effect. The signal from the 
energy analyzer (~10mV) is deliberately generated by a 
small injected beam current (~ 0.2mA) to avoid the space- 
charge effect in the energy analyzer [1,2]. The focusing 
voltage is set to 120V to measure the optimum energy 
spread [2]. The wiggles on the waveform may be related 
to the oscillation of the virtual cathode formed in the 
energy analyzer and other effects. 

100 150 50 
Time (ns) 

Figure 3. Energy analyzer outputs at different retarding 
voltages 

By differentiating the energy analyzer output with 
respect to the retarding voltage, we can get the beam 
energy profile information at a given time in the pulse. 
Figure 4 shows the energy distribution function curve 
taken at mid-pulse. From the energy distribution function, 
we can get temporal mean energy and rms energy spread 
along the beam pulse. 

1.2 

5040  5050   5060  5070  5080   5090  5100 
Retarding Voltage (V) 

Figure 4. Beam energy spectrum for a beam with 
energy of 5 keV and current of 135 mA. The rms energy 

spread is 2.2 eV 
Figure 5 shows the measured mean energy as a function 

of time along the beam pulse. The measured mean energy 
of the main beam is about 5070 eV. This is 50 eV higher 
than the beam energy from the gun. It is believed that this 
DC energy shift is due to the use of mesh and focusing 
voltage in the energy analyzer. The head of the beam with 
a length of about 6 ns has a higher mean energy, up to 

5200 eV. The tail of the beam with about the same length 
has a lower energy, down to 4940 eV. The head and the 
tail of the beam are caused by the longitudinal space- 
charge effect in the bunched beam [3]. It is the first time 
that we clearly observed the temporal mean energy 
information including the head and tail along the beam 
pulse in the experiment. 

5400 

5300 

> 5200 

"^ 5100 

© 5000 

■^4900 

I 4800 t 
4700 i- 

4600 
40       60 
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Figure 5. Mean energy along the beam pulse for a beam 
with energy of 5 keV. 

When we zoom out to see the Figure 5, we note the 
mean energy of the beam has an about 4 eV droop from 
30 ns to 100 ns in time region as shovra in Figure 6 in the 
solid line. This is due to the droop in the cathode-grid 
pulse, as shovra in Figure 6 in the dotted line, when we 
directly measure the pulse waveform between cathode 
and grid in the electron gun. Although the measured pulse 
waveform has some noise due to high voltage probe's 
resolution, we still can see the excellent agreement using 
two experimental methods. The energy analyzer has 
better resolution (<0.25eV) than the high voltage probe 
when measuring beam mean energy. 

5076 

60     70     80     90    100 
Time (ns) 

Figure 6. Zoomed mean energy along beam pulse (red 
solid line) compared with pulse voltage between cathode 

and grid of the electron gun (blue dotted line). 

Figure 7 shows the measured energy spread as a 
function of time along the aforementioned beam. It is 
clear that there is higher energy spread at the beam head. 
The energy spread decreases from ~12 eV at the head to ~ 
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2.2 eV at the main beam, then goes up at the tail of the 
beam. The wiggle in the head of the beam may be caused 
by plasma oscillation with a plasma period of ~ 5 ns. 
When beam energy and other experimental condition are 
kept the same except that the beam current reduced to ~ 
13 mA by decreasing the aperture size in the electron gun, 
the temporal energy spread of the beam drops from -10 
eV at the head to ~ 1.7 eV of the main beam as shown in 
Figure 8. We note there is no wiggle in the small current 
case. 

40       60       80      100 
Time(ns) 

Figure 7. Beam Energy Spread Along Beam Pulse for a 
beam with energy of 5 keV and current of 135 mA. 
Average energy spread of the main beam is 2.2 eV 

25 

40       60        80 
Time (ns) 

100 

Figure 8. Beam Energy Spread Along Beam Pulse for a 
beam with energy of 5 keV and current of 13 mA. 
Average energy spread of the main beam is 1.7 eV 

It is very interesting to compare the measured energy 
spread with theoretical prediction considering the 
longitudinal-longitudinal effects and the Boersch effect 
[4,5,6]. According to the theoretical prediction, the rate 
of evolution of energy spread depends on the current 
density of the beam. A Higher current density makes 
energy spread in the longitudinal direction increase faster 
via Coulomb collisions and other effects after the beam is 
accelerated. In our experiment, beam energy is 5 keV and 
beam current is 135 mA. Current density of the beam can 
be varied by changing the focusing strength of the 
solenoid. When we use weak focusing, the measured 
energy  spread  is  -2.2  eV,  which  is very  close to 

theoretical prediction, -2.0 eV. However, when we use 
strong focusing and get high current density, the 
measured energy spread increases to -2.5 eV, also very 
close to theoretical prediction, ~2.6 eV. We also 
measured the energy spreads with beam energies of 3 keV 
and 4 keV. Beam current is 70 mA for the 3 keV beam 
and 100 mA for the 4 keV beam. Figure 9 shows the 
measured energy spread compared with the theoretical 
prediction for different beam energies for both weak and 
strong focusing of the beam. Triangles with solid line are 
the theoretical values for weak focusing. Diamonds with 
dotted line are the theoretical values for strong focusing. 
Circles are the measured energy spreads for weak 
focusing and squares are for strong focusing. Error bars 
added on the measured energy spread are determined by 
the resolution of the energy analyzer [2]. 
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Figure 9. Measured beam energy spreads are compared 
with the theoretical predictions for different beam 

energies. 

3 FUTURE WORK 
We already characterized the energy profiles of the 

beam at the exit of the electron gun for different energy 
and different beam current. We will set up a long 
transport line with a length of 2 m to study the energy 
spread evolution and other interesting physics. 
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ALTERNATIVE BUNCH FORMATION FOR THE TEVATRON COLLIDER 

G. Jackson, Hbar Technologies LLC, West Chicago IL 60185, USA 

Abstract 
Both the proton and antiproton bunches in the Fermilab 

Tevatron Collider have longitudinal emittances that are so 
large as to introduce serious limitations to operations. 
Poor beam lifetime, narrower horizontal aperture, and 
30% lower luminosities are just a few examples. 
Theoretically, these 36 protons and 36 antiproton bunches 
could have longitudinal emittances roughly 6-10 times 
smaller if the formation of these bunches did not involve 
emittance dilution. In this paper, alternative longitudinal 
manipulations are discussed that reduce or eliminate this 
nonadiabatic longitudinal emittance growth. The 
measured results of accelerator studies in the Fermilab 
accelerator chain are presented and compared with 
theoretical and nimierical calculations. 

MOTIVATION 
The formation of the 36 proton and 36 antiproton 

bunches required for Fermi National Accelerator 
Laboratory (Fermilab) Tevatron Collider operations [1] 
presently requires that several bunches spaced at 53 MHz 
are coalesced [2] into a single high intensity bunch with 
correspondingly large longitudinal emittance. It was 
proposed over six years ago to reduce the longitudinal 
emittance of antiproton bunches by directly transferring 
and accelerating antiprotons at a lower RF frequency until 
acceleration reduced the bxmch length and increased the 
RF bucket area sufficiently to directly capture the beam in 
a single 53 MHz RF bucket. It is proposed in this paper 
to reduce the longitudinal emittance of the Collider proton 
bunches by performing an alternative coalescing scheme 
at injection of the Main Injector. Because of large 
coherent longitudinal oscillations in the bunches from the 
Booster ring [3], this alternative method is awaiting 
Booster beam improvements. 

ANTIPROTON BUNCHES 
Protons are injected from the Fermilab Booster into the 

Main Injector at a kinetic energy of 8 GeV. Antiprotons 
are injected at 8 GeV from either the Fermilab 
Accumulator or Recycler rings. The Main Injector 
accelerates both beams to 150 GeV for eventual injection 
into the Tevatron Collider. 

The Tevatron Collider needs 36 antiproton bunches. At 
present the Accumulator ring performs 9 transfers of 
antiproton beam to the Main Injector, and Tevatron. Each 
transfer consists of 4 groups of between 7 and 11 bunches 
spaced at 53 MHz. This charge distribution is accelerated 
to 150 GeV and then coalesced [2] into 4 monolithic 
bunches and transferred into the Tevatron Collider. The 4 
bunches each have a longitudinal emittance between 2 
and 3 eV-sec, whereas the initial distributions extracted 

from the core of the Accumulator antiproton beam was 
0.4-0.6 eV-sec. The longitudinal emittance dilution is 
suffered at the time the beam is bunched at 53 MHz in the 
Accumulator, and when the 53 MHz structure is again 
removed during the coalescing process. 

The original reason for this arrangement was the fact 
that the old Main Ring synchrotron had a very limited 
longitudinal emittance aperture at transition. The new 
Main Injector ring has been shown during the work 
described in this paper to have a longitudinal acceptance 
in excess of 0.7 eV-sec. As described in the Recycler 
technical design report [4], it is possible to completely 
bypass the coalescing process by performing bucket-to- 
bucket transfers between the Accumulator (or Recycler) 
and Main Injector at 2.5 MHz. After some acceleration to 
get closer to transition, direct adiabatic transfer of beam 
from the 2.5 MHz RF system and the 53 MHz RF system 
can take place to form the Tevatron Collider bunches. In 
principle no longitudinal emittance growth is incurred in 
this scenario and a reduction of bunch length and 
momentum spread of more than a factor of two is 
realized. Such a reduction would significantly improve 
Collider operations. 

PROTON BUNCHES 
The goal of the research described in this paper was to 

generate proton bunches for the Tevatron Collider with 
longitudinal emittances less than 1 eV-sec. The tactic 
proposed to accomplish this goal was to perform the 
coalescing process on the Booster bunches at 8 GeV in the 
Main Injector just after injection. Traditional 150 GeV 
coalescing [2] incurs significant particle loss, and the 
concept for this alternative formation process is to invoke 
particle loss at the very beginning of the ^joalescing 
process in order to increase the phase space density of the 
initial Booster bunch distributions. 

Simulation of the Process 
The author wrote a multiparticle simulation using 

Microsoft Excel to assess numerically the viability of this 
alternative formation process. Using 7000 test particles to 
simulate 7 Booster bunches, the initial distribution was 
generated assuming a bi-Gaussian longitudinal phase 
space density distribution with a 95% invariant 
longitudinal emittance of 0.2 eV-sec per bunch. Figure 1 
shows an example of such a distribution in phase space, 
where the vertical axis is fractional energy deviation and 
the horizontal axis is RF phase in radians. 

The first step is to snap down the RF bucket height such 
that only the core of the bunch distribution is still within 
the bucket. As seen in figure 2, after 90 degrees of phase 
advance the distribution has lost the low density protons 
in one phase space dimension. 
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Figure 1: Initial distribution of the test particles in one of 
seven bunches simulating this alternative form of proton 
coalescing at 8 GeV in the Main Injector. 

0.003 

* ■ i:. l"'" f:-.' 
y^\^'fi-i' 

^^---^ 

-^•.•■f-z'/r^i ̂ .■■-l 
..^-^^ 

■   ■ 1 w- 
■ • 

-DO02 

-0O03 
-3.1416 -1.5708 0.0000 1.5708 3.1416 

Figure 2: Distribution after 90 degrees of synchrotron 
phase advance in the RF bucket formed after 
instantaneously snapping down the RF voltage to 100 kV. 
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Figure 3: The result of stepping the RF voltage down to 
5 kV and waiting another 90 degrees of synchrotron phase 
advance in the newly reduced RF bucket. 

In order to cut away the low density protons in the other 
projection of phase space, the RF bucket height was again 
snapped down to bisect the energy distribution shown in 
figure 2. Figure 3 presents the result of waiting 90 
degrees in synchrotron phase advance after this second 
voltage reduction. Note the reduction in energy spread as 
compared to figure 1. Figure 4 is an expanded view of the 
phase space distribution of the entire group of 7 Booster 
bunches. Note that the low density protons are streaming 
away while the dense distribution cores of the bunches 
form a high density line chaige ready for coalescing with 
the Main Injector 2.5 MHz RF system. 
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Figure 4: Expanded view of figure 3, showing the phase 
space distribution of all 7 Booster bunches. The dense 
central line charge is now ready for coalescing. 
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Figure 5: Phase space distribution of the protons after 
rotation in the 2.5 MHz RF system bucket by 90 degrees 
in synchrotron phase. 

0.0035 

^ ^ « ^ :•"-: . ■N •v 
* 
-^ s; 

^ /^ 
/ P w ■■^•TAi s s 

s ^. s ■l ^ ^ s^ f 
y 
• 

^ '•>, 
v ^ a. -' > 

-0.0035 
-3.1416 -1.5708 0.0000 1.5708 3.1416 

Figure 6: Same view as figure 5 but restricted to the 
central 53 MHz RF bucket that recaptures the beam for 
later synchronous transfer to the Tevatron Collider. 

The 2.5 MHz RF system has a maximum voltage of 
60 kV. In addition, there is a lower voltage 5.0 MHz 
system capable of partially linearizing the sinusoidal 
waveform in order to rotate up to 11 bunches uniformly. 
Figure 5 shows the effect of this RF system on the proton 
distribution after 90 degrees of synchrotron phase 
advance. At this stage the 2.5 MHz is turned off and 
850 kV capture voltage at 53 MHz is snapped on. 

Figure 6 shows the capture RF bucket superimposed on 
the central charge distribution shown in figure 5. Figure 7 
shows the steady state charge distribution in the central 
bucket a few milliseconds after the recapture process. 
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Figure  7:  The  distribution  in  figure  6  after a  few 
milliseconds of storage in the 850 kV RF bucket. 
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Figure 8: Histogram of the data in figure 7 simulating the 
longitudinal beam profile measured using a wall current 
monitor in the Main Injector. The central bunch plus the 
two neighboring RF buckets are shown. 
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Figure 9: Measured beam profile after testing this 
alternative form of proton bunch formation at 8 GeV in 
the Fermilab Main Injector. Note the similarity to fig. 8. 

Measurement of the Process 
Figure 8 was generated by histogramming the RF phase 

coordinates of all the test particles trapped in the RF 
buckets. This alternative bunch formation process was 
tested in the Main Injector at 8 GeV using the same 
proton longitudinal emittance and RF voltages that were 
simulated. The measured beam profile using the Main 
Injector resistive wall detector is shown in figure 9. Note 
the accuracy with which the simulation predicted the final 
bunch shape for the core and satellite RF buckets. 

Unfortunately, at higher intensities relevant for 
Tevatron Collider operations the reproducibility and 
accuracy of the simulation disappeared. It was noted that 
although the single bunch longitudinal emittance from the 
Booster had not increased with intensity, the size of the 
coherent longitudinal oscillations was dramatic. 
Figure 10 contains a measurement of such oscillations. 
Until these oscillations are reduced in the Booster, this 
alternative proton bunch formation scheme for the 
Tevatron Collider is not possible. 
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Figure 10: Same bunch measured twice separated by 
approximately one half synchrotron oscillation. The full 
width of the plot is an entire RF bucket. 
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LONGITUDINAL EMITTANCE GROWTH IN THE FERMILAB BOOSTER 
SYNCHROTRON 

G. Jackson, Hbar Technologies LLC, West Chicago IL 60185, USA 

Abstract 
In order to shorten the proton bunches in the Fermilab 

Tevatron Collider, it would be quite helpful to reduce the 
longitudinal emittance for proton bunches generated by 
the Booster Synchrotron. A study was undertaken to re- 
evaluate the sources of longitudinal instability and 
resultant longitudinal emittance growth as a function of 
Booster beam and bunch currents. Employing a novel 
technique for generating partially populated 
circumferences of protons, the Booster was tested to 
understand whether increased longitudinal emittance 
grow^ was correlated with total current in the 
synchrotron, consistent with coupled-bunch instability, or 
with the number of protons per individual bunch. This 
paper will present findings that indicate that the instability 
responsible for poor Booster emittance performance is 
consistent with single bunch (or low cavity-Q) 
instabilities. 

MOTIVATION 
The formation of the 36 proton bunches required for 

Fermi National Accelerator Laboratory (Fermilab) 
Tevatron Collider operations [1] requires that several 
proton bunches spaced at 53 MHz are coalesced [2] into a 
single high intensity bunch with correspondingly large 
longitudinal emittance. It was proposed to reduce the 
longitudinal emittance of the Collider proton bunches by 
performing an alternative coalescing scheme at injection 
of the Main Injector [3]. Because of large coherent 
longitudinal oscillations in the bunches fi-om the Booster 
ring [4], it was necessary to step back into the Booster to 
understand the origin of these oscillations and to find 
methods of reducing them. 

BOOSTER BACKGROUND 
Negatively charged atomic hydrogen is injected from 

the Fermilab Linac into the Booster at a kinetic energy of 
400 MeV. The Linac pulse length is equal to an integer 
number of Booster revolution periods, or "turns". By 
stripping the electrons during the injection process, 
multitum injection of protons is accomplished without 
significant emittance dilution. 

The Booster ramps to a peak kinetic energy of 8 GeV in 
33 msec due to the resonant 15 Hz power supplies driving 
the magnet system. The RF frequency that accelerates the 
beam swings from 37.6 MHz to 52.8 MHz. The beam 
feedback loops that control the RF frequency and 
synchronous phase ramps rely on the fact that all 84 RF 
buckets are filled with beam (with the recent upgrade that 
a few bunches can be empty to accommodate an 
extraction kicker risetime gap to minimize beam losses 

and reduce tunnel losses.   Transition crossing occurs at 
roughly halfway through the ramp. 

FULL BATCH OPERATIONS 
It was found in the Main Injector [3] that the bunch 

length and coherent longitudinal oscillations increase little 
as the ring intensity increases from one to four turns, but 
after that, they grow quickly to the operational maximum 
of 12 Booster turns. 
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Figure 1: Two bunches on a single revolution before 
transition crossing. The black trace corresponds to two 
Booster turns. The red trace corresponds to twelve 
Booster turns, with the bunch area scaled down to that of 
two turns. Note that the 95% bunch lengths are identical. 
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Time (nsec) 
Figure 2: Two bunches on a single revolution after 

transition crossing. The black tt-ace corresponds to two 
Booster turns. The red trace corresponds to twelve 
Booster ttims, with the bunch area scaled down to that of 
two hims. Note that the 95% bunch lengths are now quite 
different, with the higher intensity bunches being wider. 
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Figures 1 and 2 show the difference in bunch length 
with beam intensity before and after transition. Clearly 
the problem of increasing longitudinal emittance with 
beam intensity occurs near transition crossing. 
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Figure   3:   Peak   current   throughout   the   Booster 

acceleration cycle for two Booster turns. The noisiness of 
the data is not instrumental. 
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Figure   4:   Peak   current   throughout   the   Booster 
acceleration cycle for twelve Booster turns. 

Figures 3 and 4 are measurements of the peak bunch 
current throughout the Booster acceleration cycle. From 
this resolution, the difference in bunch length is not 
apparent. On the other hand, note that the ratio of final to 
initial peak current is nearly 2x for both two and twelve 
Booster turns of intensity. 

Figures 5 and 6 show the variation of peak current with 
time after transition. Note that these oscillations are 

_ caused by bunch length oscillations, and violent ones at 
that. There are two conclusions that can be gleaned fi-om 
these figures. First, the relative amplitudes of these 
oscillations is quite similar between two and twelve 
Booster turns, suggesting that it is not an intensity 
dependent effect. Second, the existence of such large 
low-intensity mismatches through transition should be a 
key priority in any fiiture effort to minimize the 
longitudinal emittance of proton bunches injected into the 
Main Injector. Unfortunately, these investigations were 
terminated by Fermilab before the cause of this effect was 
fully understood. 
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Figure 5: Peak bunch current after transition (which 
occurs at 0.5 msec in the figure) at a beam intensity of 2 
Booster turns. 
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Figure 6: Peak bunch current after transition (which 
occurs at 0.5 msec in the figure) at a beam intensity of 12 
Booster turns. 

PARTIAL BATCH OBSERVATIONS 
In order to diagnose the cause of the high intensity 

emittance dilution in figure 2, the author suggested a 
novel method for determining whether the intensity 
dependence was due to the total current in the Booster or 
the intensity per bunch. 

1000 
Time (nsec) 

1500 2000 

Figure 7: Full batch injection into the Main Injector at 
eight Booster turns of intensity. Note the variation of 
peak bunch current over the 82 (out of 84) bunches that 
are transferred by the extraction kickers. 
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It is known that the RF feedback loops can operate at 
one Booster turn of intensity, and that they have sufficient 
dynamic range to also accelerate twelve Booster turns. 
Therefore, with injection controls set for 12 Booster turns, 
one of the extraction kickers was fired just after turn 11. 
In comparison to full batch (a batch is a set of 84 bunches 
extracted from the Booster) injection into the Main 
Injector shown in figure 7, figure 8 shows the result of 
partial batch acceleration and extraction in the Booster. 
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Figure 8: Partial Booster batch injection into the Main 
Injector. Booster injection was set to eight turns, and the 
extraction kicker allowed one turn to remain in the full 
circumference to allow the low level RF feedback loops to 
operate. Note that the peak current is lower than in the 
full batch case of figure 7. 
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Figure 9: Overlap of 82 bunches injected into the Main 
Injector after normal flill batch acceleration of eight 
Booster turns of intensity. 

Individual bunches were resolved by recording the first 
turn in the Main Injector using a LeCroy digital scope 
connected to a resistive wall monitor. By knowing that 
the injection RF ft-equency is 52.811400 MHz, Microsoft 
Excel was used to overlap their profiles. For example, a 
full batch at eight Booster turn intensity is shown in 
figure 9. The number of intense bunches during partial 
batch operations is determined by the fact that the 
extraction kickers are shorter than a single revolution at 
the injection revolution frequency. The extraction kicker 

was fired on revolution 7 out of 8 during the Booster 
injection sequence. It was observed that the dozen intense 
bunches had the same bunch length and erratic shape as a 
fiill batch of beam at the same bunch intensities. This 
suggests that the cause of the longitudinal emittance 
problems above four Booster turns depends on the 
intensity per bunch, and not the total cuirent in the 
Booster. This fiirther suggests that the standard blame on 
longitudinal coupled bunch instabihties is incorrect. 
Because the bunch lengths are independent of intensity 
before transition, space charge at injection is clearly also 
not the culprit. 
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Figure 10: Low intensity stabilization bunches after the 
intense bunches during partial batch operations. 

One outstanding mystery is the distortion of the low 
intensity stabilization bunches directly after the intense 
bunches. One unlikely explanation is a wakefield at the 
third harmonic of the RF frequency at half its amplitude. 

ACKNOWLEDGEMENTS 
This work was supported by the U.S. Department of 

Energy through the high energy physics contract of the 
University of Michigan physics department and the 
concurrence of the Fermilab. 

Main Injector department head Shekhar Mishra 
supervised this project. Booster department head Robert 
Webber provided logistical support. Jim Lackey 
implemented the partial batch operation of the Booster, 
and Bill Pellico provided RF system advice and support. 
Ray Tomlin provided control room support and was a 
valuable resource for information on Booster operations 
and instrumentation. 

REFERENCES 
[1] S.Mishra, "High Luminosity Operation of the Fermilab 

Accelerator Complex", this conference. 
[2] I.Kourbanis, J.Dey, J.Reid, "Performance of Main 

Injector Bunch Coalescing during Fermilab's Current 
Collider Run", this conference. 

[3] G.Jackson,  "Alternative  Bunch Formation  for the 
Tevatron Collider", this conference. 

[4] E.Prebys, "Increasing the Intensity of the Fermilab 
Booster", this conference. 

3164 



Proceedings of the 2003 Particle Accelerator Conference 

TWO-STREAM STUDIES FOR HEAVY ION BEAM PROPAGATION 
IN A REACTOR CHAMBER* 

D. V. Rose,^ T. C. Genoni, and D. R. Welch, Mission Research Corp., Albuquerque, NM 87110 
C. L. Olson, Sandia National Laboratories, Albuquerque, NM 87185 

Abstract 

Growth rates for the two-stream instability for a heavy- 
ion beam propagating in a collisionless plasma are an- 
alyzed analytically and numerically using particle-in-cell 
simulations. Good agreement between the analytic and 
simulation results is found for a wide range of parame- 
ters consistent with heavy-ion driven inertial fusion energy 
chamber designs. 

INTRODUCTION 

Heavy-ion inertial-fusion-energy requires beams of 
high-energy, heavy-ions to be focused and propagated 
across a gas and plasma filled reactor chamber. The ro- 
bust point design [1] uses the neutralized balhstic transport 
scheme which requires that the focusing force be appHed 
to the ion beams outside of the reactor chamber. Prior to 
entering the chamber, the beams pass through a pre-ionized 
plasma region which provides charge neutralization. Target 
designs require lower energy "foot" beams to preheat the 
target prior to the arrival of the high energy beams which 
provide the final target impulse. The chamber environment 
for the foot beams includes a low density (~ 3 mtorr) back- 
ground gas. The main beams propagate through gas which 
is partially ionized near the target by photo-ionization due 
to the preheated target. In addition, aerosols may be present 
along all or part of the beam path lengths, possibly impact- 
ing the transport properties [2]. 

A previous analysis [3] of two-stream instability growth 
and saturation for converging heavy ion beams propagat- 
ing in a reactor chamber considered the rate of change of 
the maximum growing wave-number with increasing beam 
and plasma densities as the converging beam crosses the 
chamber. That analysis concluded that for a specific range 
of parameters, a reasonable propagation window existed in 
part because of the changing instability mode as the beams 
propagated across the chamber. 

One goal of this work is to revisit the assumptions made 
for the analysis of Ref. [3] in light of the recent robust point 
design [1] parameters. As a first step towards this goal, a 
study of both 1-D and 2-D two-stream instability modes is 
examined in this paper. 

* This work is supported by the U.S. Department of Energy through the 
Lawrence Berkeley National Laboratory, the Princeton Plasma Physics 
Laboratory, and the ARIES Program. 

t drose@mrcabq.com 

1-D STUDIES 

The growth rate of the electrostatic two-stream insta- 
bility is investigated in 1-D for the case of cold electron 
and heavy-ion streams propagating through a stationary 
background ion population. The electron and ion beams 
are moving in the same direction with (possibly) different 
speeds. Charge neutralization is enforced in all cases by 
setting nt + np = Ue, where n6,e,p are the beam ion, elec- 
tron, and plasma ion densities, respectively. 

The electrostatic dispersion relation for an ion beam 
propagating along with an electron stream through a sta- 
tionary background ion population can be written as (see, 
for example, Ref. [4]) 

 !i 1  - + -^ = 1 2 + „,2        ^' (1) 

where iVb,e,p are the beam ion, electron, and plasma ion 
plasma frequencies, respectively, and vi^e are the beam ion 
and electron speeds. 
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k (rad/cm) 

Figure 1: 1-D two-stream growth rate from dispersion re- 
lation (solid line) and 1-D LSP simulations (open circles). 
The parameters are Ue = l(f cm~^, Ue/rib = 2,715 = Up, 
and We = 0.1c. 

Electrostatic particle-in-cell simulations using LSP [5] 
have been carried out in 1-D with periodic'boundary con- 
ditions for direct comparison to the solutions of Eq. (1). 
The simulation length is set to be 27r/A;, where k is the 
wave number of interest. The instabihty growth is stimu- 
lated by an initial sinusoidal perturbation of wave-number 
k and amplitude O.OOOlwe applied to the electron velocity. 
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Comparisons were carried out over a wide range of 
parameters, including electron speed, density, and wave- 
numbers. Very good agreement over all parameter ranges 
was found. A sample comparison is shown in Fig. 1 for the 
specific case of Ve = 0.1c, and ion masses of 200M for 
the beam ions and 12M for the initially stationary plasma 
ions, where M is the mass of a proton. (These mass val- 
ues are used throughout this paper.) Note that the beam ion 
speed, ■Wft, is fixed at 0.2c throughout this work. The solid 
line is the maximum growth rate as a function of k, with 
peak growth found for k ~ u>e/ve. The data points are in- 
dividual LSP simulations carried out for different periodic 
lengths 27r/fc. The peak growth rate in the simulations is 
slightly different than that found from Eq. (1), but the over- 
all fc-dependence is reproduced. 

2-D SURFACE MODE 

Surface wave two-stream growth is assessed for the limit 
of a "hard-edge" ion beam propagating with an electron 
stream through a background ion density. In the electro- 
static limit, an eigenfiinction analysis leads to the disper- 
sion relation 

w? "el 

(w - kvb)       (a; - kvg) 

=   -atl-'^-'^ 

W' 
ri      (2) 

where Q is a geometric factor given by 

Jo(fca) 
7i(A;o) 

Io{kR)Ki{ka) + h{ka)Ko{kR) 

Io{kR)Koika) - Io{ka)Ko{kR) (3) 

(A fiilly electromagnetic formulation for an annular rel- 
ativistic electron beam in a background plasma has been 
given by Jones [6]. In the electrostatic limit, a dispersion 
relation similar to Eq. (2) was obtained by Fukano, et al. 
[7] for the case of no outer radial boundary.) The electron 
density is again set such that Ue = Up + nt, which leads to 
a higher electron density inside the beam ("el") than out- 
side ("e2"). The outer conducting wall is at R and the beam 
radius is a. These values are fixed atR = 2cm and a = 1 
cm throughout this paper. 

For the case of a smooth density gradient at the edge of 
the beam a simple analytic dispersion relation such as Eq. 
(2) no longer applies. In this more general case, the dis- 
persion analysis is carried out by setting the determinant of 
the discretized system of linearized electrostatic equations 
equal to zero. We choose a simple form for the ion beam 
density profile as a function of radius 

ni{r) = nbog{r) = njo 
1 

e('-o)// +1' (4) 

where n^o is approximately the on-axis value of the beam 
density and / determines the inclination angle of the nor- 
malized beam density profile g(r) at r = a [this angle in 

radians is tan-i(0.25//)]. The radial profile of the axial 
electron velocity is obtained from the condition for current 
neutralization 

Ve{r) nb{r)vb 
nt{r) + rip' (5) 

In the limit of very small values of /, this analysis con- 
verges to the same result as obtained from the solution of 
Eq. (2), the "hard-edge" limit. 
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Figure 2: The maximum two-stream growth rates for the 1- 
D "body" and 2-D "surface" modes as a function of density 
and inclination angle. The parameters are rie = 10^ cm~^, 
nei/rit, = 2, nfc = n^, and Vg = 0.1c. 

A comparison between the body mode given by the solu- 
tion of Eq. (1) and the surface mode is shown in Fig. (2) for 
Ve = 0.1c. The maximum body mode growth rate (continu- 
ous spectrum) is independent of inclination angle while the 
maximum surface mode growth rate increases with increas- 
ing inclination angle. For the range of parameters consid- 
ered here, the maximum growth rate of the surface mode at 
large inclination angle is always greater than the maximum 
body mode growth rate for a given value of rig. 

2-D SIMULATIONS 

Periodic, electrostatic, 2-D LSP simulations were car- 
ried out for direct comparison with the results presented 
above. The simulations are periodic in the axial direction 
with a conducting boundary at R. All velocities are initial- 
ized in the axial direction only. The axial electron velocity 
is perturbed as described above. 

Figure 3 compares the calculations and simulations for 
the hard-edge beam limit at rig = 10^ cm~^ and Ve = 0.1c 
as a function of k. Qualitative agreement in the overall k- 
spectram is found, which is significantly broader than the 
similar fe-spectmm found in the 1-D or body mode results 
(Fig. I). The disagreement between the calculations and 
the simulation results around the maximum growth values 
is attributed to the finite radial zoning in the LSP simula- 
tions that gives an effective inclination angle to the beam 
once the electrons gain some radial velocity spread. Finer 

3166 



Proceedings of the 2003 Particle Accelerator Conference 

0.4      0.6 

k (rad/cm) 

Figure 3: 2-D two-stream growth rate from dispersion re- 
lation (solid Hne) and 2-D LSP simulations (open circles) 
as a function of k. The parameters are Ue = 10^ cm~^, 
nei/ni, = 2,ni, = Up, and Ve=0.lc. 

resolution radial zoning and better particle statistics pro- 
duces growth rates which tend towards the calculated val- 
ues. 

A comparison of the calculated and simulated surface 
mode growth rate as a fvmction of inclination angle is 
shown in Fig. 4 for ne(0) = 10^ cm"^ and Ve{(i) = 0.1c. 
The calculated growth rate increases linearly with inclina- 
tion angle for our choice of beam radial profile, as given in 
Eq. (4). 

DISCUSSION 

Simulations presented here are idealized in order to fa- 
cilitate direct comparison to analytic models of two-stream 
growth. Future work will examine the impact of a converg- 
ing ion beam on these growth rates. 

Recent analysis of current neutralization for ion beams 
propagating in a background plasma [8,9] shows limits on 
the degree to which current neutralization can be obtained. 
These limits may be related to the growth and saturation of 
the two-stream instability for the electron retum current. 

Also, we note that recent simulation results [8] show a 
beneficial ion beam pinching effect near the target driven 
by a reduction in the retum current near the beam focus. 
Again, the growth and saturation of the two-stream insta- 
bihty may be partially responsible for the abrupt decrease 
in the electron retum current in this region. Extensions to 
the work presented here are being directed towards exam- 
ining this issue. 

We note that a considerable body of work on two-stream 
instabilities for heavy ion beams propagating through low 
density background plasmas, applicable to a variety of pe- 
riodic focusing accelerators and transport systems, can be 
found in the literature; see, for example, Ref. [10], and ref- 
erences therein. 
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Figure 4: Two-stream surface mode growth rate calcula- 
tions (solid line) and 2-D LSP simulations (open circles). 
The parameters are Ue = 10^ cm^^, Ue/rib = 2, na = Up, 
and Vg = 0.1c. 
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SIMULATED GROWTH RATES FOR SINGLE-BUNCH INSTABILITIES 
DRIVEN BY A RESISTIVE IMPEDANCE 

N. Towne*, National Synchrotron Light Source 
Brookhaven National Laboratory, Bldg. 725B, Upton, NY 11973-5000^ 

Abstract 

Vlasov simulations of instabilities driven by resistive 
impedance are used to determine growth rates of single- 
bunch instabilities. A method for measuring synchrotron 
tunes and growth rates from simulated synchrotron side- 
bands is described. Simulated growth rates are com- 
pared with Oide's calculation [K. Oide, Part. Accel. 51,43 
(1995)]. 

INTRODUCTION 

Vlasov-based and particle-tracking [1], and Perron- 
Frobenius [2] methods exist for the numerical calculation 
of single-bunch instabilities. These methods are capable of 
simulating the growth of modes arising from a few coupled 
synchrotron modes as well as instabilities in the microwave 
regime. Oide used a Vlasov- mode-based computer code to 
calculate growth rates for the first four synchrotron modes 
in the presence of a resistive impedance and in the absence 
of radiation damping [3]. He found that these rates are ap- 
proximately proportional to the square of the beam current 
over a wide range of currents. This paper describes the 
time-domain simulation of growth of these instabilities and 
compares the simulated growth rates with Oide's calcula- 
tions. These simulations are performed by integrating the 
Vlasov equation using the method of Wamock and Ellison 
[2] in a code written in Mathematica [4]. Nonlinear terms 
coming from potential-well distortion are simulated. Sim- 
ulated quadrupole-mode growth rates agree very well with 
Oide's results while the dipole-mode growth rates are lower 
that Oide's results. 

CALCULATION OF SIMULATED TUNES 
AND DAMPING RATES 

A simulated bunch above threshold for instability that 
initially has the Haissinski distribution will not, in princi- 
pal, change with time. In computational practice, however, 
perturbations of the bunch distribution exist and these per- 
turbations serve to seed the growth of unstable modes. In 
the model under consideration, the unstable modes Oide 
described [3] grow exponentially in time, each mode with 
its own growth rate. Each mode contributes a finite-width 
line to a synchrotron sideband reflecting the synchrotron 
tune of the mode and its growth rate. 

* Email: towne@bnl.gov 

t Woric performed under the auspices of the U.S. Department of En- 
eigy, under contract DE-AC02-76CH00016. 

In this study, the tunes and damping rates of dipole and 
quadrupole modes are calculated from simulations in the 
linear regime by first Fourier transforming the simulated 
line density A(0, t) with respect to the phase coordinate ^ 
at some revolution line n to obtain an approximation of a 
transformed pickup signal A„ (f). 

K{t) = ^jd<l>\{<j>-t)e-'^1' (1) 

The expression is approximate to the degree that the line 
density does not to change significantly during the time 
the bunch traverses the pickup. This function is Fourier 
transformed with respect to t to obtain the spectral signal 
An(w), with u3 the offset from the nth revolution line. It is 
assumed that that offset is small compared to WQ. One then 
fits this fiinction to resonances of multipole modes in the 
synchrotron sidebands. The resonances are each functions 

L     2rj \u)j    w J (2) 

where uij and Tj are the resonant frequency and damping 
rate of the jth mode. These functions are the fourier trans- 
forms of the wake functions 

fj{t) = 2Vje-^i^ iccysWjt - :J- sin w^f J ,      (3) 

where wj = Jj^^ - T]. One then constructs a model S{ui) 
of the spectrum of the bunch as the superposition of iV of 
these resonances and corrects for the finite duration of the 
simulations. 

N 

S{w)    =   X^a./.Co;) 

C^2 

J _ giwtnm e (imax) 
2r,- 

+    J-^e-^J*°-sinw,tmax 
UiJ 

(4) 

In this expression, tmax is the duration of the simulation 
and the coefficients aj are complex-valued weights. This 
differs significantly from a simple superposition of reso- 
nances (Eq. (2)) for a given mode if few e-folds growth 
of the mode are simulated, which is the case for the slow- 
growing dipole modes. The AN real parameters embedded 
in Eq. (4) are all varied to fit the model to the simulated 
sidebands A„(w) in a frequency range encompassing the 
synchrotron lines, i.e., the function 

/•mi 

JTCOD 
dw lAnH - 5(w)p (5) 
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Figure 1: Example spectrum of a simulated bunch at 118 
mA and corresponding fit as a function of frequency off- 
set from a revolution line. The synchrotron frequency is 
11 kHz and the revolution harmonic n is 55. The green 
points are of the simulated spectrum A(w), the blue trace 
is the fit function S{u)) covering the dipole and quadrupole 
fines, and red is the residual error. The sextupole line is 
also visible in the simulated spectrum. 

is minimized. Figure 1 shows an example of a spectrum 
and its corresponding fit for N = 2. 

SEEDING INSTABILITIES 

A perturbation S^ of the Hai'ssinski distribution 
*Ha(^>P) [5]. vvhere </> and p are phase-space variables, 
serves to seed instability in the bunch. Using a seed en- 
sures that mode signals are above the noise background in 
the synchrotron sidebands at the start of the simulation, a 
background that originates from an imperfectly calculated 
Hai'ssinski distribution. It was found that the quadrupole 
mode grows large more quickly than the dipole mode and 
nearly any seed resuhs in strong quadrupole oscillations 
in the time there is significant growth of the dipole mode. 
So a perturbation that seeds the dipole mode preferentially 
was used. This allowed sufficient time that the growth rate 
of the dipole mode could be estimated before quadrapole- 
mode oscillations swamp the dipole mode. 

The seed used has the form 

5*(^,p;i = 0) = <rp%a(^,p), (6) 

where ? is the real constant chosen so that <;pmax < 1, 
where pmax is the value of p at the edge of the grid (this 
ensures that 5* is a small perturbation). 

. Oide and Wamock and Ellison discuss the 'trivial' dipole 
solution, which is the solution of the Vlasov equation 
where the Hmssinski solution translates in phase space in 
an orbit determined by the rf Hamiltonian. This transla- 
tional solution exists only for hamiltonians harmonic in 
both the configuration and momentum variables. It exists 
because of the degeneracy of the frequencies (divided by 
the multipole orders) of the synchrotron modes and that 
the wake induced by the bunch has short range and tracks 

g 
H 

Figure 2: Simulated growth rates (dots) plotted on top of 
Oide's Fig. 2. Red represents dipole-mode growth rates 
while pale green represents quadrupole-mode growth rates. 
Sextupole and octupole modes are represented by aqua and 
violet traces without simulated data points. 

the bunch [3, 2]. This translation is not a dipole mode in 
the sense of the dipole term of a multipole expansion of 
the distribution. So this solution is an inappropriate initial 
condition for seeding dipole oscillations: it results in un- 
damped oscillations. 

RESULTS 

Oide expresses complex-valued synchrotron frequencies 
n normalized with respect to uis. 

H = fl/ujs (7) 

when referring to a coherent frequency of any synchrotron 
harmonic. The synchrotron tune is the real part of Wg/x and 
the damping rate T is 

r = Wglm fj,. (8) 

The beam intensity is represented by the dimensionless pa- 
rameter product 

kR = elavR/aa^Eo, (9) 

where 7av is the average single-bunch beam current, a is 
the momentum compaction, ac is the fractional natural en- 
ergy spread of the ring, EQ is the beam energy, and the ring 
impedance is the resistance R. While the product kR of 
Eq. (9) is the same as Oide's, there is a different conven- 
tion for the dimension of R (a resistance) in Eq. (9) that 
changes the exact form of Eq. (9). 

Simulations were performed at 12 beam currents with 
kR ranging from 1.27 to 7.95. Growth rates of the sim- 
ulations are plotted together with Oide's results in Fig. 2. 
Figure 3 shows the corresponding synchrotron tunes. 

There is good agreement between the quadrupole-mode 
growth rates predicted by Oide and my simulations. In 
these simulations, there are many e-folds growth of the 
mode and analysis of their synchrotron lines is very clean. 
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Figure 3: Simulated synchrotron tunes for the dipole (red) 
and quadrupole (green) modes. 

A separate time-domain analysis of these growth rates 
gives the same results as the frequency-domain analysis de- 
scribed above. 

Simulated dipole-mode growth rates are much lower 
than predicted by Oide, however. Calculations of this pa- 
rameter using the method above were confirmed by inspec- 
tion of time-domain plots of the intensity of dipole oscilla- 
tions from a separate calculation based on the same simu- 
lations, which serves as a check of the method. Also by 
inspection of these plots, extraction of the three dipole- 
mode growth rates at the highest-current data points of 
Fig. 2 is compromised by the fast growth and intensity of 
the quadnipole-mode oscillations. The low growth rates 
of the dipole modes at these currents were not determined 
precisely due to the rapid growth of the quadrupole mode. 

Errors in the simulation of growth rates result from, in 
part, the finite time step and the finite spacing of the grid 
in phase space. In most of these simulations, the time step 
is 5t = 27r/90ws and the phase-space grid is 81 x 81. I 
then varied these parameters to check convergence. Fig- 
ure 4 shows the dipole- and quadrupole-mode growth rates 
for dikR = 5.87 beam for varying number of grid points. 
The time step is 1.0 jis. Figure 5 shows the effect of vary- 
ing the time step from 0.5 to 2.0 /us for 81 x 81 grids. 
Both plots show that the quadrupole-mode growth-rate pre- 
dictions show little variation with these parameters except 
with the coarsest grids. So these calculations are robust. 
But the plot varying the time step shows that the dipole- 
mode growth-rate predictions have not seen enough expo- 
nential growth to accurately estimate the growth rate. At 
best, the calculations provide an upper limit that is a frac- 
tion of the quadrupole-mode rate. 

There is still uncertainty regarding the appropriate seed 
for the dipole mode. If the 'trivial' dipole mode, as well as 
the 'true' dipole mode, is seeded, the growth rate appears 
artificially low until the 'true' dipole mode overpowers the 
'trivial' one. Furthermore, one must see substantial expo- 
nential growth of the dipole mode before the quadrupole 
mode overpowers the dipole mode. A better estimate of 
the dipole coherent mode is necessary to better suppress 
the quadrupole mode and enhance the dipole mode. So the 
source of the discrepancy in the dipole-mode growth rates 
(compared with Oide's calculation) is not determined. 

u .± 

0.05 • • • • • • 
0.02 

0.01 

0.005 
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•. • • • • 

50 100 150 
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200 

Figure 4: Variation of simulated dipole- and quadrupole- 
mode (red and green, respectively) growth rates with num- 
ber of grid points. fciZ = 5.87 and the time step is 1.0 /iS. 
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Figure 5: Variation of simulated dipole- and quadrupole- 
mode (red and green, respectively) growth rates with inte- 
gration time step. kR = 5.87 and the number of grid points 
is 81 X 81. 

CONCLUSION 

Vlasov simulations of bunch instability driven by a resis- 
tive impedance were used to determine growth rates of the 
dipole and quadrapole modes. The method for determining 
these growth rates from simulated synchrotron sidebands 
was described. These simulations resulted in very good 
agreement with Oide's calculations [3] for the quadrupole 
mode but lower growth rates for the dipole mode. 

I would like to thank Boris Podobedov for suggesting 
this study. 
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ANALYTICAL AND TIME-DOMAIN COMPUTATIONS OF SINGLE- 
BUNCH LOSS-FACTOR IN A PLANAR STRUCTURE 

A. Smimov, D. Yu, DULY Research Inc., Rancho Palos Verdes, CA 90275 

Abstract 
An analytical formulation is developed for a Gaussian 

bunch loss-factor in a periodic planar ("muffin-tin") 
structure. The short-range wakefield contribution is 
modeled with diffraction pattern expanded in a sum of 
quasi-eigenmodes of an equivalent open waveguide, 
which is excited by charge "image" fields induced on the 
iris edges. Comparisons with GdfidL time-domain multi- 
cell 3D simulations demonstrate a good accuracy of the 
model. Transverse wakes are computed numerically. 

1 INTRODUCTION 
Planar structures are of growing potential for 

application in linear colliders based on mm-wave 
structures [1]. Along with current projects based on state- 
of-the-art circular accelerating structures, planar 
accelerators may be the next evolutional step in the 
development of accelerator technology of multi-TeV 
linear colliders and compact accelerators. It would be 
based on modem microfabrication technologies [2] that 
have akeady been significantly advanced [3,4,5] towards 
mass-production of planar accelerating structures in the 
future. 

Similar to conventional structures, short-range 
wakefields can be a potential source of instabilities, 
excessive bunch energy loss and phase-space distortions. 
However, imlike circular structures the short-range 
wakefields in planar structures are not yet studied 
comprehensively. Earlier we introduced extended models 
that allow describing the wakefields in the high-frequency 
domain [6]. The monopole short-range fields induced by a 
point charge in both periodic and single-cell, circular and 
rectangular structures were characterized analytically on 
the solid ground of Green-function and "image" field 
methods, diffraction and excitation theories of open 
cavities and waveguides [6,7,8]. Another semi-analytical 
approach employed in parallel [7] was based on matched 
field technique. 

In this paper, wakefields induced by a Gaussian bunch 
are considered for a periodic planar structure 
(analytically) and corresponding for a multi-cell structure 
(nxmierically). 

2 ANALYTICAL FORMULATION 
Convenient form for practical calculation of bimch 

loss-factor per unit length jt^^ in an arbitrary non-tapered 

slow-wave guide can be represented as follows: 

where v is the bunch velocity, Pj^ is the bunch transverse 
displacement, o) ^ are the modal synchronous fi-equencies 

^^ ^ = Vs -^JK' Vs '^ *® modal group velocity at 

this point of synchronism, r^{z,rj = ElX^,r^Y l\dPJdz\ is 
the longitudinal modal shunt impedance per unit length, 
CO 2 is the next modal frequency after o) ^zi. s = s^, 

fJ = T](o)) is the Fourier-transform of the longitudinal 
space charge linear density t]iz), 

^,=q'^ jdz'r)(z')exp{-iXz') is the bunch modal 

formfactor, h^ =hl-ih' /(v/v^^-I) is the complex 

dynamical wavenumber, h'=aj2Q^v , is the modal 

attenuation constant, and r^^(Q),pj is the real part of 

longitudinal impedance per unit length at higher 
frequencies cotw^. 
For a Gaussian bunch with rms length a we have in (1): 

*,=exp{-(A;ff)V2), ff{C0) = qtxp{-{0X7lvfll). (2) 
The expression (1") consists of modal term, which 

describes usually low-frequency wakes having discrete 
spectrum, and short-range term written as integrated 
quasi-continuous wake impedance. The first (resonant) 
term now takes into account the group velocity effect 
correctly (see [9,10]). Note, HOM group velocity grows 
in  (1)  with  frequency:   maxlv   I >c,  keeping 

(';/a)/|l-v^,/v| a finite value [11]. 

The smoothed wake resistance n is defined by spectral 

density of the point charge losses dUjda ■ For the planar 
structure with period A it was found with systematic 
approach and diffraction model [7]: 

,   „.      n  dU     Z.B  v-i    ^ 
" Kq^ da    ^n^A.^^ 

Z^=\1M Ohms, B = A^{\^A^^arctgA-nA^Jl, 

C,_-A^{\-A^)arctgA^nll ^ ^ ^j, m,:rQ.,\y, 
Q     3^-(3 + /(')arrtg^-'+;r/2'   '      ' 

(3) 

ar, 

«i,2=(l,2); /8  =0.824, Ar„=,/8^ 

N^^-o)(d,bYl27tc{A-t) are the Fresnel numbers, tis the 

iris thickness. Id is the horizontal dimension of the 
aperture (including side openings), A=a/b is the aspect 
ratio, 2b is the vertical gap, and 2a is the horizontal 
dimension   of   each   cavity.    For   high   frequencies 
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^,.y » P„ °^ short-range wakefields the wake resistance 

(3) varies as -af'^''^. The practical option for the 
transition frequency ft) ^ is based on the validity of 
Fresnel diffraction approximation {ba.^lc>'i, see [8]). 
An additional criterion is smoothness of the function 
*,£("■)   (especially  in  the  vicinity  of the  fransition 

Note, cavity depth (i.e. maximum vertical dimension) is 
meaningful only for the trapped (discrete low-frequency) 
part of the full longitudinal coupling impedance (through 
the CO ^, rJQ^ and v^^), and does not have significant 

effect on the smoothed, short-range wake impedance (3) 
which is dominated by fields induced and diffracted only 
in the vicinity of the aperture [6]. A similar situation 
takes place with the dimension d. 

3 NUMERICAL MODEL 
The key problem in time-domain numerical simulation 

of quasi-periodic structures is the RAM (and CPU time) 
limitations. To make correct comparison between 
periodical and multi-cell models the minimum (or critical) 
number of cells to be included in simulations. It is defined 
by the dominant Fresnel number (see [12 and 13]): 

N^>N^^=1N^. (4) 

For a Gaussian bunch in the time domain this condition 
results in the same form as known for circular structures: 

N.. 
/ACT' (5) 

Taking into account of Eq. (5), the total number of mesh 
elements scales as ~ cr as the bunch length decreases. 
An alternative numerical approach is eigenmode 
summation (see the first term in (1)) with modal 
characteristics calculated with 3D codes or matched field 
3D models. However, to date there are still no eigenmode 
3D finite-element solvers capable of computing the 
characteristics only for the synchronous modes (~ 
thousand of them for short bunches) using a single cell 
only, each mode having proper phase advance depending 
on its frequency. Note, such a code would have more 
affordable scaling factor ~a'^ (similar to eigenmode 
problem for a single cell with periodical boundaries). The 
matched field model has, instead, a different problem: 
"missing zeros" and instability in solving the transcendent 
equation with matrix of big ranks [7] to find "proper" 
roots for HOMs in 3D structure. Nevertheless, the 
matched field model is very useful for the first few modes 
in (1) that make the computation of short-range 
wakefields very effective and completely analytical. 

Time-domain simulations are performed here to verify 
analytical formulation (1-3) for a Gaussian, 
ultrarelativistic bunch of variable length using the GdfidL 
code with indirect algorithm [14]. The planar geometry 
considered here corresponds to the 37-cell 30 GHz 27i/3 
section that was manufactured [5] and successfully tested 
[15].   A few cells of the model are depicted in Fig. 1. 

Parameters used in calculations are the following: 
6=1.8mm, A =3.332mm, a=3.344mm, f=0.7mm. We use 
here reduced side openings (horizontal dimension 
cf=5.016mm) coinpared to the prototype [5,15] (^=21mm) 
to reduce memory requirements. According to theory [7] 
it should not affect HOM losses significantly. 
Numerically we have only 0.08% difference in 
a = 61.5/jm bunch loss-factor (and 0.04%, 0.09% for 
transverse factors) while li was reduced further by 27%. 

Z-Aids 

Figure 1: One-quarter of structure fragment model. 

. CSdfian^ 'Walcepotentifkl 
C'^.y>—t O.OOOO. D.DOOO > [ttVl 

9.7923e4-OS 

Figure 2: Longitudinal wake-function at a = 62.5^. 

For long bunches {a> lOOfon), with a system RAM of 
<800MB it is possible to simulate the wakefields along 
the whole length (37cells). Unfortunately, limited 
memory implies reduced number of cells for shorter 
bunches. Figs. 2 and 3 demonstrate the wake potential 
plots in a 7-cell structure for a short bunch. The 
transverse wake-potentials are about the same for X and Y 
directions (1.15 and -1.17 V/nC-mm per cell for 
CT = 62.5fjm), in agreement with the initial design and the 
"symmetric" transverse force concept [15]. Loss-factors 
calculated analytically and numerically are plotted versus 
bunch length in Fig. 4. The upper frequency in (1) is 
assumed a^-'icla, s,=0, and the transition frequency 

chosen, a)j=lTiAl GHz is one that immediately follows 

the fundamental one, cj^, =271-30 GHz. Direct integration 

is performed in (1) instead of analytical approximation 
with Gamma-function (see [16]), which introduces too 
high an inaccuracy in the model compared to the small 
difference between the original formulation (1) and time 
domain simulations (see Figs. 4). Growing discrepancy 
(Fig. 5) for bunch lengths <65^m indicates too few cells 
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(N^,^< N^^) as well as mesh lines per bunch length {aldz 
in Fig. 4). 

Figure 3: Short-range transverse (on the left) and 
longitudinal (on the right) wake-functions in 7-cell 

structure for <T = 63pw and q=AnC. 

t Numerical 
.         .         , '  1 1  

ijAnalytical 
^v                  Gaussian bunch 

^s^OM relative losses per cell o/dz,...--'"'. 

■  1^^.;. 
"^^^-Cl' 

^^ 
.}/       ^../lo 

 1 L_L^    i 

a, mm 

Figure 4: Monopole HOM energy losses related to 
fundamental mode loss per cell vs rms bunch length a. 

Relative difference between numerical 
and analytical loss-factor calculations, % 

-1 c, mm 
-1 1 1 I I       I 

Figure 5: Relative difference [%] between numerical and 
analytical calculation of total energy losses per cell. 

4 CONCLUSION 
Comparison of analytical and time-domain modeling 

demonstrates very good agreement of bunch loss-factor 
calculations (~ a few percentages for -200 fs bunch) and 
gives additional confirmation of the extended diffraction 
model. 

Computations based on the approach of Eq. 1 can be 
completely analytical for conventional (e.g., cylindrical 
and planar) structures that makes it extremely fast and 
accurate.   Practical  benefits   of this   method  can  be 

extended to the asymmetric wakefields and some other 
types of structures. 
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SIMULATION OF BEAM-ELECTRON CLOUD INTERACTIONS IN 
CIRCULAR ACCELERATORS USING PLASMA MODELS 

A.Z. Ghalam, T. Katsouleas, USC, Los Angeles, USA 
C. Huang, V. Decyk, W. B. Mori, UCLA, Los Angeles, USA 

Abstract 
In this paper we study the effect of low-density 

electron clouds on intense positively charged beams in 
circular accelerators. We apply one of the simulation 
tools we have been developing for the study of plasma- 
based accelerators to the problem of wake production 
and beam propagation in electron clouds. Particularly, 
we apply it to the electron cloud wakefields in the SPS 
proton synchrotron at CERN. We explore physics of 
beam-electron cloud interactions, particularly we 
present results on electron cloud effects on the long 
term beam dynamics. We present simulation results on 
the effects of bending magnets on the beam centroid 
oscillation, spot size and compare them to the case 
where bending magnets are not present. 

INTRODUCTION 
Electron clouds have been shown to be associated 

with limitations in particle accelerators performance in 
several of the world's largest circular proton and 
positron machines [1]. Electrons accumulate in the 
vacuum chamber where a positively charged bunched 
particle beam propagates because of a multipacting 
process which involves primary electron generation 
(e.g., from residual gas ionization) and their 
multiplication through secondary emission at the wall 
[2]. The detailed physics of electron cloud build up 
process has been extensively discussed elsewhere 
[1,2,3]. The presence of an electron cloud inside the 
beam chamber can deteriorate the vacuum [4], causing 
interference on the electrodes of beam pick up monitors 
and make the beam unstable via bunch-to-bunch or 
head-tail coupling [5,6]. 

Although a number of beam-cloud interaction 
models that can satisfactorily explain many of the 
observations have been developed [7], the exact 
dynamics that leads to beam degradation (e.g., 
emittance growth, beam loss) is still under study. In 
particular, previous models have been limited in that 
they treat the cloud in an impulse approximation [8] 
(giving a single kick per turn) and they have not 
included conducting boundaries (and hence image 
forces of the cloud and beam charge) into the treatment 
of the beam dynamics. 

In this paper we apply techniques from plasma 
wake field accelerator models to the study of the non- 
neutral plasma-beam interaction. We describe analytic 
and numerical models for the interaction between a 
positively charged beam and an electron cloud in a 
circular accelerator. Our model takes into account the 
effect of cloud image charges from the conducting 
beam pipe on the beam dynamics for the first time. 

In second section we briefly describe the simulation 
model (QuickPIC). More detail can be found in [11]. In 
the third section we discuss different forces acting on 
the beam from the electron cloud and their effects on 
the beam dynamics. In the fourth section we study the 
effects of bending magnets on the cloud dynamics and 
its consequent impacts on the beam stability. 
Throughout the entire paper we adapt our physical 
parameters to the CERN-SPS parameters. These 
parameters can be found in Table 1. 

BRIEF DESCRIPTION OF THE 
SEVIULATION MODEL (QUICKPIC) 
QuickPIC is a 3-D PIC code using a quasi-static or 

frozen field approximation [9,10]. This approximation 
is specifically useful for studying wakes. It requires that 
the beam does not evolve significantly on the time scale 
that it takes the plasma to pass through it. The quasi- 
static approximation assumes that the wakes are 
functions of z-ct only and leads to equations for the 
wake potentials qi and'V =q> - A,, that involve only 
solving 2-D Poisson equations. The Poisson equations 
are solved on a 2-D slab of electron cloud with 
conducting boundary conditions. The wakes are stored 
and used to update the plasma in the slab and the slab is 
then pushed back a small step through the beam. After 
transiting the beam, the stored values of ip are used to 
find the force on the beam (treated as a 3-D PIC model) 
and it is pushed through a large step (of the order p/30). 
As mentioned, the code is used for modeling plasma 
wakefield accelerators. In order to enable QuickPIC to 
simulate a bunch in a circular accelerator, some extra 
features needed to be added to correctly model the 
bunch evolution. In particular, betatron and synchrotron 
oscillations of the beam particles are introduced. These 
oscillations are due to the external fields of the magnets 
and RF power in the accelerator. Under the effect of 
these forces, individual particles (and the bunch as a 
whole, if off-centered) execute oscillations in all 3 
spatial coordinates. All different aspects of the code 
have been fully discussed in [11]. 

FORCES FROM THE ELECTRON 
CLOUD ACTING ON THE BEAM 

There are three different forces from the cloud 
acting on the beam. First, there is a direct force from the 
uniform cloud to the beam. 

When a positively charged bunch passes through an 
electron cloud it sucks in the cloud towards its axis, 
creating cloud compression near the axis of the beam. 
The pinched cloud exerts a force to an unperturbed 
beam and focuses the beam toward its own axis. The 
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situation becomes different when the beam is slightly 
tilted from its axis. In this case, the pinched cloud exerts 
a force on the tail of the beam so as to pull it back to the 
un-tilted axis. 

When we have conducting boundary conditions, 
there is yet another restoring force acting on the 
displaced beam. The pinched cloud on the axis of the 
beam produces its own image charges of like sign of the 
beam in a conducting pipe and hence in a direction as to 
restore the beam to the pipe axis.. 
Expressions for these forces are given in [11]. 

Fig.l shows a beam off-centered D mm from the 
pipe axis and slightly tilted (a) from the beam axis. 
Looking at the forces exerted on a particle at the tail of 
the beam, fist, there is a force from the uniform cloud 
density, this force contributes to the coherent betatron 
tune shift. Second, there is a force due to the image 
charges of the pinched cloud (F^,,), exerted on the tail 
of the beam pulling it toward the pipe axis. The last 
force exerted to the tail by electron cloud is a force due 
to direct pinched cloud (Fi„,g,_y) pulling it toward the 
beam axis. Based on this simple observation, we can 
say for any displacement of the beam (D) there is 
always an equilibrium tile angle at which these two 
forces cancel each other at the tail of the beam. 
Therefore the long term propagation of the beam can be 
pictured as follows: No matter how the beam is initially 
perturbed, it will oscillate around the axis of the pipe 
with the tail slightly tilted toward the center line with 
respect to the head toward the axis. 

Cloud ; 
Compression ■ 
(negative     ii'ile..., 
charge density)        ' 

Positively chargai 
particle at the tail 
of the bunch  '"••■•... 

D 
Cloud 
density 
gradient 

Pipe      ; 
axis       I^ 

Fig.l. A cartoon showing a tilted beam and the electric 
field on the tail of the beam due to cloud compression 
on the axis 

To verify the above hypothesis, two different 
simulations are performed by QuickPIC. In the first 
simulation, the beam is off-centered by 1mm from the 
vertical axis as an initial perturbation to the beam while 
in the second run, the beam is tilted but not displaced in 
the vertical plane. Simulation results are shown in Fig.2. 

The figure shows two snaps shot of the beam in each of 
these two runs. Fig.2-a and Fig.2-b show the initial 
beam, displaced and tilted from the pipe axis 
respectively and Fig.2-c and Fig.2-d are the 
corresponding snap shots of the beam after 18 and 35 
turns of beam propagation over CERN-SPS ring. It is 
seen that the beam performs betatron oscillation around 
the pipe with its tail slightly tilted from its unperturbed 
axis. 

0.2 

Z(c/o)p) 

-0.2 

-0.01S y(c/o).)        0.015 

Fig.2. a) and b) initially displaced (1mm) and tilted 
beam respectively, c) A snap shot of the initially 
displaced beam after 0.4ms (18 turns of SPS ring), d) A 
snap shot of the initially tilted beam after 0.6ms(36 
turns of CERN-SPS ring) 

A lower bound on the equilibrium tilt angle can be 
found by writing the total force by cloud on the tail and 
setting it to zero [11]. 

A detailed analysis of the beam dynamics and 
machine tune shift due to the electron cloud is discussed 
in [13]. 

EFFECTS OF BENDING MAGNETS ON 
BEAM INSTABILITY 

In this section we study the effects of magnet 
systems on cloud dynamics and their consequent effects 
on the beam dynamics. We mentioned earlier that the 
cloud is sucked in toward the axis as the positive bunch 
passes. The situation is different when there is a 
magnetic field in the vertical direction. Electrons, 
rushing toward the axis feel a strong Lorentz force and 
perform cyclotron motion in horizontal plane with a 
small larmour radius. This cyclotron motion prevents 
them from being sucked in toward the axis and lowers 
the density of line charge on the pipe axis. Fig.3 shows 
QuickPIC simulations for the cloud density in 
horizontal plane. Fig.3-a shows the density when there 
is a magnetic field of 0.117T(CERN-SPS ring 
specification) in vertical direction and Fig.3-b is the 
cloud density when there is no magnetic field. As can 
be seen there is a high concentration of cloud density 
close to the axis in Fig.3-b while that of Fig.3-a is much 
shallower. 
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Table 1: Physical Parameters used in the Simulations 

■I"' r '   I" 
-0.02  -0.01   0.00     0.01    0.02 

-6.25     -5.00 -2.50     -1.25 -12.5    -10.0     -7.5 
E-cloud Density bar(a.u) 

Figure 3: a) Cloud density in horizontal plane with 
B=0.117T. b) Cloud density in horizontal plane without 
magnetic field. 

In order to study the impacts of the bending 
magnets on the beam dynamics, we look at the long- 
term propagation of the beam in CERN-SPS ring. Fig.4 
shows the horizontal spot size of the beam for both 
cases of magnetic field on (Fig.4-a) and off (Fig.4-b). 
We perform the simulations over 125 turns of the ring. 
As can be seen there is a significant spot size growth in 
the no magnetic field case while there is almost no 
growth observed in the case with the bending magnets. 
We note that in the actual ring, the magnetic field is 
present in only 2/3 of the ring. 

The fact that the spot size growth is significantly 
suppressed, shows that bending magnets have a great 
stabilizing effect. 

Further work is directed to modelling beam 
dynamics in this case of varying fields and cloud 
densities. 
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Figure 4: a) Horizontal spot size with B=0.117T. b) 
Horizontal spot size without magnetic field. 
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Momentum Spread 2.48E-3 
Beam Momentum(Gev/c) 26 
Circumference(km) 6.9 

Horizontal Betatron Tune 26.41 

Vertical Betatron Tune 26.41 

Synchrotron Tune 0.005 

Electron Cloud Density(cm'') 10^-10' 

Horizontal SpotSize(mm) 2 

Vertical Spot Size (mm) 2 

Bunch Length (cm) 30 

Horizontal Box Size (mm) 80 

Vertical Box Size (mm) 40 

Bunch Population 10" 

Horizontal Emittance(fim) 0.1 

Vertical Emittance(nm) 0.1 
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BOOSTER'S COUPLED BUNCH DAMPER UPGRADE 

W. A. Pellico*, D. W. Wildman, 
FNAL°, Batavia, EL 60510, USA 

Abstract 

A new narrowband active damping system for longitudinal 
coupled bunch (CB) modes in the Fermilab Booster has 
recently been installed and tested. In the past, the Booster 
active damper system consisted of four independent fi-ont- 
ends. The summed output was distributed to the 18, h=84 
RF accelerating cavities via the RF fan-out system. There 
were several problems using the normal fan-out system to 
deliver the longitudinal feedback RF. The high power RF 
amplifiers normally operate from 37 MHz to 53 MHz 
whereas the dampers operate around 83MHz. Daily 
variations in the tuning of the RF stations created tuning 
problems for the longitudinal damper system. The 
solution was to build a dedicated narrowband, Q=10, 
83MHz cavity powered with a new 3.5kW solid-state 
amplifier. The cavity was installed in June 2002 and 
testing of the amplifier and damper front-end began in 
August 2002. 

A significant improvement has been made in both 
operational stability and high intensity beam damping. At 
present there are five CB modes being damped and a sixth 
mode module is being built. The new damper hardware is 
described and data showing the suppression of the 
coupled-bimch motion at high intensity is presented. 

fflSTORY 
For ahnost three decades, longitudinal coupled-bunch 
motion in the Fermilab Booster has been a limiting factor 
in determining the extracted beam's longitudinal 
emittance. Various methods of damping the coupled- 
bunch oscillations have been developed to keep pace with 
the steadily increasing proton intensities in the machine. 
The Booster coupled-bunch oscillations were first 
observed at a proton intensity of 1.2E12 ppp. The two 
dominant modes near m=16 and m=36 (for h = 84, mode 
34, 35 and 36 is the same as mode 50, 49 and 48) were 
correctly identified in 1977 [1] but were not associated 
with any particular RF cavity mode or other resonator in 
the machine. The solution at that time was to create a 
bunch by bunch spread in synchrotron periods by 
operating one of the 18 h=84 RF cavities at a harmonic 
number of h=83. This increased Landau damping, 
successfiiUy reducing the coupled bunch motion. 

By 1993 the m=16 and m=36 modes were identified 
with three specific resonances in the RF cavities [2,3]. 
The modes near m=16 correspond to the 3"" and 5* 
"harmonics" of the Booster cavity at 165MHz and 217 
MHz. Both modes move in frequency as the bias on the 

* Email: pellico@.fhal.gov 
°   Operated   by   the   URA,   under   contract   No.   DE-AC02- 
76CH03000      with the U.S. DOE. 

cavity ferrite tuners changes during acceleration. Modes 
near m=36 correspond to a non-tuning (<30 kHz shift) RF 
cavity mode near 83 MHz. The m=36 mode frequency, 
primarily determined by the physical length of the RF 
cavity drift tube, has both acceleration gap voltages 
oscillating in phase. Once the offending modes were 
identified, two passive dampers were installed in each 
Booster RF cavity. These passive dampers eliminated the 
m=16 line and decreased the m=36 line by about an order 
of magnitude. This resulted in stable bunch motion and a 
factor of three reduction in the longitudinal emittance of 
the extracted beam at an intensity of 1.9E12 ppp. Further 
reduction in the m=36 mode line was accomplished by 
reducing the RF bucket area during acceleration to 
increase Landau damping [4] and by using a narrowband 
active damper at mode m=35 to drive a wideband kicker 
[5]. 

The narrowband damper approach was later extended to 
include modes 1, 34,35,and 36 [6]. In this instance, the 
low level damping signal was applied to the beam through 
the 18, h=84 RF cavities. Using the 18 RF cavities as 
kickers had the disadvantage that the RF power amplifiers 
when driven around 83 MHz were being operated well 
outside their normal operating frequency range of 30 to 53 
MHz. A more serious drawback of this method was that 
the RF fanout is optimized to deliver properly phased RF 
signals at h=84, not at 83 MHz. The amplitude and phase 
of the damping kick delivered to an individual proton 
bunch relied on the net vector sum of all 18 cavities at 83 
MHz. This system required frequent manual tuning of the 
low level damping signal and proved to be difficult to 
operate on a daily basis. For example, if one of the 18 RF 
cavities failed or had a reduced output, the amplitude and 
phase of the damping kick would no longer be correct and 
both the gain and phase of the low level damping drive 
signal would have to be re-adjusted. The gain of the 
active system was adequate when Booster was below 
4E12 protons per pulse, the present Booster intensities are 
now around 5E12 with higher intensities planned. 

To alleviate these problems, a dedicated longitudinal 
kicker cavity was installed in the Booster to damp the 
coupled-bunch modes near m=36. The individual RF 
cavities have a range of resonances between 82.0 MHz 
and 82.8 MHz with an average value of 82.45 MHz. The 
Q of these cavity modes was initially =3300 but was 
reduced to =170 by the addition of the passive dampers. 
To reduce the necessary drive power but still maintain a 
conservative design, the new CB damper cavity has a 
center frequency of 82.6 MHz and a loaded Q = 11. 
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DAMPER FRONT END ELECTRONICS 

The previous CB damper system used a direct digital 
synthesizer (D.D.S) that could be clocked up to 800MHz. 
This allowed a clock that was eight times the Booster 
VCO frequency (422 MHz.) to be used [4]. The D.D.S's 
provided quadrature outputs to be mixed with the beam 
signal band-passed filtered at 83Mhz. Each mode module 
did it's ovm front end processing. This required each 
mode module to do it's own frequency transposition 
around 83 MHz. The new CB design has a single module 
(CB front-end module) that downconverts the beam signal 
to baseband then splits the output eight ways (we use only 
5 at present.) With the common baseband error signal 
(approximately 21 MHz) the individual mode modules 
can use a D.D.S unit clocked at only twice the Booster 
VCO to do the necessary frequency transposition. The 
mode module outputs are then summed, upconverted, 
filtered and pre-amplified in the front-end module. The 
correction signal is then applied to a 3.5 KW amplifier 
(see next section.) The layout of the new system is shown 
in Fig 1. The mode modules are similar to the old design 
with superheterodyne and single side-band mixing 
allowdng for detection and phase correction of the CB 
mode error. The modules all have internal wide dynamic 
range phase shifters. 
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4" diameter, 4" long ceramic gap was chosen so that the 
cavity would be operated below the calculated 
multipacting threshold of 4.3 kV. The ceramic gap is 
welded to a 4" diameter stainless steel beam pipe that 
slides through the center conductor of the cavity. The 
electrical connection between the aluminum cavity and the 
stainless beam pipe is made with two strips of BeCu finger 
stock. 

Figure 2. 83 MHz Damping Cavity 

To reduce the impedances of higher order modes 
(HOM's) in the damping cavity, a single 8" OD X 5" ID 
X 1" thick ferrite core (Stackpole Ceramag 2285) is 
inserted around the cavity's inner conductor, 2.5" from the 
accelerating gap. The 2285 core has a Curie temperature 
of 510°C, ji' = 12.5 and a Q » 150 at 83 MHz which drops 
sharply above 120 MHz. The unloaded cavity Q is 268 
and the shunt impedance is 15.9 kQ with the input 
couphng loop disconnected from the drive-line. The 
HOM frequencies and loaded Q values are: 233MHz 
(Q=55.5), 251.3 MHz (Q=28), and 521.2 MHz (Q= 70.8). 

The damper cavity is driven by an Amplifier Research 
3500A100 solid-state amplifier (maxium output power 
greater than 3500 watts at 83 MHz.) The RF power is 
transmitted to the cavity through 74.5 m of 7/8" Heliax 
coaxial cable with = 1 dB attenuation. A maximum cavity 
peak gap voltage of 3670 volts was measured using a 
capacitively coupled (1000:1) gap monitor. This value is 
in good agreement with the measured forward and 
reflected power into the cavity from a dual directional 
coupler inserted in the 7/8" coaxial line. 

RESULTS 

Figure 1. CB Damper Layout 

DAMPING CAVITY 

Figure 2 is a drawing of the new damping cavity. It is a 
single gap, quarter wave, coaxial aluminum resonator with 
an inner conductor diameter of 4.5" and an outer 
conductor diameter of 10". The center frequency is 82.6 
MHz. The loaded Q value of 11 is obtained by over- 
coupling the power amplifier drive loop to the cavity. A 

The new damping cavity was installed in June 2002 and 
the existing CB mode 34,35 and 36 signals were switched 
over from the Booster fanout to the new amplifier and 
cavity. Mode 33 and 37 modules were built and tested 
several months later using the new front end module. The 
beam measurements shown in this paper are with the new 
electronics, cavity and 3.5KW amplifier damping CB 
modes 34,35 and 36. A phase signal generated by mixing 
the signal from a wall current monitor in the MI-8 line 
(MI-8 line is the extraction line from Booster to Main 
Injector/MinibooNE) with the Booster RF is used as a 

3178 



Proceedings of the 2003 Particle Accelerator Conference 

measure of the Booster's beam quality. Figure 3 is a 
display of the extracted beam's phase measurement with 
dampers off and on. 

1)[yTSheM<1)J.Chi:5l)mv:   200 nfe CB DAIMPERS OFF    '. 
2)[lfrSheMHH.Ch1-5l)mV-  200 nS C6 DAMPERS ON     ■ 
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Figure 3. Scope Display of Phase 1)CB Off 2)CB 

With dampers off, beam loss in the high dispersion 
regions of the MI-8 line will trip the Mini-BooNE* beam 
permit. Figure 4 shows the loss pattern on two 
downstream loss monitors with the dampers ofCon. 
Booster CB dampers also play a critical role in the proton 
intensities used in colliding beams. 

CB bnversDR 

X ■-    ■-  

.,.-- CB JampersDn- 

impacts performance in the Main Injector cycle used for 
making antiprotons. 

CONCLUSION 

Higher Booster proton intensities have required CB 
damper upgrades. The success of this CB damper system 
allows Booster to meet current proton demands. 
However, the requested proton intensity will be required 
to increase. The Booster CB system will require 
additional damping power and additional mode modules. 
The new modules are being built, as is a new damper 
cavity. The additional cavity vidll be used to damp mode 
16. The plan is to install the new cavity sometime this 
summer. 

REFERENCES 

[1]C.M.   Ankenbrandt,   J.E.GrifFm,   R.P.   Johnson,   J. 
Lackey and K. Meisner, "Longitudinal Motion of the 
Beam in the Fermilab Booster," IEEE Trans. Nucl. 
Sci.NS-24 1449 (1977). 

[2]D.   Wildman  and  K.   Harkay,   "HOM  RF   Cavity 
Dampers for Suppressing Coupled Bunch Instabilities 
in   the   Fermilab   Booster,"    1993    PAC   Proc. 
Washington, DC, p.3528A. 

[3]K.    Cecelia   Harkay   "A   Study   of   longitudinal 
iQstabilities and Emittance Growth in the Fermilab 
Booster  Synchrotron."  FERMILAB-THESIS-1993- 
65 (Dec 1993) 21 Ip. 

[4]J.P. Shaw, D. McGinnis, and R. Tomlin, "Reducing the 
Coupled-Bunch Oscillation in the Fermilab Booster 
by   Optimizing   RF   Voltage,"   1993   PAC   Proc. 
Washington, DC. ,p.3787 

[5]J.M. Steimel and D. McGinnis, "Damping in The 
Fermilab Booster,"  1993 PAC Proc. Washington, 
DC, p. 2100 

[6]D.A. Herrup, D. McGinnis, J. Steimel, and R. Tomlin, 
"Analog Dampers in the Fermilab Booster," 1995 
PAC Proc. Dallas, Texas, p.3010 

•8373 .04 .6425 .943 

SeeondB Trig .. BVEHT   ;l ♦ngint.rlng units 

Figure 4. Loss Monitors in MI-8 Line: CB OFF/ON 

The Main Injector proton coalescing efficiency/intensity is 
greatly improved (intensity dependent) when the dampers 
are on. The large dipole oscillations associated with 
bunch to bunch phase oscillations create an effective 
longitudinal   emittance  blovmp.      This  problem  also 

The MiniBooNE experiment uses 8GeV protons fiom Booster to create 
a Neutrino beam. 
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Abstract 
The Recycler Ring (RR) is an 8 GeV pbar storage ring 
for future ppbar collider operations at Fermilab. By 
design, the beam in the Recycler is stored in three 
segments (hot, cold and newly transferred beam) 
azimuthally, using barrier buckets. Properties of the beam 
in the Recycler are found to be affected by stray magnetic 
field caused by the Main Injector acceleration ramping 
process. Here we present results of our measurements of 
the longitudinal emittance growth of the beam in the 
Recycler Ring due to the Main Injector ramp and the 
results of model simulation of this effect using a multi- 
particle beam dynamics simulation program (ESME). 

INTRODUCTION 
The purpose of the Recycler [1] at Fermilab is to 

increase luminosity for the Tevatron experiments by 
injecting low emittance high intensity antiprotons bunches 
in each store. The Recycler is also used as a high 
intensity antiproton accumulator. When the stack size of 
antiprotons in the Fermilab Accumulator Ring reaches 
about 40E10 the beam will be transferred to Recycler 
barrier buckets and stored and cooled in the Recycler. We 
plan to stack >200E10 antiprotons in the Recycler and 
cool them over a period of several hours before they are 
transferred to the Tevatron for ppbar collision. Since 
antiprotons are stored in the Recycler for an extended 
time, even a small disturbance of the beam caused by any 
rf noise, rf base-line shift (or slope) or any external 
electromagnetic field will result in emittance growth of 
the beam and may be of concern. 

Several measurements indicate that a beam in the 
Recycler is influenced by stray magnetic fields mainly 
fi-om magnetic ramping in the MI. The emittance of the 
beam increases as the beam is exposed to the time varying 
electromagnetic fields generated during MI ramping. Here 
an attempt has been made to simulate beam emittance 
growth. The result of the apparent effect due to the field 
is qualitatively reproduced by a 2-D beam simulation 
program (ESME) [2]. The barrier bucket system in the RR 
has been previously described [3]. 

THE CHANGE OF BEAM DYNAMICS 
DUE TO ASTRAY MAGNETIC FIELD 

Initial beam distribution 
The wide band RF system in the RR is capable of 

generating arbitrary waveforms with a maximum pulse 
height of +/- 2kV in each polarity. We use a rectangular 
barrier pulse of about 908 ns width. 

Figure 1: The initial distribution of the beam measured 
from (a) Wall Current Monitor (WCM) and, (b) and (c) 
simulation resuhs in (AE, A0)-space and its projection on 
9-axis 

Ideally the base-line of the middle segment of the 
barrier bucket should not have any residual voltage, but 
we observed that there is a shift of the baseline up to 
~50V. The existence of baseline voltage offset causes 
non-uniformity in the spatial distribution of the beam as 
shown   in   Fig. 1(a),   which   is   the   measured   beam 
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distribution from a Wall Current Monitor (WCM). Figs (b) 
and (c) show simulation results. 

Beam distribution with existence of ramping in 
the MI 

The Recycler and the MI share the same tunnel. The 
lattice of the both of these synchrotrons are similar at 
most places except with some small differences at their 
long straight sections. The MI is designed to accelerate 
protons from 8 GeV to 120 GeV at a maximum repetition 
rate of 40 cycles per minutes during pbar stacking and is 
just about 1.7 meters below the Recycler. At the time of 
beam transfers from the MI to the Tevatron, the MI ramps 
from 8 GeV to 150 GeV and the MI dipole magnets 
saturate for energy above 120 GeV. Since the Recycler is 
very close to the MI, a non-negligible quantity of time 
varying magnetic field resulting from the MI acceleration 
penetrates the relatively thin shielding of the Recycler. 
The growth of the longitudinal emittance is primarily due 
to non-adiabatic changes in the orbit length of the beam 
induced by MI ramping. The change in the orbit length 
causes a shift of the relative position of the beam with 
respect to the barrier pulses. The shift of the beam 
position generates inconsistent energy reduction and 
acceleration for the beam when the beam passes through 
each barrier pulse, and this causes an increase in the 
energy spread of the beam and thereby an increase in the 
longitudinal emittance. We expect that a large longitudinal 
beam emittance make an even beam distribution 
throughout A0. The MI magnetic field also gives a small 
acceleration and deceleration to the beam through 
induction. 

Fig.2 presents the beam distribution in A0 measured at 
4 min (Fig.2(a)) and 30 min (Fig.2(b)) in the presence of 
MI 120 GeV cycles with a repetition rate of about 
20cycles/minutes. The Fig.2 shows wider distributions in 
AO than that shown in Fig. 1(a) (initial distribution). The 
longitudinal beam emittance corresponding to the beam 
distribution in Fig.2(b) is found to be -20% larger than 
the one shovra in Fig. 1(a). The change in energy spread 
of the beam and the deviation from the initial value (25 
eV-s) of the longitudinal beam emittance as a function of 
time is shown in Fig. 3(a) and 3(b), respectively. The 
growth in the longitudinal emittance and the energy 
spread of the beam is very rapid in the first few minutes 
after the beam gets injected into the RR, but the growth 
becomes slower as time increases. 

To attempt to simulate the measured beam distribution, 
we model the effect of MI ramping as if there were an 
extra time varying voltage in the barrier bucket system 
instead of a time varying magnetic field. The simulation 
comprises of increasing and decreasing the voltages of 
the barrier pulses as well as the baseline by a certain 
amount during the cycle times of magnetic ramping. The 
purpose of the simulation is to estimate the amount of the 
extra voltage in the barrier bucket by comparing the 
WCM data and the predictions from the simulations. 

-. •   1 -   .  , -,- .  ■  .  i ■;■'■■■• , • 

t(a)                                              ~ 

i^                                                                                                            Z 

11(b) 
-,'»-f.--;--T--■■----1 "•■"=■■ v^ 

•••.::' '   ,>.-■ ' ' :k'J. '■•■•' ' ■ "'■;.■..„.; — 

Figure 2: WCM data for the beam after (a) 4min and 
(b) 30min later in the presence of 120 GeV MI 
acceleration cycle at a rate of 20 cycles/min. 

RR: dE vs Tbm during 120GaV M Cycle 

(a) 

RR Longltu<Snal Eminanc* Growth vs Tim* in trw prcMne* of 
120 G*V Ml Cyclas (20 cyctosftnin) 

Figure 3: Measured (a) AE and (b) longitudinal emittance 
growth of the beam as a function of time in the presence 
of the MI 120GeV acceleration cycles 

For this paper, the simulation is performed during the 
first four minutes of MI ramping. The predicted (AE, A9)- 
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space distribution of the beam and the projection of the 
beam in A6 are presented in Fig.4. The simulation 
reproduces the shape of the projected beam distribution in 
A0 but the rate of emittance growth is not well modelled. 
The measured growth rate of the distribution in A9 is 
-7% in 30 minutes and the result from the simulation 
shows similar amount of increase in the beam 
distribution. The simulation shows a halo in (AE, A0)- 
space distribution and illustrates that the enlargement of 
the longitudinal emittance is significantly larger than the 
the one measured using WCM but the growth of the 
distribution in A9 is comparable to the measured value. A 
plausible explanation for the difference between the 
measured and the simulated value of the growth of 
longitudinal emittance is that the WCM might not be 
sensitive enough to detect the extreme wings of the halo 
of the beam distribution in time (A9). 

More sophisticated follow-up studies are required with 
a longer simulation time to attempt to quantitatively 
reproduce the measurement. 

(b) 1^ fW m)f{ 
1.400C-01 
1.*l1E»0i 

j\ IT Irriii 

/ { «               -. to - so . 2> [• 0                w 

Figure 4: Simulation results for the effects of ramping 
of the barrier waveform for the first four minutes. Total 
of 73 ramps in four minutes. The initial distributions for 
this case are shown in Fig. (b) and (c). 

CONCLUSIONS 
Measurements of the longitudinal emittance of proton 

beams stored in the RR show that there is time 
dependence of the growth of the emittance in the presence 
of MI magnetic ramping. The residual field appears to 
cause a shift of the beam position relative to the barrier 
pulses. The position shift of the beam is the primary 
source of the growth of the longitudinal emittance. 

We have made an initial attempt to model this 
emittance growth in a 2-D beam dynamic simulation. The 
simulated rate of the emittance growth is considerably 
larger than the observed value. 

Further study is required to quantitatively estimate the 
induced voltage and the rate of emittance growth. 
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Abstract 
At certain bunch intensities and bunch spacings, beam- 

induced multipacting (BIM) was observed during experi- 
ments performed at the Advanced Photon Source. Dedi- 
cated diagnostics known as retarding-field analyzers 
(RFAs) were used to directly measure the electron flux on 
the vacuum chamber walls. The peak signals were ob- 
served at a bunch spacing other than that predicted in the 
classical form of BIM, which assumes cold secondary 
electron emission. Using a simple computer model, we 
studied the effect of including an energy distribution for 
the emitted secondary electrons. We found that the ex- 
perimental data can be explained by a resonance condition 
in which the secondary electron energy and surface emis- 
sivity properties are included. Results for positron beams 
are presented. 

INTRODUCTION 
Experiments were carried out in the 7-GeV Advanced 

Photon Source third-generation x-ray light source using 
dedicated diagnostics to measure the properties of the 
background, low-energy electron cloud [1]. The diagnos- 
tic is based on the planar retarding-field analyzer (RFA) 
[2], and both the time-averaged flux and energy spectrum 
were measured for electrons striking the vacuum chamber 
wall for varying machine conditions. A main goal of the 
experiments was to acquire data to provide realistic limits 
on key parameters relating to electron-cloud production, 
improving the predictive capabilities of computer models. 
The electron cloud was very sensitive to the bimch inten- 
sity and spacing. Maximum amplification for positrons 
was observed for bunches spaced at 7 X, (20 ns), where X 
is the rf wavelength. The enhancement was clearly seen 
for bunch intensities above 1.5 mA (5.5 nC). 

These experimental results were compared with the 
code POSINST, developed by M. Furman and M. Pivi. The 
position of the peak and width of the resonance curve 
(RFA signal vs. bimch spacing) were found to be sensitive 
to the secondary electron energy (SEE) [3,4]. In the code, 
the distribution assumes the form:£'exp(-£/£'J, where 
Es is a constant. Good agreement was found for 5^= 1 eV. 

If secondary electron emission processes dominate, the 
electron cloud can build up significantly if a BIM reso- 
nance condition is satisfied. In its classical form [5], cold 
electrons at the wall are accelerated by the beam and trav- 
erse the chamber in precisely the time between bunch 
passages. It was noted by M. Furman [3] that the range of 

* Work supported by the U.S. Department of Energy, Office of Basic 
Energy Sciences under Contract No. W-31 -109-ENG-38. 
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bunch spacings over which amplification was observed 
for APS positrons (4 X to 16 X) is consistent with the clas- 
sical BIM condition for trajectories ranging between the 
minor and major chamber axes. However, the cold elec- 
tron assumption is clearly incomplete, since the peak at 7 
A, cannot be readily explained. M. Furman and S. Heifets 
proposed a general BIM resonance that includes a non- 
zero SEE; this general form of BIM appeared to explain 
the data [1]. A simple computer model was written in or- 
der to study the dependence of the general BIM resonance 
condition on the emitted SEE. The model is described and 
the results are compared with the APS experimental data. 

MODEL 
The interaction between an electron and a train of 

bunches is modeled as a series of drifts and instantaneous 
kicks. The electron is constrained to move on a trajectory 
that crosses the chamber center. In the "impulse kick" 
approximation [5], the electron momentum gain is given 
by Ap = m^cr^N^frr , where m^ is the electron mass, c is 
the speed of light, r^ = 2.82x10"" cm is the classical elec- 
tron radius, N^ is the bunch population, and r is the dis- 
tance between the electron and the bunch, r is a xmit vec- 
tor pointing towards a positron beam and away fi-om an 
electron beam. Between bunch passages, the electron 
drifts under its momentum. If the electron strikes the wall 
before the next kick, a secondary electron is created with 
a nonzero energy and assumed to drift towards the beam. 
At the next kick, the electron's new position is calculated, 
and its new momentum is given by p = Ap +p„, where 
Po is the momentumjust prior to the kick. 

For improved accuracy, since it is not exactly an el- 
lipse, the APS vacuum chamber shape was modeled ac- 
cording to design drawings. The chamber schematic is 
shovra in Fig. 1, where 6 is an angle measured from the 
vertical. The available path length for a given electron 
will vary according to 6. The mounted RFA position is 
between 49 and 67 deg. The antechamber (between 80 
and 90 deg) was not taken into accotmt in the model. 

Figure 1: Vacuum chamber geometry used in the model. 
The chamber half-dimensions are 4.25 x 2.1 cm. 

0-7803-7738-9/03/$17.00 © 2003 IEEE 3183 
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At a given bunch spacing, an electron with initial (/-Q, 6, 
Po) is tracked for N kicks, and its new (r, p) are recorded 
for each kick (6 is constant). The calculations are repeated 
for a range of values of 6 and SEE. The output is checked 
for a resonance condition as follows: If the electron ener- 
gies on three successive kicks are within 0.5 eV of each 
other, the resonant values of (r, 6, p), SEE, and kick de- 
tails are recorded. The secondary emission at resonance 
depends on the electron incident energy KE = p^/2m^. 
The secondary electron yield coefficient 8(KE) corre- 
sponding to the resonant condition is also recorded. 

Input Parameters 
8 is a critical input parameter. Figure 2 shows the val- 

ues of 8 measured as a function of incident electron en- 
ergy for a APS aluminum chamber sample [6]. If 8 is 
greater than unity for the resonant electron striking the 
walls, amplification can occur. The measured energy de- 
pendence of the data very nearly fits the universal 8 curve 
for true secondary electrons, using an empirical formula 
developed by Furman [7]. The maximum value of 8 oc- 
curs at 8„a)( = 2.8 for an incident energy Ema^ = 330 eV. It 
should be noted that there was -10% variation in 8^^ 
among the measured samples. 

The final resonant energy is not sensitive to the electron 
starting position and energy, but the number of kicks be- 
fore falling into resonance is. The most probable "seed" 
electron is a secondary created at the wall. Rather than use 
a secondary electron (SE) distribution from the literature, 
we used the APS data [1] to choose an initial SEE that is 
near the mean value. We differentiated the RFA signal for 
a case where the bunches were far apart: 128 A, (360 ns) 

200 400 600 800 
Incident electron energy (eV) 

Figure 2: Measured secondary-electron yield coefficient 8 
for Al APS chambers, fitted to empirical formula in [7]. 

100   150   200   250 300 
Energy (eV) 

Figure 3: Measured electron-cloud energy distribution 
fitted with a Lorentzian function (data for 10 positron 
bunches spaced at 128 X, with 2 mA (7.4 nC) per bunch). 

(see Fig. 3). In this case, there is no electron amplifica- 
tion. A Lorentzian fimction, (r/2)/|r/2f +(£'-(£))^|, 

fits the data well, where the width T is 4 eV and the mean 
(most probable) energy (£) is 2.5 eV. For this distribu- 
tion, 90% of the SEs are within 10 eV, and about 50% are 
within (jE')±r/3 (i.e., SEEs ranging from 1.2 to 3.8 eV). 
Note the Lorentzian tail falls off more slowly than the 
exponential function assumed in POSINST. 

RESULTS 
Calculations of resonance conditions for a range of 

SEEs comprising 50% of the distribution were performed 
for bunch spacings ranging from 4 to 9 X. The bunch in- 
tensity is 2 mA to compare with the experimental data. In 
the examples shown in Figs. 4 and 5, the bunch spacing is 
7 X. In Fig. 4, the resonant electron energy after 50 kicks 
is shown as a function of SEE at two angles: 0 deg (verti- 
cal plane) and 56 deg (RFA location). The inset in the 
figure shows the kinetic energy as a fimction of kick 
number for SEE = 2.5 eV. The resonance is reached after 
about 5-10 and 10-20 kicks for 0 and 56 deg, respectively. 
In the vertical plane, the resonant energy is 10 keV or 
more for SEEs between 2.9 and 3.7 eV. For these cases, 
the resonant condition corresponds to an electron position 
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Figure 4: Resonant energy of an electron after 50 kicks 
for a range of SEEs (a) in the vertical plane (0 deg) and 
(b) at the location of the RFA (56 deg). 

10      20      30      40      50      60      70 
Angle   (deg) 

Figure 5: Electron kinetic energy (0) and 8 (*) at reso- 
nance as a fimction of the angle 0; the SEE is 2.5 eV. The 
RFA location is represented by the thick line. 
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r that is very close to the beam. Here, the energy gain is 
likely to be overestimated by the impulse kick approxima- 
tion. This is because the bunches are no longer short (cj^« 
30 c ps) compared to the electron drift distance during the 
bunch passage. In these cases, 8 is negligible and these 
resonances do not contribute to the electron cloud. 

In Fig. 5, the resonance conditions are shown as a func- 
tion of Angular position 6 for an SEE of 2.5 eV, showing 
the electron kinetic energy and corresponding 8. There are 
no resonances for 9 > 60 deg; this includes part of the 
RFA area. However, S is greater than unity for angles up 
to just past the edge of the RFA. 

The full space of resonance solutions in (r, 0) are 
shown graphically in Fig. 6 for different bunch spacing 
values. The 8 corresponding to each resonance is marked 
in color. It can be seen that while few resonances exist for 
4 X, a successively larger area is resonant up to 7 X, after 
which the area diminishes. Notably, 7 "k has the largest 
area of resonances corresponding to 8 > 2.0, followed by 
6 A.. This is consistent with the experimental data, and 
could help explain the strong peak at 71 [1]. There were 
no resonance solutions for 1-3 X in this range of SEEs. 

The results shown in Fig. 6 suggest that since the solu- 
tions were found using secondary electrons starting from 
the wall, it is likely that electrons will populate these re- 
gions in the chamber after 5-20 bunches (from Fig. 4). 
Synchrotron radiation reflecting from the chamber sur- 
faces above and below the antechamber (not show, 0.5 cm 
half height) can strike virtually anywhere on the surface, 
producing both photoelectrons and secondary electrons. 
Interestingly, in the simulations for the APS at 7-X bunch 
spacing using POSINST, a snapshot of the electron cloud 
spatial distribution after the 9* bunch passage shows a 
clumping of electrons in a region approximately in 
agreement with Fig 6 [3]. 

1.5   2 0   2.5   3.0   3.5   4.0   0.0 0.5 1 .0 1 .5 2.0 2.5 3.0 3.5 4.0 
X  (cm) X  (cm) 

Figure 6: Resonance conditions as a function of bunch 
spacing for SEE between 1.2 and 3.8 eV. The color leg- 
end is: 1.0 < 8 < 1.5 (black), 1.5 < 8< 2.0 (red), 2.0 < 8 < 
2.5 (green), and 2.5< 8 (blue). 

Verification of Cold Electron Model 
We verified that the model gives the expected resuh in 

the limit that the secondary emitted electrons have zero 
energies. In Fig. 7, the positions of the resonant condi- 
tions for a bunch spacing of 4 ^ are shovra, assuming that 
the SEE < 0.1 eV (2 nvVbunch). As expected, only the 
electrons at the wall near 0 deg satisfy the BIM resonance. 
Figures 6 and 7 show that the area in the chamber covered 
by resonantly multipacting electrons is significantly un- 
derestimated by the cold secondary-electron BIM model. 

0.0   0.5   1.0   1.5   2.0   2.5   3.0   3.5   4.0 
X  (cm) 

Figure 7: Resonance conditions for 4-X bunch spacing for 
SEE < 0.1 eV. The corresponding 8 is -0.7. 

CONCLUSIONS/FUTURE WORK 
A simple computer model was written to study the de- 

pendence of a general beam-induced multipacting reso- 
nance condition on the secondary electron energy distri- 
bution. The results are consistent with the experimental 
data at the APS and help explain the peak observed in the 
electron cloud signal at a bunch spacing of 7 X (20 ns). 
Preliminary modeling has been performed for electron 
beams (currently in operation) and will be presented in the 
future. Of recent interest is a possible installation in the 
APS of a superconducting (SC) undulator. The heat depo- 
sition from electron bombardment is being analyzed. Also 
planned is modifying the model to allow different cham- 
ber dimensions; e.g., for the SC undulator chamber and 
other rings. In addition, a more realistic, nonimpulse kick 
will be implemented, taking the bunch longitudinal profile 
into account, as suggested in [8]. 
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SIMULATION OF MAGNETIZED BEAMS 
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Abstract 
The angular momentums of particles in a bunch of 

beam are of importance in many applications. Usually the 
angular momentums are related to the end field of 
solenoids. In electron cooling facilities the solenoid fields 
are widely used as they are found very helpful not only in 
focusing and guiding the charge paticle beams but also in 
enhancing the cooling rates. The RHIC electron cooler is 
a chanllenging project because it requires a high 
performance facility including a solenoid with high 
quality strong field (1 Tesla). Issues cause by the end 
fields of the solenoid have been studied to minimize the 
extra temperature and coherent motions. In this paper we 
report recent results in simulating the angular momentums 
of the electron beam and its application on the RHIC 
electron cooler. 

INTRODUCTIONS 
The Relativistic Heavy Ion Collider (RHIC) [1] is an 

accelerator complex consisting The main goal of the 
RHIC is to provide head-on collisions at energies up to 
100 GeV/u per beam for very haevy ions, which are 
defined to be gold "'AU''*, but the program also calls for 
lighter ions all the way down to protons and polarized 
protons. Luminosity requirements for the heaviest ions are 
specified to be in the 10^*~10"cm"^s'' range. A first 
upgrade of the luminosity by about a factor four consists 
of increasing the number of bunches from about 60 to 
about 120 and decreasing beta* from 2m to Im. 
Luminosity can be further enhanced by decreasing the 
beam emittance by the electron cooling the gold beams at 
storage energy. With electron cooling [2] [3] the beam 
emittance can reduced and maintained throughout the 
store and the luminosity increased until non-linear effects 
of the two colliding beams on each other limit any further 
increase (beam-beam limit). 

An electron beam is considered magnetized when its 
radius of transverse Larmor oscillations is much smaller 
than beam radius. If the solenoid field lines are perfectly 
parallel, these oscillations can increase the duration of an 
electron-ion interaction thus increasing the fiiction force 
(assuming that there are several Larmor oscillations in the 
cooler). In this case the cooling rate is mainly determined 
by the electron longitudinal energy spread, which can be 
made much smaller than the transverse one. 

The calculations of electron cooling for RHIC show 
that a strong longitudinal field, among other requirements, 
is needed to achieve required cooling rate. Figure 1 shows 
the layout of this energy recovery linac (ERL) machine. 
Table 1 gives major parameters of the RHIC electron 
cooler. 

* Email: dongwang@.rocko.mit.edu 

RF-gun LINAC Beam dump 

RHIC Ring Cooler solenoid 

Figure 1: is the sketch of the RHIC e-cooling facility 

Table 1: Parameters of electron beam for RHIC cooler 

Final Beam energy 55MeV 
Solenoid field 1 Tesla 
Length of solenoid ~30m 
Charge per bunch 10 nc 
Repetition rate 9.4MHz 
Average current 94 mA 
Bunch length at Linac ~5~10 mms 
Injection energy 2.5 MeV 

However, the end fields of a solenoid have radial 
components and can give beam extra angular momentum. 

Figure 2: Beam acquires angular momentum from end 
field of solenoid 

There are two main effects in cooler solenoid due to the 
angular momentum, 

1) angular momentum itself means certain transverse 
temperature. 

2) it will cause coherent radial motion in longitudinal 
magnetic field in the cooler. 

Particle tracking show clearly above two major effects. 
In this simulation the modified PARMELA[4] is used to 
include major fields and forces, i.e., cavities(gun, lianc, 
buncher, rotation), magnets (dipole, quads, sextupole, 
solenoid ), space charge, etc. 

0-7803-7738-9/03/$17.00 © 2003 IEEE 3186 
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MUTLI-PARTICLE TRACKING 
The canonical angular momentum can be expressed in 

following ways, 

M = pr'^ff-e<l>{r,z)l2nc or, 
M = xp^-yp^ 

Here, x,y,Px,Py, are the transverse Cartisian coordinates 
and their conanically conjugated momenta, r,9,z are the 
cylindrical coordinates, the prime denotes a derivative 
along the axis z, p=YPmc is the total momentum, O is the 
magnetic flux inside a circle enclosed by the electron 
offset r, e is the charge of electrons. Different phase 
spaces of magnetized beam are exploited to find best way 
to reveal the behavior of this kind of beam. See Figure 3. 
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Figure 9: xy'vs. r Figure 10: xy'vs.x 
Besides the M itself (Figure 3), the rO' is found very 
useful since it has pretty concise and certain shape (linear 
correlation, thermal AM is flat in this phase space) in 
phase space therefore easy for comparing the its amount 
and distribution of a bunch at different locations. The (x, 
y') or (y, x') also has some patterns for magnetized 
beam. They might be useful in measuring the magnetized 
beam with (x, y) tomography technique. What is different 
from the (r9', r) phase space is that their shape vary along 
the beam line as shown in Figure 7 and 8. Other phase 
spaces have rather complicated patterns and are not 
invariants. 

MATCHING AND START-TO-END 
SIMULATION 

Figure 3: Angular Momentum   Figure 4: (x, x') 

The horizontal axis is r and the vertical axis is M. Figure 
4 is normal (x, x') phase space. To better observe the 
evolution of the angular momentum several other methods 
are explored, say, rS' vs. r, x' vs. y or y' vs. x, xy' vs. r, 
or yx' vs. r, xy' vs. x(or y)., see Figures 5 to 10. 
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Figure 7: (x, y') at start       Figure 8: (x, y') after a drift 

The basic principle of matching or eliminating the 
angular momentum in a solenoid can be illustrated by the 
Busch's theorem. 

iTTymj (s) 

It shows that one needs to give electrons certain amount 
of angular momentums which may exactly cancel the 
effects of the end field of cooler solenoid. The traditional 
electron coolers don't have this issue since the continuous 
solenoids are adopted from the start to the end. For high 
energy cooler like one for the RHIC one has to use 
discrete elements (sc linac etc.) to accelerator intense 
beam(10 nc) to 55 MeV. For this purpose some detailed 
analytical approaches have been performed under some 
assixmptions (linear optics, zero energy spread, etc.) [5] 
[6]. The point is that Ae beam must be magnetized when 
it was bom on the cathode and the angular momentum 
must be preserved through the whole beam line, gim, 
linac, transport, then canceled by the end field of cooler 
solenoid. In reality the situation are more complicated 
than linear single particle dynamics. The questions then 
become what kind angular momentum distributions are 
needed for a bunch of electrons and how significant the 
distortions due to various reasons could be. 

The simplest case of matching is the cancellation of the 
angular momentums caused the same end field but with 
opposite field directions. Electrons acquire the angular 
momentum fi-om a solenoid with opposite field then enter 
the cooler solenoid. The angular momentums would be 
canceled if the beam is focused properly at the entrance of 
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solenoid.  For a global matching one needs to make the 
transform as a rotationally invariant mapping. 

Based on above studies on illustrating the angular 
momentums of a electron bunch, a start-to-end simulation 
is carried out for the RHIC electron cooling project. Beam 
is magnetized on the cathode (non-aero magnetic field at 
cathode) then accelerated through the RF gun and sc linac 
followed by a transport line to stretch the bunch before it 
is sent to the cooler solenoid. The Figure 11 is beam 
envelope along the beam line. Figure 12 and 13 show that 
the angular momentums of electrons in the bunch are 
mostly preserved (left bottom plot) but some distortions 
are observed, possibly due to the energy spread (the 
largest in RF gun where bean energy is the lowest). 

:«t. r.n,«CT. I 

C„,'S?^"?^" "'■'-^^"*''^'^ "^'-^'l^''5;H-i!oo.jc*;n(!;flo "^IM.in rrsrro 7MI. 

The magnetic field on the cathode is about 100 Gs 
while beam spot size is about 10 mm radius. In RF-gun 
the beam is accelerated to about 2.5 MeV then directed to 
the linac by a small angle bending magnet. Three sc 
cavities (L-band, now likely to use four or five 700MHz 
cavities) will further accelerate beam up to 55 MeV 
energy. A transport line is designed [7] to stretch the 
bunch to a few cm and energy spread is lowered by a 
rotation cavity. 

RHIC e-cool, magnetized beam transport 
optimization of beam energy spread 

i: u^^ emcmumr.o.K.* 

\ 

RHIC e-cool. magnetized beam transport 
(photo-injector, linac, stretcher) 

Transverse emittance preservation 
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Figure 14 (left) and 15 (right): Evolutions of energy 
spread and beam emittances for the RHIC electron 
cooling beam 
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Figure 11: beam envelopes along the beam line 
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Figure 12 and 13: magnetization (left-bottom ones) at the 
exit of linac and entrance of the cooler solenoid 

SUMMARY 

The simulations of angular momentums 
have been studied. Different ways to describe the 
distributions of the angular momentums in a bunch beam 
are explored. It is found that some of them, M, transverse 
velocity and (x, y') or (y, x') are the best ways to 
understand the issue. The evolutions of angular 
momentums in solenoid, cathode, acceleration cavity and 
other beam line elements are simulated. The simulation 
has included more effects than the existing theory (space 
charge, energy spread, etc.) It proved that the magnetized 
beam in the RHIC cooler with strong solenoid magnetic 
field can be produced and transported to the cooler 
solenoid smoothly while keeping their angular 
momentums mostly preserved. The distortions observed 
need to be further minimized with fine compensations. 
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PROBING THE NON-LINEAR DYNAMICS OF THE ESRF STORAGE 
RING WITH EXPERIMENTAL FREQUENCY MAPS 

Y. Papaphilippou, L. Farvacque, A. Ropert, ESRF, Grenoble, France 
J. Laskar, ASD-MCEE, Paris, France 

Abstract 

A key issue for improving the performance of third gen- 
eration light sources like the ESRF storage ring is the iden- 
tification and correction of resonances that have a detri- 
mental effect in the machine performance. Frequency anal- 
ysis of experimental data, recorded on BPMs around the 
ring, is a powerful tool for studying the non-linear dynam- 
ics of an accelerator in operation. In a series of experi- 
ments, experimental frequency maps were produced using 
the 1000-tums measurement system. These maps revealed 
the resonance structure in the vicinity of the nominal work- 
ing point which was limiting the dynamic aperture. Their 
comparison with maps produced by simulations was used 
as a guide for understanding the storage ring non-linear 
model. The possibility of using the quasi-periodic approx- 
imations of the experimental data for testing the efficiency 
of resonance correction schemes was finally investigated. 

INTRODUCTION 

The beam lifetime, determined by the electron beam loss 
rate, is one of the key parameters for evaluating the perfor- 
mance of a synchrotron light source. It depends strongly 
on collision mechanisms with other electrons or residual 
gas, effects which are associated with the collective be- 
haviour of the beam and its interaction with the environ- 
ment (e.g. the vacuum quality). On the other hand, sin- 
gle particle motion, dominated by the applied non-linear 
magnetic fields, can become chaotic and particles may dif- 
fuse to large amplitudes through non-linear resonances, en- 
hancing the particle loss. It is the mterplay of these two 
mechanisms that reduces the beam lifetime [1]. In recent 
years, methods coming principally from celestial mechan- 
ics [2], such as the frequency map analysis (FMA), have 
been successfully used in order to study the single parti- 
cle non-linear dynamics in accelerators. Apart from the 
already established power of the methods when applied in 
simulations in order to display and understand the global 
beam dynamics [3], they have been very successfully ap- 
plied for analysing experimental data of excited transverse 
beam oscillations, recorded turn by turn on beam position 
monitors [1, 4, 5]. In this paper, we will present the first 
feasibility test made at the ESRF storage ring, in order to 
produce experimental frequency maps, by using the 1000- 
tum measurement system [6]. These tests are the first step 
towards studying and understanding the limitations of the 
horizontal dynamic aperture observed at the storage ring in 
various experimental machine studies [7]. 
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Figure 1: Experimental frequency map of the ESRF ring. 
The red curve corresponds to the frequencies computed by 
an analysis of all 252 turns, whereas the green curve corre- 
sponds to the frequencies computed for a time-span equal 
to the decoherence time. 

FREQUENCY MAP ANALYSIS 

In brief, the FMA enables the derivation of a quasi- 
periodic approximation f'{t) = E^i afce'^""'*, trun- 
cated to order iV, of acomplex function/(t) = q{t)+ip{t), 
formed by a pair of conjugate variables, which are deter- 
mined numerically or experimentally. The frequency i/i of 
the first term is associated with the fundamental frequency 
of motion. Applying the method to a large number of or- 
bits with different initial conditions enables the creation of 
a very detailed tune footprint, the frequency map. Due to 
the very high precision of the tune determination through 
a refined Fourier analysis using the NAFF algorithm [2], 
all the excited resonances appear as line distortions of this 
map. The application of the method to experimental data 
can reveal the complex network of resonances associated 
with non-linear motion in a real accelerator [4]. A second 
aspect of the method, is the study of the quasi-periodic ap- 
proximation itself for each excited orbit [5]. All terms of 
this approximation are decomposed as a linear combina- 
tion of the fundamental frequencies Vk = kxVx -t- kyVy. 
The amplitudes a*; = af^k^Mv) of these terms are associated 
with the driving terms of a resonance nixVx + myUy = c 
with: a) {mx,my) = {-kx + 1, -ky) for horizontal and 
b) {mx,myx) = {-kx,-ky + 1) for vertical motion. 
Thereby, the excitation of an individual resonance can be 
determined by computing or measuring these amphtudes. 
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Figure 2: Horizontal [top] and vertical [bottom] tune-shift 
[right] and tune-error [left] with amplitude. The colour- 
code of the two curves is the same as in Fig. 1. 

EXPERIMEIVTAL FREQUENCY MAPS 

In a series of experiments, we have performed several 
tests for setting up and automating the procedure for the 
production of experimental frequency maps. We used an 
electron bunch train of around 5mA total current, filing 1/3 
of the machine circumference. The machine tunes were 
set to the nominal ones (36.44,14.39) and the chromaticity 
was set to zero in order to limit the beam decoherence time. 
The beam was excited synchronously with one of the four 
horizontal fast injection kickers and a vertical shaker. The 
kicker and shaker currents were automatically controlled 
and 104 horizontal times 3 vertical kicks were applied, giv- 
ing a total of 312 orbits. The whole experiment lasted about 
4 hours. The maximum horizontal kicker current was set to 
a value where beam losses start to occur. This corresponds 
to an horizontal displacement of 12 mm in the middle of the 
straight section where ^x = 35.1 m. The shaker was lim- 
ited by technical problems giving a maximum vertical dis- 
placement of 0.8 mm in the middle of the straight section, 
where Py = 2.5 m (40% of the vertical physical aperture). 

The data was recorded on the 214 BPMs of the storage 
ring for 256 turns and post-processed with a MatLab [8] 
version of the frequency analysis algorithm. The tunes 
were extracted on each BPM and the results of the average 
tune from all the BPMs for each measurement are plotted 
in the frequency map of Fig. 1. The red curve corresponds 
to the tunes obtained by an application of the frequency 
analysis algorithm to the full length of data (252 ttims). 
However, for high amplittides, due to the ampHttide depen- 
dent tune-shift, the beam decoheres very rapidly leaving a 
few tens of turns available to be analysed. The green curve 
corresponds to the analysis of the data of the oscillations 
that are still coherent. The two curves are roughly the same 
apart from the obvious deviation at large amplitude and the 
fact that the second one is more linear and less distorted. 
Due to the fact that the vertical amplitudes are very small, 
the tune-shift in both directions is mostly due to the hor- 
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Figure 3: Horizontal phase space plot in the vicinity of the 
(5,0) resonance. 

izontal excursion of the beam, as can be seen in Fig. 2, 
where the horizontal and vertical tune-shift is plotted as a 
function of the horizontal initial ampHtude in the middle of 
the straight section. In the same figure, the statistical error 
in the tune determination is also displayed, defined through 
the standard deviation over the measured tune values on all 
the BPMs. As this error is a measure of the ttine preci- 
sion, it depends on the length of the analysed data but also 
on the regularity of the phase space for each measured or- 
bit. Indeed, the tune error is less then 10-* for most cases, 
whereas in the vicinity of a resonance it gets higher. Fi- 
nally, note that the statistical error in the determination of 
the horizontal tune is higher than the one of the vertical 
tune, as the beam excursion and thus the influence of non- 
linear fields is stronger in the horizontal plane. 

The map can be roughly separated in three regions: For 
small amplitudes and up to 7 mm amplitude, the detuning 
with amplimde seems to have a regular behaviour. Between 
7 and 11 mm amplitudes, there is a zone of instability char- 
acterised by the accumulation of points on resonant lines or 
gaps. Most of the resonances are of the fifth or tenth orden 
(5,0), (4,1), (3,2), (9,1), (7,3), (6,4) and (5,5). A projec- 
tion of the phase space motion on the horizontal plane, in 
the vicinity of the (5,0) resonance, is presented in Fig. 3. 
The resonant behaviour of motion is obvious. Finally, for 
bigger amplitudes (from 11 up to 12 mm amplitude), the 
tune path is regular, crossing a multimde of 8th order res- 
onances that are not excited. The last point, where losses 
begin to occur, approaches an area of potential instability, 
the crossing point of all thu-d order resonances and the cou- 
pling resonances (1, -1). A frequency map resulting from 
a numerical simulation of a model, with measured focusing 
and coupling errors included and corrected, is presented in 
Fig. 4. These first numerical results suggest that the ex- 
cited zone in the vicinity of the 3rd order resonance is large 
enough to induce beam loss as far as the last measured 
tunes in this experiment. 

RESONANCE DRIVING TERMS 

In Fig. 5, the strength of the fifth order resonance (5,0) 
driving term is plotted, for initial conditions in its vicin- 
ity, as measured by the corresponding a (_4 o) amplitude of 
the quasi-periodic approximation. In the top plot, the driv- 
ing term mean values over the measurements given by all 
the BPMs with error-bars representing their standard devi- 
ation are plotted versus the initial horizontal amplitudes of 
the kicked beam. The resonance driving term is increasing 
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Figure 4: Frequency map for the ESRF model. 
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Figure 5: Average (5,0) resonance driving term and its vari- 
ation along the ring for one particular beam excitation. 

as the particles approach the resonance and then decreases 
gradually to very small values after the resonance has been 
crossed. In the bottom plot, the behaviour of the resonance 
driving term along the ring is displayed. The maximum val- 
ues of the driving term are reached in areas where the hor- 
izontal beta function takes large values (higher than 25 m). 

Another driving term associated with to the horizon- 
tal 3rd integer resonance is plotted in Fig. 6. In order 
to increase the measurement's sensitivity, the lattice was 
matched to a working point close to this resonance and 
4 small kicks of increasing horizontal amplitude were ap- 
plied. The two curves correspond to measurements before 
and after switching on the sextupole corrector and, indeed, 
the resonance driving term drops, after the correction. 

CONCLUSIONS AND PERSPECTIVES 

We presented the first results from the application of the 
frequency map analysis technique to experimental beam 
data of the ESRF storage ring. This was mostly a feasibility 
study for testing the efficiency of the method with respect 
to the available hardware and diagnostics. The preliminary 
results revealed many unknown features of the electron dy- 
namics for the nominal working point of the ESRF storage 
ring. Moreover, it was confirmed that the Umitation of the 

Initial hiorlzontal position [m] 

Figure 6: Comparison between the normal sextupole (3,0) 
resonance driving term along the ring with (green) and 
without (blue) sextupole correction. 

horizontal dynamic aperture is due to an interplay between 
third order resonances. At the same time, a variety of ques- 
tions were raised with respect to the reason for this reso- 
nance excitation. A detailed non-linear dynamics' analysis 
assisted by particle tracking is underway in order to refine 
the non-linear model. One of the practical limitations of 
the method is the long acquisition time [6]. A dedicated 
"frequency map" BPM has been tested and the first resuhs 
were very promising [9]. The development of this system 
in addition with the installation of a strong vertical Icicker 
will enable the construction of a frequency map for beam 
amplitudes up to the full ring aperture in a few minutes. 
Finally, the problem of beam decoherence and the ambigu- 
ity it introduces in the tune determination is been currently 
under careful study. One of the perspectives is establishing 
a method for a very accurate tune determination using the 
information from all the BPMs, for a few turns. 
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L. Revol, K. Scheidt and the ESRF operation group for 
their help in the course of these experiments. 
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NON-LINEAR LONGITUDINAL BEAM DYNAMICS WITH HARMONIC RF 
SYSTEMS FOR BUNCH LENGTHENING 

V. Serriere, J. Jacob, ESRF, Grenoble, France 

Abstract 
Harmonic cavities have been installed on various 

storage ring light sources to increase the Touschek 
lifetime by a factor of 2 to 4 by lengthening bunches. 
Several side effects have been observed, which limit the 
gain in lifetime. In the worst case, the beam stability can 
be altered, but harmonic cavities can also provide Landau 
damping of coherent motion. A multibunch multiparticle 
tracking code has been developed to evaluate the 
performance of harmonic RF systems under consideration 
of all longitudinal beam dynamics issues. Bunches with 
high intensities are already elongated by the interaction 
with the ring impedance. The computations indicate that a 
harmonic RF system provide significant additional 
lengthening. The application to the ESRF shows that an 
active superconducting harmonic system would constitute 
the only appropriate solution. Such a system would be 
useful in single bunch and sixteen-bunch operation to 
improve the beam lifetime by a factor of 2 and 3, 
respectively. 

1 INTRODUCTION 
Touschek scattering is the dominant factor that limits 

the beam lifetime in many low transverse emittance 
storage rings. Harmonic RF systems have been used in 
several low-medium energy synchrotron light storage 
rings to improve the beam lifetime by lengthening 
bunches. Side effects such as transient beam loading or 
Robinson instabilities can significantly limit the gain in 
lifetime [1]. On the other hand, the additional Landau 
damping that is provided by a harmonic RF system gives 
a reduction of the amplitude of longitudinal coupled 
bunch instabilities (LCBI), as for instance at MAX-II [2]. 
As described in [1], transient effects have been studied 
with a multibunch single particle model. However, for an 
accurate evaluation of Landau damping as well as a 
prediction of LCBI thresholds and Robinson AC 
instability, non-linear intrabunch effects needed to be 
included in the computation. In order to evaluate the 
performance of a harmonic RF system at the ESRF, a 
multibunch multiparticle tracking code has been 
developed, which computes the longitudinal dynamic 
with a harmonic RF system by taking into account all 
longitudinal instability mechanisms. This code has been 
used to predict the thresholds of Robinson instabilities 
and LCBI in the case of the ESRF and the main results 
were presented at EPAC02 [3]. To further understand the 
influence of a harmonic RF system on longitudinal 
instabilities, the beam response to a harmonic excitation 
was computed and results are presented in section 2. For 
single  and  few  bunch  operation,  the  effect  of the 

longitudinal impedance must be taken into account for the 
evaluation of the possible gain in lifetime. A study of the 
bunch elongation in both potential well and microwave 
instability regimes is presented in section 3. The 
conclusion for the implementation of a harmonic RF 
system at the ESRF is given in section 4. 

2 NON-LINEARITY OF THE RF 
WAVEFORM 

2.1 Beam spectrum 
To understand further the influence of the non-linear 

accelerating voltage on the longitudinal beam dynamics, a 
harmonic excitation ^ftj) = afXcos(on) was injected into 
the multibunch multiparticle tracking code. The bunch 
spectrum was then computed by taking the discrete 
inverse Fourier transform of the time-dependent beam 
intensity. For the example of the ESRF with its 
352.2 MHZ RF system, (JOgF= 2.21295 GHz, the beam 
was excited at the synchrotron frequency f^o obtained at 
zero current with a main accelerating voltage of 8 MV. As 
expected, the beam spectrum shows lines at the angular 
resonant frequency of the main RF system and the lower 
and upper sidebands at 0^0= ±27^^. As shown in [4], in 
the case of optimum bunch lengthening, the average 
synchrotron frequency amounts to </j,<,p,> = 0.2 x f^. 
Computing the time response of the beam to an excitation 
at <fs,op^ yields the beam spectrum in figure 1. 

Figure 1: Beam spectrum for VH=Vk,„p, around the main 
RF frequency. 

The signal is at its maximum at the main angular RF 
frequency and exhibits several sideband at mx</j^,> 
with m=l,2,3,... on either side of cogp. Simulations carried 
out vnth an excitation slightly below and above </j,<,p,> 
have confirmed that the maximum amplitude of the 
response is obtained by exciting the beam at exactly 
<fs.opi>- The occurrence of sidebands at multiples m of the 
excitation frequency is the signature of the non-linear 
total accelerating voltage seen by the bunches. The 
simularions have also shown that the number of sidebands 
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increases with growing amplitude Of of the excitation. 
While more and more new sidebands appear, the 
amplitudes of the lower order sidebands do not increase 
linearly with Uj but show some saturation effect. This 
splitting of the excitation power over several sidebands 
already indicates that Landau damping will limit the 
amplitude of unstable coherent motion such as the AC 
Robinson mstability or HOM driven LCBI. 

Figure 2: Beam spectrum for V),=ft8><V), „p, around the 
main RF frequency. 

Figure 3: Beam spectrum for VA=0.6XV), „p, around the 
main RF frequency. 

Figures 2 and 3 show the beam spectrum obtained for 
V),=a8xyA,op, and VA=0.6xV),.„pft respectively. In each 
case, the beam was excited at the corresponding average 
synchrotron frequency. The number of sidebands on 
either side of ffifef decreases by lowering the harmonic 
voltage. These computations indicate that the non- 
linearity of the RF voltage needs to be considered in the 
prediction of coherent collective effects, and that a linear 
approximation cannot provide a correct model for the 
amplitude dependent beam response. In order to evaluate 
the performance of a harmonic RF system, the intrabunch 
particle motion as well as the multibunch collective 
response must be included in the analysis of coherent 
multibunch oscillations, which can lead to the AC 
Robinson instability or HOM driven LCBI. 

2.2 Landau damping 
A thorough analysis of various system configurations 

has shown that the AC Robinson instability is generally 
encountered, when a passive harmonic cavity is tuned 
close to the corresponding beam harmonic in order to 
provide the required voltage for low beam intensities. It 

turned out to be a key design element, which imposes a 
minimum number of passive harmonic cavities, in 
particular in the case of the ESRF, where harmonic 
cavities are expected to be operated in single bunch mode. 
As mentioned in [3], the multibunch multiparticle model 
constitutes a powerful tool, which allows the prediction of 
the observed spectacular Landau damping of strong HOM 
driven LCBI at currents 10 to 100 times the threshold 
intensity in the case of MAXII. Numerical computations 
in the case of the ESRF and MAXII allowed the 
comparison of the LCBI behaviour for both machines. 
They confirm the experimental observation that for low 
and medium energy storage rings, harmonic RF systems 
do not only provide an increase in Touschek lifetime, but 
that they can also be used to almost suppress the energy 
blow-up of HOM driven LCBI. For higher energy 
machines such as the ESRF, only a slight increase in 
LCBI thresholds is predicted. 

3 SINGLE BUNCH EFFECTS 

3.1 Potential well regime 
The interaction between the beam and the longimdinal 

broadband impedance of the storage ring produces a local 
short-range voltage distortion. The wake potential of a 
given bunch simultaneously acts back on ill particles of 
this particular bunch. At moderate bunch intensities, the 
voltage induced in the mainly inductive longitudinal 
impedance locally flattens the voltage waveform and 
leads to bunch lengthening. In this potential well regime, 
which is a single bunch effect, the natural energy spread 
remains unaffected. The longimdinal particle distribution 
'F(^,AE) for a given bunch intensity lo satisfies the 
Haissinsky equation [5] 

Y(0,A£)=if.%(0,A£>xp -C.Xh ZL<OO 

0) m-m) 
where 0 and AEaie the phase advance and the energy 
deviation relative to the synchronous phase, ZL is the 
impedance of the storage ring, Ki is a constant of 
normalisation and 

'       2 
a 

oha^/E 
The function ^o(^,AEJ is the "zero-current" 

longitudinal particle distribution and I(^) is given by 

/W=2;tfoJ'P^.A£>/AB- 

Resolving numerically Haissinski's equation gives the 
longitudinal particle distribution and thus the bunch 
length at a given beam intensity. As a result, figure 4 
shows the computed evolution of }F(^) for various bunch 
intensities with a harmonic RF system at the ESRF tuned 
for optimum bunch lengthening. The longitudinal 
distribution is stretched with increasing bunch intensity 
due to the interaction with the longitudinal inductive 
impedance. Both the numerical resolution of Haissinski's 
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equation and the results given by the tracking show that in 
the potential well regime the total bunch length increase is 
very close to the value obtained by multiplying the 
elongation from the harmonic voltage and from the 
potential well effect. 

■ lb = 0 mA 
- lb = 2.5 mA 
■ lb = 5 mA 

Figure 4: Longitudinal distribution for various bunch 
intensities in the potential well regime - Prediction with a 

harmonic RF system at the ESRF tuned for optimum 
bunch lengthening. 
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Figure 5: Net bunch lengthening from various harmonic 
voltages vs bunch intensity in the potential well regime. 

In figure 5 the ratio between the total bunch length 
obtained for various harmonic voltages and the bunch 
length viithout harmonic voltage is plotted as a function 
of the bunch intensity. For any given harmonic voltage, 
these ratios are almost independent fi-om the bunch 
intensity. For example VH=2.0 MV, the ratio decreases 
only from 4.0 at 0 mA to i. 7 at 5 mA. 

Below the limit of the potential well regime of about 
5 /nA at the ESRF, the effect of the BBR does not limit the 
possible gain in bunch length and consequently the 
achievable Touschek lifetime improvement from a 
harmonic RF system. 

3.2 Microwave instability 

In the microwave instability regime, both the energy 
spread and the bunch length increase. In the case of the 
ESRF, with a microwave instability threshold of 5 mA, a 
single bunch of 20 mA is lengthened by a factor of 6 and 
its energy spread increases by a factor of 2, with respect 
to the "zero-current" values. The computations show that 

a harmonic RF system allows the improvement of the 
bunch length by a further factor of 3 and to reduce the 
energy spread to a factor of 1.7. 

4 CONCLUSION ON THE 
IMPLEMENTATION OF A HARMONIC RF 

SYSTEM AT THE ESRF 
The implementation of a harmonic RF system on the 

ESRF storage ring is envisaged for operation modes with 
a high intensity per bunch such as the 20 mA single bunch 
and the 90 mA 16-bunch filling modes. For optimum 
bunch lengthening, a harmonic voltage of 2 My would be 
required. 

As many as 150 normal conducting passive cavities 
would be needed to obtain good harmonic voltage and 
phase conditions for a significant bunch lengthening at 
low intensity: this is not a realistic solution. For an active 
normal conducting cavity, the maximum field gradient 
would impose a minimum of 12 cavities: again not a 
practical solution. It was therefore decided to concentrate 
on a more modem approach using superconducting 
technology. 

As presented in [3], with a passive superconducting 
harmonic RF system, the criterion of AC Robinson 
stability imposes the implementation of four Super3-HC 
modules. However, only one active superconducting 
module, powered with up to 100 kW, would suffice to 
obtain both beam stability and optimum bunch 
lengthening. Taking into account possible operational 
difficulties, we could realistically expect that the beam 
lifetime in 16-bunch operation mode would be increased 
fi-om the current 10 hours to 30 hours. Concerning the 
single bunch operation mode dominated by the 
microwave instability, the lifetime would be doubled 
from 5 hours to 10 hours. 
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SYNERGIA: A HYBRID, PARALLEL BEAM DYNAMICS CODE WITH 3D 
SPACE CHARGE 

Abstract 
J. Amundson* and P. Spentzouris^ FNAL, Batavia, EL 60510, USA 

ing the split-operator technique. The split-operator tech- 
nique is applicable for Hamiltonian of the form We describe Synergia, a hybrid code developed under 

the DOE SciDAC-supported Accelerator Simulation Pro- 
gram. The code combines and extends the existing acceler- 
ator modeling packages IMPACT and beamline/mxyzptlk. 
We discuss the design and implementation of Synergia, its 
performance on different architectures, and its potential ap- 
plications. 

INTRODUCTION 

Synergia is an accelerator physics simulation code with 
a fully three-dimensional space-charge model and circu- 
lar and linear machine modeling capabilities. The imple- 
mentation is fully parallel. Development of Synergia has 
been funded by the Department of Energy's SciDAC Ad- 
vanced Accelerator Modeling Project. The goals of this 
project include building upon existing simulations and cre- 
ating distributable code. Synergia is compatible with these 
goals because it is a hybrid code; the primary accelerator 
physics components are taken from existing, although pos- 
sibly modified, codes. In the interests of distributability, we 
have taken care to ensure that Synergia is easy to build on 
various architectures. 

Below, we give a brief description of the components 
used in Synergia as well as the details involved in combin- 
ing them into a single product. We pay close attention to 
the build system, in keeping with the "distributable" goal 
mentioned above. We also describe how we have taken ad- 
vantage of Python to give us a flexible, humane user inter- 
face with very Httle effort. Since space-charge calculations 
are computationally intensive, we present benchmarks for 
our code running on various parallel clusters. Finally, we 
compare Synergia simulation results with results from a re- 
cent accelerator study. 

COMPONENTS 

The two packages at the core of Synergia are 
IMPACT[1] and the mxyzptlk/beamline libraries[2]. We 
have added glue code and a human-interface wrapper to 
these packages to f(5rm the Synergia package. 

Impact 

Synergia uses IMPACT for its parallel implementation 
of particle propagation, RF modeling and, most impor- 
tantly, parallel space-charge calculations. IMPACT con- 
tains a fully three-dimensional space charge model utiUz- 

H = Hext + Hs, (1) 

* amundson@fnal.gov 
t spentz@fnal.gov 

where, in our case, Fext is the Hamiltonian for the mag- 
netic optics part of the problem and Hsc is the Hamiltonian 
for the space-charge part of the problem. If the transfer 
maps corresponding to the individual Hamiltonians Hext 
and Hsc are A^ext and Msc, respectively, then 

M{t) = Me.t{t/2)Msc{t)Mextit/2) + 0{f)     (2) 

is the transfer map for H to leading order in t. The problem 
of calculating beam propagation including space-charge ef- 
fects therefore factorizes into the problem of calculating the 
two effects one at a time and combining them as above. The 
space-charge effects in IMPACT are calculated by solving 
the Poisson-Vlasov Equation using particle-in-cell (PIC) 
methods. The magnetic optics effects vary quickly, but re- 
quire little CPU time to compute. The space-charge effects 
vary slowly, but require a great deal of CPU time to com- 
pute. Without the factorization above, we would be forced 
to calculate the space-charge effects on the time scale set 
by the magnetic optics effects, which would be computa- 
tionally prohibitive. 

Mxyzptlk/Beamline Libraries 

The mxyzptlk/beamline package is a set of C+* libraries 
covering a wide range of accelerator physics computa- 
tions. This package was the first C" library for accelera- 
tor physics. Even though the original code is over 10 years 
old, the libraries are written in a modem style, including 
real objects with encapsulation and well-considered inter- 
faces. The package include basic Joolkit, a set of useful 
utility classes such as Vector, Matrix, etc., beamline, ob- 
jects for modeling elements of a beamline including a full 
parser for the Methodological Accelerator Design (MAD) 
language, mxyzptlk, automatic differentiation and differen- 
tial algebra, and physics Joolkit, a set of classes for analysis 
and computation. 

One of most important features of the 
mxyzptlk/beamline package for our purposes is the 
ability to read accelerator descriptions in the MAD 
language. Since MAD has become the lingua franca of 
accelerator description, being able to directly use MAD 
files greatly enhances the usabihty of Synergia. The 
flexibiUty of the beamline/mxyzptlk libraries made it easy 
for us to utilize the features we needed, namely the MAD 
parser and generalized propagator functors. Synergia 
passes a mad file and beamline name to beamline and 
beamline returns an array of transfer maps divided into an 
arbitrary number of slices. 

0-7803-7738-9/03/$17.00 © 2003 IEEE 3195 
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SYNERGIA 

Synergia is the combination of IMPACT, 
mxyzptlk/beamline, glue code to get the two pack- 
ages talking to each other and a wrapper providing a 
simple, yet powerful, human interface. Figure 1 shows 
the relationship between Synergia components as well 
as the role MAD files, studies and analysis tools play in 
producing results. 

Synergia 

Figure 1: Synergia components and their relation to outside 
inputs. 

Build System 

Portability has been a major design concern in creat- 
ing Synergia. We rely on multiple components written in 
multiple languages. While using multiple components al- 
lows us to quickly put together a powerfiil package, it also 
creates a configuration management problem. Multiple- 
language issues are particularly problematic because call- 
ing conventions vary from platform to platform. We solve 
the multiple language part of the problem by writing all 
of the inter-language wrapper code in terms of macros that 
can be redefined for various platforms. We solve configura- 
tion management problem by incorporating a modem build 
system based on the GNU Autotools to provide consistent 
builds on all platforms. 

In principle, building Synergia is as simple as exe- 
cuting "./configure &ft make && make install" in 
the mxyzptlk directory followed by "./configure && 
make" in the Synergia directory. In practice, many options 
to configure are available. The two principles we have fol- 
lowed in constructing the build system are (1) modifying 
the source (including Makefiles) should never be necessary, 
and (2) all options should come with reasonable defaults. 

To date, Synergia builds without modifications on Linux 
systems using either the Portland Group F90 compiler or 
the Intel F90 compiler, g++, and either MPICH or lam. 
Synergia also builds without modifications on AIX, using 
XL Fortran, Visual Age C++ and POE. Compiling Synergia 
on other platforms should be a straightforward exercise. 

Human Interface 

The user-level interface to Synergia consists of a set of 
Python classes that wrap the low-level interfaces to the 
code. To run Synergia, the user writes a short Python script 
utilizing these classes. An example script excerpt is shown 
in Figure 2. The use of Python has several advantages: 
There is no specialized syntax to learn. A user familiar 
with Python will be able to understand the entire interface 
easily A user unfamiliar with Python will be able to copy 
an example script and modify it with little difficulty. Al- 
though most examples will only use Python trivially, the 
full power of the language is available should it be needed. 
Last, but not least, the use of an existing scripting language 
greatly simplifies our implementation, meaning we were 
able to write it quickly with a minimum of opportunities 
for introducing bugs. 

p = impact .parameters. Impact _paraineters() 
ip.processors(16,4) 
ip.space_charge_BC( 

"trans finite, long periodic round") 
ip.input_distribution("6d gaussian") 
ip.pipe_dimensions(0.04,0.04) 
ip.kinetic_energy(0.400) 
ip.scaling_frequency(201.0e6) 
ip.x_parains(sigma = .004 , lam = l.Oe-4) 
ip.y_params(Sigma = .004 , lam = l.Oe-4) 
pz = ip.gammaO * ip.beta()*ip.mass_GeV 
ip.z_params(sigma = 0.10, lam = 3.0e-4 * pz) 
ip.particles(2700000) 
ip.space_charge_grid(65,65,65) 
booster = impact_elements.External_element( 

length=474.2,kicks=100, steps=l, 
radius=0.04, 
mad_file_name="booster.mad") 

for turn in ranged,11): 
ip.add(booster) 

Figure 2: Example excerpt of a Python script showing the 
Synergia user interface. 

Parallel Performance 

We have run benchmarks of our code on four different 
clusters under a variety of configurations. Our benchmark 
is a simulation of a single revolution of the FNAL Booster 
(see the following section.) The simulation included 2.7 
million particles undergoing 100 space-charge kicks on a 
65x65x65 grid. 
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Three of the clusters are Linux clusters: lqcd[4], 
heimdall[5] and Alvarez[6]. Our benchmarks include a 
sampling of the range of currently-available networking 
options for Linux: 100 Mbit Ethernet, Gigabit Ethernet and 
Myrinet 2000. We also compared the performance of the 
Intel fortran compiler (ifc) with the Portland Group fortran 
compiler (pgf90). For the former, the code was compiled 
with the optimization setting"-02". For the latter the code 
was compiled with the setting "-fast". The fourth clus- 
ter we used for benchmarking was Seaborg[7], the 6,080- 
processor IBM SP at NERSC. 

The results of our benchmarks are displayed in Figure 3. 
Overall, we find that Synergia scales very well up to a cer- 
tain scale set by the networking used. The clear winner in 
scaling is the specialized configuration found in Seaborg. 
The fastest Linux clusters, however, showed overall supe- 
rior performance. We can also see that Gigabit or Myrinet 
is necessary for a Linux cluster to effectively take advan- 
tage of more than a few processors. These tests were insuf- 
ficient to distinguish between Gigabit and Myrinet. Some- 
what surprisingly, we also see that the Intel compiler pro- 
duced significantly better performance than the Portland 
compiler for our application. 

FNAL Booster April 23,2003 Data (15 data sets averaged) 

Iqcd (2.4 GHz Xecn, ifc, Myrinet) • 
'Org i;i75 Mh2 P0WER3: IBM SP) 

heimdall (Athlon 1800, ifo, Gb) - 
heimdall (A!!-ilon 1800. pf}f90, Gb! ■ 

alvarez (866 MHz Pill, pgf90, Myrinet) ■ 

16        32 
#cpu 

64 128      256      512 

Figure 3: Performance on various parallel machines. 

APPLICATION TO FNAL BOOSTER 

The first important application of Synergia has been to 
model the FNAL Booster[3]. The Booster is an alternat- 
ing gradient synchrotron with a radius of 75.47 meters. It 
accelerates protons from 400 MeV to 8 GeV with a typ- 
ical injected current of over 450 mA. Since space-charge 
effects are expected to be significant in the Booster it is an 
excellent testing ground for Synergia. 

As an example. Figure 4 shows a comparison be- 
tween measured vertical and horizontal beam widths in the 
Booster with a Synergia simulation. Here 42 mA of current 
was injected in each of the 11 initial turns. For a more de- 
tailed discussion of recent FNAL Booster studies including 
comparisons to Synergia, see Reference [8]. 

i^^i*h*f^i***"*^«*rf^ 

vertical beam vrfdth • 

horizontal beam width > 
Synergia simulation ■ 

120 

Figure 4: Synergia simulations compared to beam width 
measurements from the FNAL Booster. 
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FLAT BEAM PRODUCTION IN LOW ENERGY INJECTORS 

S.-H Wang*, Indiana University, IN 47408, USA 
J. Corlett, S. Lidia, J. Staples, A. Zholents, LBNL, Berkely, CA 94720, USA 

Abstract If ^e subsitute this solutions into equation (4), we can get 
A source of ultra-fast synchrotron radiation pulses based     fo^o^ing relations: 

on a recirculating superconducting linac is proposed at i 
^' = 

W^ LBNL[1].  A flat beam will be produced in the low en 
ergy phase. High-brightness photocathode rf gun will pro 
duce electron beams in a solenoidal magnetic field. The 
electron beam will be transformed into flat beam with a ''     ' '^   "      pys 
toge x/y emittance ratio by a skew-quadrupole-sequence     For equation (4), the general solution can be written as: 
adaptor[2]. A theoretical model is shown and simulations 
have been done with PARMELA. Space charge effect and 
possible solenoid setup are reported. 

W" + 4>'^W ■ 

u = AW^e*(*+*+) + BWe'^-'''+^-^ 

(6) 

(7) 

(8) 

FLAT BEAM PRODUCTION 

Beam Dynamics in Magnetic Field 

For the production of flat beam, the cathode is immersed 
in solenoid magnetic field, hence, the beam is bom with 
finite canonical angular momentum. Considering only the     ^°^^' *^ "modulus of the Ihs of equation (9) is a constant, 
linear term of z component of solenoid field, B^, we have     ^ ^"'^ ^® *® ^^^- ''^^^ ^^^ *^ modulus of both sides and 

Where A, B, 5+ and 5- are constants decided by initial 
conditions. In phase space of u and u', we can get expres- 
sions for A as 

^^giW+«++f) ^ ±{u'W -uW + ^)     (9) 

equations of motion like: 

^"-Sy'-^S'y = 0 

y" + Sx' + ^S'x = 0 

(1) 

(2) 

use the real and image part of u and u' to express the result, 
we will get: 

1 1 
£+ = g^*- + 2^i + ^y- (10) 

where 

where S = ^, P^ is the Z component of the particle 
momentum, prime indicates the derivative with respect to 
Z. Equations (1), (2) can be combined into a single complex 
equation: 

„2 
Er     = 

W^ 
+ {w'ur - wu';f 

l" + i5e+^=0 (3) 

if we let: 

i = x + iy 

Equation (3) can be further simplified in Larmor frame where 

u"-<j>'\ = 0 (4) 

by making a rotation transformation, letting: 

similarly, from expression of B, we have 

£- — n^r + -n^i — Lu 

£- = 2B^ 

(11) 

Here, we can introduce the Twiss parameter in Larmor 
frame. 

u = ^e'*, where   6' = — 
^      2 

VK2,    ai = -WW',    7, = i±^ 
i^is a non-periodic function of Z. There are two fundamen- 
tal phase-amplitude form solutions exist for equation (4)     and get Sr and EJ in new expressions. 
[3]: 

u = W^(2)e*(±*(^)) 

* shaowang@mdiana.edu 
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The real and image components of u and u' correspond to 
the movements in x and y dimensions in Larmor frame, 
respectively. When particles get out of the solenoid field 
region, the Larmor frame is same as lab frame, then Sr be- 
comes £1, and Si becomes ey. If we combine equation (10), 
(11), we can get following simple relations: 

£+ + £- 

£+ — £- 

(15) 
(16) 

Note, £+ and £_ are constants decided by initial condi- 
tions, no matter within or outside the solenoid field region. 
Ex and £y are measured outside the solenoid field region, 
and they are regular emittances. Experimently, we can get 
the value of e+ and £_ by measuring the e^, £y and L„. 

Initial Conditions 

So, What initial conditions decide e+ and e_? Let's sim- 
plify the problem by assuming uniform ^ at the very first 
moment after electrons are emitted. Then we have: 

constant 
constant 
<j>'Z 
0 

1  _ 1 ^ 2Pz 
^'    .4>'      eBz 

Then, in Lab frame, we have 

W 

Pi 

cos{6+) + e-A cos{-2(t>'Z + 6-) 

sin{-24>'Z + S-) 

^j^sin{6+) + yl^sin{~2<l>'Z + <5_) 

-cos{-2<j>'Z + 5-) 

In above equations, two terms on rhs involve £+, and these 
two terms describe the position of the center of the cy- 
clotron motion. All other terms are £_ related, they de- 
scribe the cyclotron motion itself. 

From above equations, we can get the expressions for £+ 
and £_ in uniform ^ region. 

e+    =^ (17) 

^-    =^ (18) 

where v\=^x'^+ ip. r^ is the distance from the center of 
the cyclotron motion to solenoid axis. Multiply both sides 
with Pz, we get two normalized quantities. 

£+    = r\eB 

£ = i-L 
^- eB 

(19) 

(20) 

where P±_ is the transverse momentum. Hence, accelera- 
tion along solenoid axis is included. From here, we know 
that initial transverse distribution combined with Bz de- 
cide £+, and initial transverse momentum combined with 
Sz decide £_. 

The Transformation 

Since after particles leave the solenoid field region, (j> 
won't change any more, we can combine it with another 
constant phase (5±: 

x+  =s+-<t> 
X-   =S--<t> 

And in Lab frame, we can get the matrix form of solutions 
of equation (4) 

f x\ 
x' 
y 

\y' J 
= v 

' ^/e^cosx+ \ 
,/e:;sinx+ 
y/sZcosx- 

\ y/elsinx- 

or:   X = Va (21) 

/ VFic 
—QjC- 

VWis 
 —ais+c 

= cosip, s 

-\fWis 
ais—c 

VWlC 
-aic—s 

yfWic 
—aic+s 

VWis 
—ais- 

—ai8—c 

-sfWic 
(22) 

^f¥^ y/Ji'   I yfWi 

where c = cosii), s = sintp. The transformation from 
round beam to flat beam is to block-diagonize matrix V by 
passing such a beam described by equation (21) through the 
adaptor. The quantites in a are constants during the trans- 
formation, and after transformation, e+ and £_ are recog- 
nized as the emittances of x and y dimension, respectively. 
Because of the special initial conditions(the cathode is im- 
mersed in solenoid field), s+ is usually much larger than 
£_. Hence, we finally get a flat beam. 

After the transformation, for the flat beam, we can use 
regular Twiss parameters to describe the beam. It can be 
derived that the Twiss parameters at the exit of the adaptor 
satisfy: 

/?x =Py Qx = OCy (23) 

and phase advance of the adaptor section satisfy: 

A$y   =   A^x   + (24) 

Skew-quadrupole-triplet has been used as the adaptor in 
experiments to realize the transformation [4] for the capa- 
bility of skew quadrupole to remove the canonical angular 
momentum. AO group at FNAL has acheived flat beam 
production experimently. 

SIMULATIONS 

We have done some simulations with PARMELA[5]. 
The space charge effect is not included in the above the- 
oretical model, although it definitely contributes in experi- 
ments. We simulate AO beamline at FNAL[4]. The bunch 
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charge is about 1 nC, and the energy at the adaptor is about 
15 MeV. In simulations, We let electron bunch travel un- 
til it arrive at the entrance of the adaptor. In this part 2D 
space charge effect is included in simulation. According to 
the particle distribution in 6D phase space, we can calcu- 
late e± and search for the skew quadrupole gradients which 
can provide suitable transformation according to the above 
model. Then we set the skew quadrupole gradients and let 
the bunch resumne travlling. If we turn off space charge 
calculation, we do get a flat beam with Sx,y very close to 
e±, by "very close" I mean the descrepancy is less than 
3%. But if we turn 3D space charge calculation, the final 
£x,y of the flat beam is 20 to 30 percent higher, while we 
can fine-tune the skew quadrupole gradients to get the final 
ex,y about 10% higher than e±. 

FUTURE WORK 

Simulations also show that, the transformation is very 
sensitive to the energy spread of the bunch. One possible 
way to reduce the energy spread is to reduce the longitudi- 
nal space charge force by increasing the bunch transverse 
size in strong space charge effect region. If we look at the 
solenoid field distribution of the typical solenoid setup for 
flat beam production. Fig. 1, we noticed that the solenoid 
provides a strong focusing at initial accelerating phase. 

Old Solenoid Setup 
1200 

New Solenoid Setup 

800 

ID 20 30 10 50 60 70 8( 

Position (cm) 

Figure 1: Bz from old solenoid setup 

If we change the currents of the solenoid setup and get 
a new magnetic field distribution like in Fig. 2, the beam 
transverse size will be larger with weaker solenoid focus- 
ing. Simulations has shown obvious energy spread reduc- 
tion for this new solenoid setup. Experiments need to be 
done to verify it. And possible side effect of the new 
solenoid setup need to be investigated. 
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LOW EMITTANCE OPTICS AT THE PHOTON FACTORY 

K. Harada, Y. Kobayashi, T. Obina, A. Ueda and M. Izawa 
Photon Factory, High Energy Accelerator Research Organization, 
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Abstract 
We successfully reduced the emittance of the Photon 
Factory storage ring (PF ring) to as low as 28 nm-rad, 
which is very close to the theoretical minimum (27.3 
nm-rad) under the present lattice configuration. The new 
low emittance optics had been already tried, however, we 
could not examine it sufficiently because of a poor 
injection rate. Recently, new kicker magnets developed 
for the new optics were installed in the ring. Since the 
injection rate of more than 1 mA/sec became steady, the 
new optics was fijUy examined. No difficulty was found 
up to the stored current of 500 mA. The operation with 
the new optics for users* experiments will start in near 
future. 

INTRODUCTION 
Figure 1 shows the lattice configuration of PF ring 

which was reconstructed in order to realize the low 
emittance optics in 1997 [1]. Since then, the ring has been 
operated with the optics having the emittance of 35.7 
nm-rad at 2.5 GeV, which is one-fourth smaller than 
previous one (130 nm-rad). It was clearly known that we 
could reduce the emittance by increasing the horizontal 
phase advance of normal cell in the arc sections of the 
ring. However, the stronger fociKing makes the 
dispersion function smaller, therefore, the strength of 
sextupole magnets should be larger in order to correct the 
chromaticity, resulting in a very narrow dynamic aperture 
due to the large non-linearity produced by the sextupole 
magnets [2]. This makes the beam injection very difficult. 
In order to improve the injection rate, we designed new 
travelling wave kicker magnets, and installed them in 
October 2002 [3]. In this paper, we will introduce the 
optics with the emittance of 28.0 nm-rad, and show the 
results of measurements carried out in the machine 
development. 

LOW EMITTANCE OPTICS 
The horizontal phase advance of normal cell in present 

optics is set to be 105 degree. The emittance is 35.7 
nm-rad. If the phase advance is set to be 125 degree, the 
emittance is reduced to 28.0 nm-rad. We call the optics as 
low emittance optics in this paper. Figure 2 shows the 
comparison of optical functions between present and low 
emittance optics in some normal cells. It is clearly found 
that the dispersion function of low emittance optics is 
much smaller than that of present optics. Both of optical 
functions of the ring measured using the response matrix 
methods [3] are shown in Fig. 3. The comparisons of 
dynamic apertures are shown in Fig. 4. It is clear that the 

horizontal aperture of the low emittance optics is only 
one-half of tihat of present optics. This is reason why the 
beam injection is quite difficult. 

cto oa 

Figure 1: Lattice configuration of PF ring. 

Figure 2: Comparison of optical functions between 
present and low emittance optics in some normal cells. 
The solid line shows low emittance optics, and the dashed 
line present optics. 

INJECTION PARAMTERS 
A set of parameters of the injection magnets is given in 

Table 1. The maximum kick angle of previous kicker 
magnets was limited to 3 mrad. As shown in Table l,the 
kick angle of K3 and K4 magnets reached almost 
maximum value even in present optics. Since the kick 
angle required for the low emittance optics had been 
estimated to be more than 3 mrad, the beam injection was 
expected to be quite severe in the use of the same 
parameters. Actually, the injection rate was less than 0.2 

0-7803-7738-9/03/$!7.00 © 2003 IEEE 3201 
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mA/sec at a repetition rare of 25 Hz. New kicker magnets 
were designed to have maximum kick angle up to 3.5 
mrad. They enabled us to set new injection parameters 
over 3 mrad for low emittance optics as shown in Table 1. 

(a) Present Optics 

I? 

I 

ttmffttwmm^w^^ 
(b) Low Emittance Optics 

I 

Figures 3: Fig. (a) shows optical functions of the ring for 
present optics, and (b) for low emittance optics. 

Table 1: Set parameter of the injection magnets. The first 
initial K and S indicate kicker magnets and septum 
magnets, respectively. 

105 deg 125 deg 
Kl Cmrad) 2.507 3.107 
K2(mrad) -1.649 -2.549 
K3 (mrad) 2.928 3.428 
K4 (mrad) 2.912 2.812 
SI (mrad) 117.74 117.64 
S2 (mrad) 101.7 102.8 

several turns just after the injection, the amplitude of the 
injected beam is so large to be scraped by the septum wall 
and about 10% of the injected beam is lost, indicated as 
region© in Fig. 5 (a). The damping time is about 11000 
turns but the amplitudes of the injected beam rapidly 
decrease by the smear effect due to the non-linear fields, 
as shown in figures (b) and (c). The part of the beam 
indicated as region (ii) is injected outside of the dynamic 
aperture and lost in several hundred turns. In the region 
(iii), the beam current seems to be decreased, however, in 
this region, the bunch length may become long and it may 
cause the lower sensitivity of the beam monitor. The 
stored beam is cleared by the RF knock out before the 
next measurement. The optimization was done so as to 
minimize the beam loss in the region(i). The improvement 
of the injection rate is about 10% in this case. 

(a) Horizontal plane 
20 

10 
It 
s 
^  t    ■: 

0 

'■■ 105 deg 

125 deg 

-0.02      -0.01 0 0.01 

Momentum deviation AP/P 

0.02 

(b) Vertical plane 
8 

-0.02      -0.01 0 0.01 

Momentum deviation AP/P 

0.02 

Figures 4: Fig. (a) shows dynamic aperture at a center of 
5m long straight in the horizontal plane, and (b) in the 
vertical plane. The solid line indicates the aperture for 
low emittance optics, and the dashed line for present 
optics. 

COHERENT OSCILLATION OF THE 
INJECTED BEAM 

We measured the coherent oscillation of injected beam 
using tum-by-tum position monitor [5]. Before the 
measurement, the kicker parameters were roughly 
adjusted so as to increase the injection rate. Typical 
results of the measurement are shown in Figs. 5. During 

OPTICS TUNING 
Since the injection rate was strongly sensitive for the 
betatron tunes, we carried out the tune survey around the 
designed tune. The tune point giving the injection rate of 
1 mA/sec at a repetition rate of 25 Hz was found and 
fixed. In this point we measured the response matrix of all 
steering magnet to investigate the beta functions, and also 
dispersion function as shown in Fig. 2(b). Through the 
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analysis of the response matrix, we estimated that the 
emittance was 28.0 nm-rad, and that betatron tunes were 
(Vx, Vy)=(10.42, 4.37). The values of tunes agreed well 
with those obtained from the tune measurement. The 
typical injection history is shown in Fig. 6. 

small. It will be interesting to study this optics with the 
new kicker magnets. 

1.0 

0.8 

0.6 

0.4 

0.2 

0.0 

(b) 

200 400 600 

Horizontol beom position 

0 200 

(C) 

400 600 

Verticol beom position 

tlXilllWi^liM 

600 800 0 200 400 
Turn Numbttr 

Figures 5: Coherent oscillation of the injected beam:(a) 
shows the tum-by-tum relative beam current, (b) die 
horizontal beam position and (c) the vertical one. The 
horizontal axis indicates the turn number from the 
injection. 

600 900 1,200 900 
Time [s] 

Figure 6: Typical injection history is shown when beam 
was stored from a current of 0 mA to 450mA. 

SUMMARY 
We tried to reduce emittance much less. The emittance 

of as low as 28.0 nm-rad was achieved imder the new low 
emittance optics using new kicker system. Though the 
dynamic aperture was one-half of that of the present 
optics, the kicker system enabled us to improve the 
injection rate over 1 mA/sec at a repetition rate of 25 Hz. 
We measured the coherent oscillation of the injected beam, 
and found that over 50% of them were captured. 
Consequently, we could smoothly store the beam current 
up to 450mA, the nominal beam current at present PF ring. 
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FUTURE PLAN 
Even in low emittance optics the beam lifetime was quite 
long. When the beam current(I) was stored up to 450 mA, 
the beam lifetime(T) was over 45 hours, and I-T was over 
1200 (A-min). These values are comparable for the 
present optics. It might be due to the XY coupling. In the 
next step, we challenge to minimize the emittance, which 
is 27.3 nm-rad. The minimum emittance will be realized 
when the horizontal phase advance of the normal cell is 
set to be 135 degree. We had tried this optics before 
installing new kickers, however, only the current of 4.6 
mA could be stored without excitation of sextupole 
magnets. The dynamic aperture is, therefore, extremely 
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INJECTION PERFORMANCE WITH A TRAVELING WAVE KICKER 
MAGNET SYSTEM AT THE PHOTON FACTORY STORAGE RING 

Y. Kobayashi, T. Mitsuhashi, and A. Ueda 
Photon Factory, High Energy Accelerator Research Organization 

1-1 Oho, Tsukuba, Ibaraki 305-0801, Japan 

Abstract 
At the Photon Factory storage ring (PF-ring), four 

traveling wave kicker magnets were installed to obtain a 
wide acceptance for the injected beam in the high brilliant 
optics. The pulse shape and the excitation curve of the 
kick angles were measured using the stored beam. The 
phase-space motion of the stored beam after the excitation 
of the injection bump kick was measured. We achieved an 
injection speed more than 1.0 mA/s at a repetition rate of 
12.5 Hz. 

INTRODUCTION 
The Photon Factory (PF) ring is a 2.5 GeV electron 

storage ring as a dedicated synchrotron radiation source. 
In 1994, we started the high-brilliant project. In this 
project, we modified the optics of ring to reduce the 
horizontal emittance from 130 nm-rad to 27 nm-rad [1]. 
The dynamic aperture was reduced to four times smaller 
than previous optics by this modification [2]. Due to the 
narrow dynamic aperture, we encountered some 
difficulties in the design of the injection with existed 
kicker magnets. To solve the difficulties, we applied 
kicker magnets having a shorter pulse length and a larger 
kick angle. We designed and constructed new travelling- 
wave type kicker magnets to realize these requests [3]. In 
October 2002, the kicker magnets were installed in the 
ring and started the operation. In this paper, it is described 
about the performance of the kicker magnets and the 
measured coherent oscillations of the stored beam using 
the actual beam. 

OPTICS AORUND THE KICKER 
MAGNETS AND INJECTION BUMP 

The square root of horizontal beta fimction (upper part) 
and the designed injection bump (lower part) with the 
lattice configuration in the injection section are shown in 
Fig. 1. The kicker magnets are named Kl, K2, JG and K4 
from the upper stream of the ring. The principal 
parameters are listed in Table 1. 

Table 1: The parameters of the kicker magnets. 

i   isi Slag s      I     s    i   i 

Figure 1: The square root of horizontal beta function 
(upper part) and the designed injection bump (lower part) 
are shown with the lattice configuration in the injection 
section. 

PHASE-SPACE MONITOR 
A pair of the beam position monitors (BPMs) is used 

for a phase-space monitor. The monitors are installed at 
the both end of long straight section. The distance 
between the monitors is 4.3 m [4]. The each monitor has 
six button-type electrodes, and the electrode is 
independently connected to the tum-by-tum detection 
circuit. The block diagram of the circuit is shown in Fig. 2. 

Pulse length 1.3 |isec 

Total magnet length 400 mm 

Gap height 60 mm 

Maximum voltage 15 kV 

Maximum kick angle at 2.5 GeV 4mrad 

n 

Figure 2: Block diagram of the tum-by-tum detection 
circuit. 
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The circuits consist of variable attenators, RF amplifiers, 
band-pass filters, peak detectors with a sample hold, 8-bit 
20MHz ADCs and 256 kbyte memories. The data 
acquisition is started with the external trigger. The analog 
signals fi-om the electrodes are desitized within a 
revolution period of 624 nsec. The desitized data are 
stored in the memories and sent to on-line computer 
through GP-IB when the memories become full. 

MEASUREMENT OF THE PULSE 
SHAPES AND EXCITATION CURVES 

We measured the pulse shapes and the excitation curves 
of the kicker magnets through the coherent oscillation of 
the stored beam. The oscillation was produced by the 
excitation of the magnets. The measurements were carried 
out using the single-bunch beam of 5 mA. The tum-by- 
tum position and angles of coherent oscillation were 
measured using the phase-space monitor. Figure 3 shows 
the block diagram of the trigger circuits for four kicker 
magnets. The timings of trigger pulses are controlled 
using independent four delay modules. The measurements 
of pulse length were carried out by changing the delay 
time of trigger pulses from 0 nsec to 650 nsec by 50 nsec 
step. The excitation curves of the kick angle were 
measured by changing the output voltage of power 
supplies from 2 kV to 5 kV by 1 kV step. 

Figure 3: Block diagram of the trigger circuits for the 
kicker magnets, which is controlled by independent delay 
modules. The block diagram of data taking timing is also 
shovm. 

MEASUARED RESULTS 
The tum-by-tum beam positions are evaluated by the 

following equations, 

[;(„) _V,(»)-V3(«)-V4(«) + V6(«) 

(1) 
P(„) V2W-V5W 

x(.n)= tt^iUWin)  V\n) (2) 

where v/n; is the digitized data of i-th channel of the 
BPM, n turn number, and k^ the two-dimensional transfer 

coefficients to the beam position. The coefficients are 
calculated using a mapping data of the BPM. Since only 
the drift space exists between the monitors, the positions 
and the angles of the beam at the center of the monitors 
are simply calculated by the following equation, 

^M(") = 
^H/(") + ^2M(") 

c'  („)=   ^2A/(")-^H/(") 

(3) 

where ^j^^ is the distance. The results plotted until 3"* turn 
after the kick of K4 magnet are shown in Fig. 4. 

K4 aO 
Phase Space Plot delay=0(ns) 
 1 ■ ■ ■ ■ 

:    Mi),x'^i))->m^ 

r^^ 
1 

s 
1    0 

-2 
:  (x^2) x'fi)) 

-■■    .   .   . • 

-to -5 0 5 10 
X (mm) 

Figure 4: Phase-space plots after the kick by K4 magnet. 
The crosses display the measured data. The solid lines 
represent the calculated ellipse. 

The solid line in the Fig. 4 calculated by the following 
equation with the Twiss parameters listed in Table 2, 

Y^  x^{ri)^  + 2«^  x^(«)4(«) + p^  x'^(rif = ft^e^ 
« = 1,2,3 

(4) 
Table 2: Twiss parameters at the kicker magnets and the 
center between two monitors. The horizontal phase 
advances A\|/x from the monitors are also listed. 

Kl K2 K3 K4 CMon. 
Px{m) 4.000 6.840 6.206 5.781 5.220 

Ox -2.111 -0.8378 3.960 -0.4671 0.110 
AVx -9.665 -8.129 -7.712 -5.770 0.000 

where On is the kick angle of K'* turn. During this 
calculation, we assume that the betatron oscillation after 
the kick is linear. Using the Eq. 4, we can easily evaluate 
the kick angle. The measured result of the pulse shape in 
the kicker magnets is shown in Fig.5. The horizontal axis 
denotes the time t, which is calculated as follows, 
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« = 1,2,3 
m = 1,2,--,14 

r,„: revolution period (624 nsec) 

T^i^.: delay time (50 nsec) 

n: turn number 

m: number of the measurements 

(5) 

-7^ 

-iv,v=^ 

Figure 5: Pulse shapes of kicker magnets measured at the 
voltage of 5 kV. The crosses display the measured data 
and solid line show the normalized pulse shape obtained 
by the field measurement. 

The excitation curve of the kicker magnets is shown in 
Fig. 6. The results of the pulse length and kick angles at 
5kV are summarized in Table 3. From the Fig. 5, we 
found the timing of the K4 magnet is delayed by 200 nsec 
from that of the other magnets. The pulse length of K2 
magnet was about 200 nsec longer. We adjusted the 
timing of K4 magnet to those of other magnets. We do 
not understand the cause of the longer pulse length. From 
the Fig. 6, the kick angles of four magnets varied up to 
20% in this measurement. 

Table 3: Kick angles, and pulse lengths measured at the 
voltage of 5 kV. 

Kl K2 K3 K4 
ek(mrad)at5kV 1.88 1.41 1.84 1.56 

ttoai (nsec) 1626 1874 1611 1611 

Excitation curve of kick angle 
■ 

•   Kl 
-»-K2 
-•-K3 
*• K4 ^ 

^    ^^..,..., 

'-'.>■' 

V(kV) 

Figure 6: Excitation curves of the kick angle. The closed 
circles display the measured data and solid line shows the 
excitation curve obtained by fitting the data. 

COHERENT OSCILLATION OF THE 
STORED BEAM 

The phase-space motion of the stored beam after the 
excitation of the injection bump kick was measured. The 
result is shown in Fig. 7. Since the injection bump was 
not completely closed, the coherent oscillation of the 
stored beam was exited. However, this coherent 
oscillation quickly damped turn by turn. Actually, we 
found that the coherent oscillation of the stored beam had 
no influence to the beam injection. 

Phose Spoce Plot 

0 5 10 
X (mm) 

Figure 7: The phase-space plot of the coherent oscillation 
measured after the excitation of the injection bump. 

CONCLUSIONS 
Four traveling wave kicker magnets were installed in 

October 2002. The performance of injection bimip was 
investigated using the stored beam. The pulse shapes and 
the excitation curves of the kick angle were individually 
measured using the phase-space monitor. We found the 
timing of K4 magnets was delayed by 200 nsec. The pulse 
lengths of Kl, K3 and K4 agreed to each other except K2. 
The kick angles varied up to 20%. In fact, these variations 
were no problem in the beam injection. Since these 
variations has not observed in the magnetic field 
measurement [3], we do not understand the cause of the 
variations now, and we will investigate it in the future. 
Consequently, we achieved an injection speed more than 
1.0 mA/s at a repetition rate of 12.5 Hz. 
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MEASUREMENT OF THE TRANSVERSE QUADRUPOLE-MODE 
FREQUENCIES OF AN ELECTRON BUNCH IN THE KEK PHOTON 

FACTORY STORAGE RING 

S. Sakanaka*, T. Mitsuhashi, T. Obina, Photon Factory, High Energy Accelerator Research 
Organization (KEK), 1-1 Oho, Tsukuba, Ibaraki 305-0801, Japan 

Abstract 
In order to extend our knowledge on the collective 

beam behavior, we measured the transverse quadrupole- 
mode frequencies of an electron bunch in the Photon 
Factory storage ring at KEK. The transverse quadmpole 
oscillations were excited by applying oscillating 
quadmpole magnetic fields. The responses of the excited 
oscillations were recorded by detecting visible 
synchrotron light using a photo multiplier and a spectrum 
analyzer. As a result, we found remarkable dependences 
of the horizontal and the vertical quadmpole frequencies 
on the bunch current. 

INTRODUCTION 
According to the perturbation formalism [1] for the 

collective beam dynamics, the motion of a bunched beam 
can be described by a superposition of many normal- 
modes of oscillation. The coherent frequency of each 
oscillation mode can be affected by some collective 
effects due to wake forces or to other mechanisms. 

It has been reported in many electron storage rings [2, 
3] that the transverse dipole-mode (barycentric 
oscillation) frequency shifts down as the bunch current 
increases. This effect has been explained by the following 
mechanism [4]. When an electron bunch passes some 
components with a transverse offset, the particles generate 
a transverse wakefield behind them. The succeeding 
particles in the same bunch are kicked by the short-range 
wakefield in the same direction to the bunch offset. Then, 
an integrated kick gives a defocusing force to the motion 
of the bunch center. 

On the other hand, there have been few measurements 
on the coherent, quadmpole or higher-mode oscillations 
in the electron storage rings. We expect that such a 
measurement will extend our knowledge on the collective 
beam behavior. In this paper, we report our measurement 
results of the coherent quadmpole frequencies, which 
were carried out in the 2.5-GeV Photon Factory (PF) 
storage ring at KEK. 

EXPERIMENTAL METHOD 
Basic technique for exciting the transverse quadmpole 

oscillation was described in references [5, 6]. Our setup 
for the measurement is shown in Fig. 1. While storing a 
single bunch of electrons in the PF storage ring, we 
applied a small time modulation using a high-frequency 
quadmpole magnet (HFQM). An excitation signal for the 
HFQM was produced by a spectmm/tracking analyzer 
*shogo.sakanaka@kek.jp 

(Advantest R3162). In order to measure the horizontal 
quadmpole frequencies, we swept the excitation 
frequency around a frequency of 2-^„ where the/p, is a 
fractional horizontal betatron frequency (i.e. fractional 
tune times the revolution frequency). For the other 
measurement of the vertical quadmpole frequency, we 
used a slightly different setup as described later. 

Excited bunch oscillations were then detected using an 
optical monitor system. Visible synchrotron light from the 
bunch was imaged on a slit. A fast photo multiplier 
(Hamamatsu H5783) behind the slit detected the 
quadmpole oscillations as the intensity modulation of the 
synchrotron light from the central part of the bunch. A 
signal from the photo multiplier was analyzed by the 
spectmm/tracking analyzer. At the same time, we used a 
dual-sweep streak camera (Hamamatsu C5680) in order to 
confirm that the excited oscillations were really the 
transverse quadmpole mode. 

STREAK 

CAMERA 

MRROR 

SLrr LENSE 

P.M.T 1^-^-4 J^ .^^ «— VISIBLE 
N SR 

BEAM   IMAGE 

TRACKING 

ANALYZER 
-»• TO HFQM 

Figure 1: Experimental setup for measuring the transverse, 
coherent quadmpole frequencies. P.M.T.: photo multiplier. 

MEASUREMENT RESULTS 
Horizontal Quadmpole Frequency 

We swept the excitation frequency around a frequency 
of about 1.915 MHz («2/px), where a fractional horizontal 
betatron frequency (f^^ was about 957.5 kHz at low 
currents. The responses of the bunch oscillations were 
then measured using the spectmm/tracking analyzer. A 
peak excitation current of the HFQM was about 3.96 A, 
which gave an estimated horizontal-tune modulation of 
about 5.2x10"^. An estimated growth rate of oscillation 
was about 260 s"', which was about twice the radiation 
damping rate of 128 s''. Other parameters were the beam 
energy of 2.5 GeV, the revolution frequency of 1.602904 
MHz (harmonic number: 312), and a fractional vertical 
betatron frequency of 456 kHz (at low currents). 
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respectively. Octupole magnets were almost turned off. 
Some of the measured beam responses are shown in Fig. 

2. Each trace showed a peak where the quadrupole 
oscillation was excited most strongly. Then, we could 
consider that the frequency of each peak indicated the 
coherent quadrupole frequency. During this measurement, 
we checked using the streak camera that the quadrupole 
oscillations were really excited at around the peak 
frequencies; an example of the measurement is shown in 
Fig. 3. We could clearly observe the quadrupole 
oscillations at low currents (below 10 mA), while the 
quadrupole oscillations were not very clear at high 
currents (more than about 10-15 mA). 

We can see from Fig. 2 that the horizontal quadrupole 
frequency shifted up as the bunch current increased. 
Figure 4 shows a summary of the measured quadrupole 
frequencies as a function of the bunch current. Fitting 
these data linearly (except for the first two points) gave 
the following current dependence: 

1.905 1.910 1.915 1.920 

Frequency (MHz) 
1.925 

Figure 2: Frequency responses of the horizontal 
quadrupole oscillation, which were measured under 
different bunch currents. Abscissa: excitation frequency, 
ordinate: spectrum intensity of the photo-multiplier signal. 
The neighboring traces were separated by adding an offset 
of 30 dB. The excitation frequency was swept upward. 
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Figure 3: Measured tum-by-tum change in the horizontal 
beam profile due to a horizontal quadrupole oscillation. 
Bunch current: 1.5 mA. 

/4kHz] « 1915.2 + 0.0769x/b[mA], (1) 

where the/q^ is the horizontal quadrupole fi-equency and 
the 4 is the bunch current, respectively. 

During the above measurement, we also measured the 
dipole-mode frequencies using an rf knockout method. 
The results are shown in Fig. 5 (in horizontal) and in Fig. 
6 (in vertical), respectively. Linear fits of these data 

1919 

1918 

Horizontal quadrupole firequency ^ 

Measured 
- Linear fit 

10 20 30 40 

Bunch current (mA) 
50 

Figure 4: Measured coherent fi-equencies of the horizontal 
quadrupole oscillation. Peak current of the HFQM: 3.96 A. 

Horizontal dipole frequency 

955.5 

Measured 
- Linear fit 

10 20 30 40 
Bunch current (mA) 

50 

Figure 5: Measured fi-equencies of the horizontal dipole 
oscillation as a function of the bunch current. 

Vertical dipole frequency ; 

446 

•    Measured 
 Linear fit 

10 20 30 40 
Bunch current (mA) 

50 

Figure 6: Measured frequencies of the vertical dipole 
oscillation as a function of the bunch current. 
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resulted in 

and 
/dx[kHz] « 957.5 - 0.0290x4[mA], (2) 

/dy[kHz] « 456.0 - 0.158x4[niA], (3) 

where the/^x and the^iy are the horizontal and the vertical 
dipole frequencies, respectively. 

Vertical Quadrupole Frequency 

Due to limited bandwidth (1.4-2 MHz) of the HFQM 
power supply used in the above experiment, we could not 
excite it at twice the vertical betatron frequency. Instead, 
we used another HFQM power supply (bandwidth: 3.3- 
5.9 MHz), and excited the HFQM at a frequency of (3/^ + 
2/f(y) « 5.72 MHz, where the/py is the fractional vertical 
betatron frequency and the/ is the revolution frequency, 
respectively. 

An initial measurement was carried out using the 
similar setup to the one in Fig. 1, with a 90°-rotation of 
the beam image. However, it was found that the 
measurement was considerably affected by an rf noise 
from the HFQM. Then, we changed the measurement 
method; the HFQM was excited by a signal from a 
fiinction generator at a frequency around (3/, + 2f^y), and 
then, an induced beam oscillation was detected at a 
different sideband frequency of about {If, + 2/py). 

The result of our preliminary measurement is shown in 
Fig. 7. The frequency of the fimction generator was 
changed by a step of 0.1 kHz within 10 kHz. For each 
frequency, we measured a signal spectrum at a center 
frequency of about (2/ + 2/py) « 4.118 MHz within a span 
of 20 kHz, and then, recorded the maximum (peak) 
amplitude. Each trace in Fig. 7 indicates the measured 
peak amplitudes as a fimction of the excitation frequency. 

Although the above measurement was still preliminary, 
we can see in Fig. 7 that the vertical quadrupole frequency, 
which was indicated by a peak in each trace, tended to 
shift down as the bunch current increased. The current 
dependence was, roughly, -0.095 kHz/mA. 
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Figure 7: Measured responses of the vertical quadrupole 
oscillation at different bunch currents. Offsets of 20 dB 
were added between neighboring traces. 

DISCUSSIONS 
It can be seen from Figs. 4 and 5 that the horizontal 

quadrupole frequency was very close to two-times the 
dipole frequency at the limit of low current. This agrees 
with a single particle model [6]. As the bunch current 
increased, the horizontal quadrupole frequency shifted up, 
while the horizontal dipole frequency shifted down. An 
absolute slope of the current dependence for the 
quadrupole oscillation was roughly 2.6 times larger than 
that of the dipole oscillatioii. Moreover, the preUminary 
measurement for the vertical quadrupole frequency 
indicated that the frequency tended to shift down with the 
bunch current. The above dependences of the quadrupole 
frequencies should be due to some collective effects. 

In a usual manner, the observed shifts in the dipole 
frequencies should be attributed to the transverse wake 
forces [1] which were induced by a dipole (w=l) moment 
of the charge distribution in the bunch. Similarly, the shift 
in the quadrupole frequencies may be attributed to the 
wake forces, which were induced by a quadrupole (w=2) 
moment of the charge distribution. However, we still have 
a question why the quadrupole-frequency shift was so 
large; we usually expect that the effect of the higher- 
moment wake forces would be smaller than the 
fundamental mode (m~l, for the transverse case) wakes. 

CONCLUSIONS 
We measured the horizontal and the vertical quadrupole 

frequencies in the PF storage ring. The measured 
quadrupole frequencies showed remarkable dependences 
on the bunch intensity. The horizontal quadrupole 
frequency shifted up with the bunch current, while the 
vertical quadrupole frequency shifted down. These 
frequency shifts may be attributed to the transverse wake 
forces of higher moment. However, there remains a 
question why the quadrupole-frequency shift was so large 
as compared to that of the dipole-frequency. 
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SIMULATION RESULTS OF CORKSCREW MOTION IN DARHT-II 

K. C. Dominic Chan, Carl A. Ekdahl, Los Alamos National Laboratory, Los Alamos, NM 87545, 
Yu-Jiuan Chen, Lawrence Livermore National Laboratory, Livermore, CA 94550, Thomas P. 
Hughes, Mission Research Corporation, 5001 Indian School Road, Albuquerque,'NM 87110 

Abstract 
DARHT-II, the second axis of the Dual-Axis 

Radiographic Hydrodynamics Test Facility, is being 
commissioned. DARHT-II is a linear induction 
accelerator producing 2-microsecond electron beam 
pulses at 20 MeV and 2 kA. These 2-microsecond pulses 
will be chopped into four short pulses to produce time 
resolved x-ray images. Radiographic application requires 
the DARHT-II beam to have excellent beam quality, and 
it is important to study various beam effects that may 
cause quality degradation of a DARHT-II beam. One of 
the beam dynamic effects under study is "corkscrew" 
motion. For corkscrew motion, the beam centroid is 
deflected off axis due to misalignments of the solenoid 
magnets. The deflection depends on the beam energy 
variation, which is expected to vary by ±0.5% during the 
"flat-top" part of a beam pulse. Such chromatic 
aberration will result in broadening of beam spot size. In 
this paper, we will report simulation results of our study 
of corkscrew motion in DARHT-II. Sensitivities of beam 
spot size to various accelerator parameters and the 
strategy for minimizing corkscrew motion will be 
described. Measured magnet misalignment is used in the 
simulation. 

INTRODUCTION 
Recently, we have completed the Phase-I 

commissioning by successfully accelerating beam in 
DARHT-II [1]. We are proceeding to Phase-II 
commission (Long-Pulse Beam Optimization) when the 
minimization of the effective beam-spot size increase due 
to corkscrew motion is one of the major objectives. 

A general analysis of corkscrew motion in induction 
linacs and their minimization was given in Ref. 2 and 3 by 
Chen. Such analysis was applied to DARHT-II and 
showed, using simulation, that corkscrew motions can be 
controlled using the "tuning-V" algorithm [4]. In this 
algorithm, transverse steering fields are added to cancel 
the effect of the error transverse field due to solenoid 
misalignments, leading to the minimization of the 
corkscrew motion. 

Recently, we have performed more computer 
simulations in preparation of the Phase-II commissioning 
of DARHT-II. We have calculated the sensitivity of 
corkscrew motion to various beam parameters and 
improved the simulations by using the measured magnet 
misalignment data derived last year while testing the 
induction cell modules [5]. In addition, measured steerer 
fields were used in these simulations. The results of these 
simulations are described in this paper. 

DETAILS OF SIMULATIONS 
DARHT-II consists of an injector (between 0 and 100 

cm, with the cathode at 0 cm) and a main accelerator 
(between 100 and 4860 cm). We have simulated the 
corkscrew motion in the main accelerator using the 
computer code LAMDA [6]. LAMDA represents the 
beam pulse with slices along the pulse. It calculates the 
development of beam size by solving the envelope 
equation and tracks the beam centroids of the slices under 
the influence of solenoids, steerers, and beam induced 
transverse fields. The code can be used to calculate 
magnet misalignment effects, the beam breakup 
instability, and the resistive-wall instability. 

For the simulations, the injector beam entering the main 
accelerator has an energy of 2.5 MeV and a current of 
1.24 kA. The energy spread of the injector beam is 0.5%, 
represented by one cycle of a sine wave with amplitude of 
12.5 keV on top of the 2.5 MeV, over the pulse length of 
200 ns. The magnets were randomly misaligned. The 
standard deviations in x and y offsets and in rotation and 
tilts of magnet misalignments are, respectively, 0.1 cm 
and 1 mrad. Such misalignment is slightly worse than the 
measured misalignment data of 0.05 cm and 1 mrad 
respectively. Ten sets of random magnet misalignments 
were generated to cover the actual misalignment after 
installation. 

Beam centroid data were recorded at 1500-, 3000-, and 
4860-cm locations. Figure 1 shows a typical output from 
LAMDA. It shows the beam centroid location in y 
direction along the length of the pulse. Data for the first 
50-ns were not used because they would be part of the 
transient and were impacted by the beam breakup modes. 
Using data between 50 and 200 ns, we obtained y^, and 
ymin and calculated the average (yo) and ranges of centroid 
offsets (dy) in y-direction. 

yo_(ymax+yni„)/2 

dy_(ymax-yniJ 
Together with Xp and dx similarly obtained for the x- 
direction, we calculated the average beam offset R and the 
equivalent corkscrew radius r: 

R_sqrt(Xo*Xo + yo*yo) 
r_ sqrt(dx*dy) 

The quantity r is equivalent to the effective increase in 
beam radius. 

BASELINE CALCULATIONS 
As a baseline for later comparison, we used the beam 

parameters listed in the last section to calculate R and r 
for the ten magnet-misalignment sets.   The beam was 
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injected into the accelerator on axis.   At the exit of the 
accelerator (4850 cm), we obtained: 

R = 0.61 ±0.32 cm,   r = 0.058 ± 0.028 cm 
The effective increase of beam radius, r, is slightly higher 
than the DARHT-II requirement of 0.05 cm (10% of 
beam size). Our results are similar to previous calculation 
reported [7].   . 

Figure 1:    Typical LAMDA data showing the beam 
centroid position along the pulse 

SENSITIVITY CALCULATIONS 
To understand the effects of different beam parameters 

on the effective increase in beam radius, we calculated r 
for beam conditions modified from the baseline 
calculations. The results are summarized in Table 1. 

Table 1: Increase of effective beam radius with modified 
beam parameters compared to baseline calculations 

Beam Condition Effective radius 
increase (cm) 

Baseline calculation 0.058 
0.3 cm input beam offset 0.065 
3 mrad input beam tilt 0.121 
37.5 keV beam energy spread (3x 
baseline) 

0.177 

0.3 cm magnet offset (3x baseline) 0.160 
3 mrad magnet rotation and tilt (3x 
baseline) 

0.076 

TUNING-V ALGORITHM 
LAMDA simulations were used to obtain experience 

for applying the "tuning-V" algorithm to minimize 
corkscrew motions. In order to see the changes in beam 
radius more clearly, the simulations in this section were 
performed with an energy spread of 37.5 keV, which is 
three times larger than the baseline beam energy spread. 
The same set of magnet misalignments was used in all the 
simulations in this section and the centroid motions were 
recorded at the end of the accelerator. We systematically 
applied steering fields using each of the steerers installed 

on the cell blocks along the accelerator. These steerers 
have a current carrying capability of at least 8 amperes. 
Figure 2 shows an ideal V-shaped "tuning curve" with a 
minimum r of 0.02 cm achieved with a steerer in cell- 
block 1 (CBl) at the beginning of the accelerator 
operating at a current of 2.5 A. 

-4 -2 0 2 4 6 8 ID 

Steerer Current (A) 

Figure 2; An ideal V-shaped tuning curve 

Figure 3 shows the R and r at three locations in the 
accelerator as a function of steerer current using the same 
steerer as used in Figure 2. Figure 4 shows the dx and dy 
that were used to calculate r at location 1500 cm. Figure 
5 is a tuning curve using a steerer at 3657 cm and 
observed at the end of the accelerator. Data in Figures 3 
to 5 show: 
1. Although most the tuning curves show the typical V- 
shape, there are deviations from this shape, particularly at 
steerer currents far fi-om the minimum of r. 
2. Because of the V-shape, which is different from a 
parabola, using a parabola fit to a few data points on the 
tuning curve can only locate the minimum r location 
approximately. 
3. The effectiveness of a steerer to change r decreases 
towards the high-energy end of the accelerator. The 
minimization of r is most effectively done with steerers at 
the low-energy end of the accelerator. 
4. While the value r is being minimized, the average 
centroid of the beam R also changes along the accelerator. 
5. The minima of dx, dy, and r do not necessarily fall on 
the same values of steerer currents. 

PROPOSED PROCEDURE TO MINIMIZE 
COCKSCREW MOTION 

We propose the following procedure for minimizing 
corkscrew motion in the DARHT-II accelerator. Beam 
positions in x and y directions, equivalent to centroid data 
shown in Figure 1, will be measured using BPM's (Beam 
Position Monitor) installed along the accelerator. We will 
begin tuning for minimum r starting with steerers at the 
beginning of the accelerator. 
1. We will obtain three points on the tuning curve with 
steerer currents -6, 0 and 6 A. A parabola will be fitted to 
these three points to estimate the steerer current for 
minimum r. 
2. Around this initial estimate, we will look for minimum 
in r by measuring r in steerer-current steps of 0.5 A. This 
search usually takes not more than 4 current steps. 

After finding the minimum r, we will leave that steerer 
at that current and repeat the process with the next steerer 
downstream.    This procedure have been tried using 
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LAMDA simulations and was found to be able to obtain a 
r satisfying the requirement of 0.05 cm using less than 
three steerers. While minimizing the corkscrew motion in 
the accelerator, we have to monitor the average beam 
offset R along the accelerator, to insure that beam is not 
too far off axis. A limit on beam centroid displacement 
should be set administratively. 

After the corkscrew motion has been minimized, we 
will use steerers near the end of the accelerator to steer the 
beam centroid back on axis in the beam line following the 
accelerator. Experiment showed that this would take less 
than five shots. 

With our proposed procedure, we will take 26 shots to 
have a beam on axis with minimum corkscrew motion. 
The number of shots actually needed will depend on other 
practical consideration and 26 shots should be considered 
an optimistic estimate. 

Location 1S00 cm 

. 0.4 

0.2 

•4 -J 0 2 4 
Si« erer Current (A ] 

Location 3000 cm 

. 0.4 

OJ 

"'~'*--<fc!:fegjjj-'*^" 

•» -4-2 0 2 

Steerer Current (A) 

Location 4060 cm 

V 
--.             V 

': D4 \               V       ^ 
£ ^-          v^ 

0 "-■■•-'-'             T- 
•2 D 2 4 

■Steerer Current (A) 

Figure 3:   R (open) and r (solid) at three locations as a 
function of steerer current of a steerer in cell block 1 

CONCLUSION 
Increase of beam spot size in DARHT-II due to 

corkscrew motion has been studied using computer 
simulations. Using baseline accelerator parameters, the 
increase in beam spot size is only slightly larger than 
allowed by DARHT-II requirements. The sensitivities of 
the beam spot size to different accelerator parameters 

were calculated.   A procedure that might need only 26 
shots to accomplish has been proposed. 

Figure 4: dx (open) and dy (solid) at location 1500-cm as 
a function of steerer current of a steerer in cell block 1 

Figure 5: Tuning curve using a steerer at the high-energy 
end of the accelerator (2287 cm) 
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COUPLING CORRECTION AND BEAM DYNAMICS AT ULTRALOW 
VERTICAL EMITTANCE IN THE ALS* 

C. Steiert, D. Robin, A. Wolski, LBNL, Berkeley, CA94720, USA 
G. Portmann, J. Safranek, SLAC, Menlo Park, CA94025, USA 

Abstract 

For synchrotron light sources and for damping rings of 
linear colliders it is important to be able to minimze the 
vertical emittance and to correct the spurious vertical dis- 
persion. This allows one to maximize the brightness and/or 
the luminosity. A commonly used tool to measure the skew 
error distribution is the analysis of orbit response matri- 
ces using codes like LOCO. Using the new Matlab version 
of LOCO and 18 newly installed power supplies for in- 
dividual skew quadrupoles at the ALS the emittance ratio 
could be reduced below 0.1% at 1.9 GeV yielding a verti- 
cal emittance of about 5 pm. At those very low emittances, 
additional effects like intra beam scattering become more 
important, potentially limiting the minimum emittance for 
machine like the damping rings of linear colliders. 

INTRODUCTION 

The Advanced Light Source (ALS) is a third-generation 
source located at Lawrence Berkeley National Laboratory 
that has been operating for almost a decade and is gener- 
ating forefront science over a broad area. However, the 
ALS was one of the first third-generation machines to be 
designed, and its performance will be outstripped by newer, 
more advanced machines. Accelerator and insertion device 
technology have changed significantly since the concep- 
tion of the ALS, and in order to remain competitive in the 
core areas of high-resolution spectroscopy, high-spatial- 
resolution soft x-ray microscopy, and experiments that ex- 
ploit coherence, an upgrade plan is in place to enhance the 
performance. 

The main possibilities to increase the brightaess of the 
ALS are increasing the time-averaged current, reducing the 
beam size, and reducing the insertion device gaps. Cur- 
rently those changes would result in (unacceptably) short 
lifetime. With continuous injection (top-off), the impor- 
tance of this lifetime impediment will become significantly 
reduced in the future. Fig. 1 shows a comparison of the 
brightness of planned, new ALS insertion devices with the 
upgraded beam parameters to the typical brightness of a 
current ALS undulator. One of the main improvements 
comes from a smaller vertical emittance and the smaller 
physical gaps of the undulators. 

•This woik was supported by the U.S. Department of Energy, under 
Contract No. DE-AC03-76SF00098 and DE-AC03-76SF00515. 

t CSteier@lbl.gov 
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Figure 1: Comparison of brightness of new ALS inser- 
tion devices with 750 mA and 10 pm vertical emittance 
(red/blue) to the typical brightness of a current U5 undula- 
tor (black). 

SIMULATION OF EMITTANCE 
CORRECTION 

A number of simulations was performed to find the 
smallest number of individual skew quadrupoles which 
still allows an effective emittance correction, as well as a 
good distribution of those skew quadrupoles and finally 
an optimum correction algorithm. The result was that 
12 skew quadrupoles (one in each sector) were sufficient, 
six of them located at high dispersion points and six of 
them at lower dispersion points with a larger product of 
horizontal and vertical beta-functions. In the simulations 
many different minimization algorithms were used, but it 
turned out, that orbit response matrix analysis (using Mat- 
lab LOCO [1, 2]) to fit an effective skew quadrupole dis- 
tribution gave results as good as the best other minimza- 
tion algorithm. Since it has the advantage of requiring very 
few iterations and automatially providing a measurement of 
the local coupling everywhere along the ring it is perfectly 
suited to be used with measurement data on the real ma- 
chine. The simulations were also used to optimize the pa- 
rameters of LOCO like the weight factor of the dispersion 
function, the outlier rejection tolerance, and the number of 
singular values. Fig. 2 shows the results of one of those 
simulation runs for 100 random seeds of misaligned ma- 
chines. In this particular case it was possible to correct the 
vertical emittance below 5 pm for 25% of the error seeds. 

The skew quadrupoles at the ALS are integrated in the 
sextupoles and used to be connected in 4 chains. Based on 
the simulations, individual power supplies were installed 
last year, powering 18 individual skew quadrupoles - at 
least one in every sector. Two sectors have four skew 
quadrupoles each to generate a closed dispersion bump for 
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Figure 2: Histograms showing the results of simulated ver- 
tical emittance and dispersion correction for 100 randomly 
misaligned error seeds. 

the fs-slicing experiments [3]. 

MEASUREMENTS 

Because of the resolution limit even of x-ray beamlines 
it is quite difficult to measure emittances in the few pm 
range accurately. The primary beamline to measure emit- 
tances at the ALS uses an imaging optics with a KB-mirror 
pair, carbon filters to select the x-ray wavelength (1.5 keV) 
and to attenuate, a BGO crystal to convert to visible light 
and a microscope with CCD. Even though the fundamen- 
tal resolution limit would allow a direct measurement of 
emittances of a few pm, aberrations of the optics create a 
larger limit. Therefore we used three somewhat indirect 
but independent methods to measure the very small verti- 
cal emittances. 

The first method was to determine the resolution of the 
beamline using Touschek lifetime measurements for vari- 
ous beamsizes. We then corrected the beamsize measure- 
ments for the beamline resolution to deduct the real vertical 
emittance. The second method was based on the analysis 
of an orbit response matrix, using a large number of skew 
gradient error fit parameters. With the calibrated machine 
model one can then calculate the vertical emittance using 
a lattice code. The final method used a scan of the RF- 
acceptance while measuring the Touschek lifetime. For 
low RF amplimdes, the Touschek lifetime is strictly pro- 
portional to the bunch volume. Therefore one can deduct 
a very small emittance from a beamsize measurement at 
moderate coupling. 

All three methods gave consistent results. In the best 
case, the measured vertical emittance as determined by the 
three methods was 4-7 pm, corresponding to an emittance 
ratio of less than 0.1% at 1.9 GeV (natural emittance is 
6.75 nm). Fig. 3 shows an example of the change in beam- 

size and local tilt angle in one iteration of the emittance 
correction. The mean value of the emittance measurements 
of about 5 pm is to our knowledge a world record for verti- 
cal emittances in electron/positron storage rings and is vir- 
tually identical to the design value for the NLC damping 
rings (references to vertical emittances achieved elsewhere 
are listed in [4]). It is interesting to note that emittances 
this small are within one order of magnitude of the theoret- 
ical limit due to the finite opening angle of the synchrotron 
radiation emission. 

T 
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Figure 3: Horizontal/vertical beamsize and beam tilt as 
calculated from calibrated machine model using orbit re- 
sposne matrix analysis. The blue case is before coupling 
correction, the green one after one iteration. 

EMITTANCE CONTROL 

Until the full energy injector upgrade at the ALS is fin- 
ished to allow top-off injection, it is important to still oper- 
ate with artificially increased vertical emittance to achieve 
reasonable beam lifetimes for users. Historically at the 
ALS a controlled excitation of the nearby linear coupling 
resonance has been used to increase the vertical beam- 
size. After installing the individual skew quadrupoles, we 
switched to a different scheme. The emittance and verti- 
cal dispersion is corrected and then 12 skew quadrupoles 
are used such as to introduce a global vertical dispersion 
wave, without introducing coupling. In that case, the verti- 
cal emittance is generated directly via quantum excitation. 
The local emittance ratio around the ring can be made fairly 
flat and all local tilt angles are small. 

The main advantages of this method are a better beam- 
size stability (especially for scanning undulators/wigglers), 
better dynamic (momentum) aperture and less sensitivity 
of the momentum aperture to the vertical physical aperture. 
An example of the improvement in longtime beamsize sta- 
bility can be seen in Fig. 4. 

BEAM DYNAMICS AT LOW EMITTANCE 

Single Particle Dynamics 

Since the lifetime at all (low energy) third generation 
light sources is (strongly) Touschek limited, the momentom 
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Figure 4: Vertical beamsize for two four day periods. Using 
a global vertical dispersion wave to increase the vertical 
emittance (right) leads to a much better beamsize stability 
than excitation of the coupling resonance (left). 

aperture of the ring is very important [5]. For top-off oper- 
ation, injection efficiency becomes very important as well 
(i.e. on-energy dynamic aperture). For most light sources 
the dominant factor for the momentum aperture is the trans- 
verse single particle dynamics and in most cases the parti- 
cles are lost on the narrowest vertical apertures. Therefore 
it is important to understand and optimize the dependence 
of the momentum aperture on the vertical physical aperture. 

We found that for the current ALS lattice the dependence 
of the momentum aperture (lifetime) on the vertical phys- 
ical aperture became much weaker both for the case with 
corrected vertical emittance and the case with vertical dis- 
persion wave, compared to the case with artificially excited 
coupling resonance (compare Fig. 5). Combined with the 
improvements in the lattice implemented two years ago and 
better correction of lattice symmetry errors this will enable 
the ALS to reduce the physical gap of insertion devices 
from the current 8-9 mm down to about 5 mm. 

top scraper [mm] 

Figure 5: Measured lifetime of the ALS versus half aper- 
ture in one straight for three different cases: excited cou- 
pling resonance (red), corrected coupUng and vertical dis- 
persion (green), vertical dispersion wave (blue). The two 
cases with excited coupling resonance and dispersion wave 
were measured for identical vertical emittance. 

Simulating the effects in tracking, we found good agree- 
ment between measurements and simulations. The simu- 
lations showed that a correction of the coupling reduces 
the sensistivity of the dynamic momentum aperture to the 
vertical physical aperture [6]. The injection efficiency for 
smaller vertical gaps was studied as well and no show stop- 
pers were found so far. It is planned to install a coUimator 

system to protect all insertion devices in the ALS from in- 
jection losses during top-off operation. 

Intra beam scattering 

Although it is not an important effect for the ALS, intra 
beam scattering is important for the damping ring designs 
for linear colliders or future light sources with smaller nat- 
ural emittance than the ALS. To verify the accuracy of intra 
beam scattering calculations, a measurement program was 
started a few years ago mostly at the ATF [7] and also at 
the ALS [8]. At the ALS at that time only chains of skew 
quadmpoles were available, limiting the minimum vertical 
emittance at which the measurements could be performed. 
With an emittance ratio of about 0.75% at L5 GeV, no ef- 
fects of IBS could be seen. At lower energies, significant 
effects of IBS were found, but since the minimum vertical 
emittances were relatively large, the quantitative separation 
of IBS effects and potential well distortion/microwave in- 
stability effects was difficult. 

Since the installation of the individual skew quadmpoles 
it is now possible to achieve much smaller vertical emit- 
tances, so it should be possible to measure IBS effects in 
a much cleaner way. Therefore the IBS measurement pro- 
gram at the ALS has been restarted. 

SUMMARY 

It is planned to upgrade the performance of the ALS sig- 
nificantly over the coming years by upgrading the injector 
for full energy (top-off) injection, upgrading the rf-system 
to allow for higher current operation and installing new in- 
sertion devices (in-vacuum and superconducting). Studies 
to correct and control the vertical emittance were carried 
out with the goal to improve the brightness once the full 
energy injector is installed. Vertical emittances as small 
as 5 pm were achieved which to our knowledge is currently 
the best value achieved worldwide. In addition studies were 
earned out which lead to big improvements in the vertical 
beamsize stability and dependence of the momentum aper- 
ture on the physical vertical aperture. 
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COMPARISON OF PARMELA SIMULATIONS WITH LONGITUDINAL 
EMITTANCE MEASUREMENTS AT THE SLAC GUN TEST FACILITY 

C.Limborg*, P.R. Bolton, J.E.Clendenin, D.Dowell, S.Gierman, B.F. Murphy, J.F.Schmerge 
MS 69 SLAC 2275 Sand Hill Road, Menlo Park CA, USA 

INTRODUCTION 
At the Gun Test Facility (GIF), we have been testing an 
S-band RF gun similar to the one to be used in the Linac 
Coherent Light Source (LCLS) Photo-Injector. The beam 
transverse properties have been extensively characterized 
on that gun and it was shown that this gun is capable of 
providing slice emittances of less than 1 mm.mrad for 
lOOA slices [1]. The longitudinal beam properties are now 
also being investigated for 2 principal reasons: 
- the transverse beam properties are correlated to the 
longitudinal one; an excessively large correlated energy 
spread at the gun exit would damage the emittance 
compensation 
- the uncorrelated rms energy spread as small as lOkeV at 
the gun exit is required for a good lasing in the LCLS 

To measure the longitudinal emittance, the booster phase 
scan technique has been used at the GTF as described in 
[2]. We have now performed simulations of this 
experiment to better understand the non-linear effects and 
to reconstitute the longitudinal emittance. 

Set-Up 

Solenoid       Linac 

100 micron thick Yag 

rv" ■^vf. 

rgy    \ 
ameter     X 

YAG2 

/       / Energy 
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Figure 1: Layout of the GTF- The 1.6 cell S-Band RF Gun 
is operated at llOMV/m; the Linac is located at 89cm 
from the cathode. 

LOW CHARGE 
We first studied the low charge case. At 16 pC, the space 
charge effects are very small for a bunch with a FWHM 
close to 2ps. The RF effects in the gun are dominant. By 
comparing with PARMELA simulations, we could deduce 
the initial injection phase and bimch length. Those values 
were then compared with experimental parameters. 

Bunch Compression 

In figure 2, the evolution of bunch length and energy 
spread as a fiuiction of injection phase shows that: 

the bunch is compressed for injection phase smaller 

(*) Contact: C.Limborg 
e-mail: limborg@slac.stanford.edu 

than 70 degrees (from zero-crossing) 
the rms bimch length does not depend on the shape 
of the bunch 
the energy spread (correlated) is very small for 
phases between 0 and 35 degrees 
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Figure 2: rms bunch length and energy spread as a 
function of injection phase 

The rms bunch length reconstituted from the linear 
analysis of the booster phase scan at low charge, as shown 
in figure 5 of reference [2], was 0.4 ps. The experimental 
injection phase is 30 degrees. We conclude that the initial 
UV laser pulse had an rms close to 0.57 ps. 

Booster Phase Scan 

The booster phase scan measurement technique is 
described in detail in [2]. We use a reference phase of zero 
for the crest of the Linac RF sinusoidal field. This phase 
corresponds to the case where a maximum energy is 
reached for any particle. This is equivalent to the 
definition used in the experiment. 

-30     -20     -10       0       10      20 
Linac Phase (d^recs) 

Figure 3: rms energy spread vs booster phase; 
Comparison experimental data with PARMELA 
simulations for 20° injection phase, for different initial 
laser pulse lengths 

The 20 degrees injection phase seemed to give a better 
agreement for longer pulses as shown in figure 3. It was 
checked experimentally that the injection phase was 30 
degrees, by measuring the ou^ut charge vs injection 
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phase at low current. Rms bunch length of between 0.5ps 
and 0.6 ps gave a good match to the experimental data as 
shown in figure 5. It was also checked that the ims energy 
spread only depends on the initial rms laser pulse laser 
and not on its shape. 

fflGH CHARGE 
The next series of measurements compared with the 

simulation corresponds to 290pC. It corresponds to a peak 
current close to 130 A for the core of the bunch. This is 
slightly larger than the LCLS requirements [1]. 

-20       -10 0 10 
Ljnac Phase (dcgnes) 

Figure 4: same as Figure 3 but for 20° injection phase. 

Bunch Length 
In figure 5, the evolution of bunch length and energy 

spread as a function of phase, for 200pC (not 290pC) 
shows: 

bunch lengthening occurs within the gun 
strong   bunch   lengthening   and   energy   spread 
increase appears in the drift between the gun and 
entrance of the linac 
again the rms bunch length and rms energy spread 
are independent of the shape of the bunch and 
depend only of the initial rms laser pulse length; 
this is not true for the total energy spread which 
gets larger for a square pulse than for a Gaussian 
pulse having the same initial rms value 

For 30 degrees injection phase, the bunch has lengthened 
by 40% at the gun exit and by 70% at the linac enti-ance 
with respect to tiie laser pulse length. 

10     20     30     40     SO     60     70 
Flnse (* S^Bandt 

20     30     40     50     60     70 
Phase (■ S-Bind) 

Figure 5: rms bunch length and energy spread as a 
function of injection phase for 290pC 

Booster Phase Scan (no wakefield) 

A first analysis was done ignoring the effect of 
wakefield in the linac. It could be concluded, as in the low 
charge case, that the evolution of rms energy spread as a 

function of booster only depends on the original rms 
bunch length but not on the shape of the bunch. This is 
illustrated in figure 6. For all the pulse lengths chosen, the 
slopes of the PARMELA curves do not match the 
measurements. 

290 pC, * 

-20 -10 
Linac Phase (degrees) 

Figure 6: rms energy spread vs booster phase 

Booster Phase Scan (with wakefield) 

In any event, for peak currents close to 100 A, 
wakefields cannot be neglected anymore. The longitudinal 
wakefield in the SLAC S-Band section can be 
approximated by: 

W(s)   = 
Z^c 

-»/»o 

with Zo   —   377 Ohms, a = 11.6mm and So = 1.32 mm 

-20 -10 
(& Linac {^ S-Band) 

Figure 7: rms Energy spread vs booster Phase for various 
initial rms bimch length; wakefields are included 
Longitudinal wakefield calculations were added to the 
PARMELA computations. It was checked that there was 
little difference applying the wakefield at a single point 
either at the end of tiie linac or at 20 locations along the 
linac. When including wakefields, it was not possible 
either to obtain a good match of PARMELA results with 
the experimental curve by varying the pulse length as 
shown in figure 7. 
None of the solutions were satisfactory. However, we 
knew that we were negledcting wakefield effects in the 
drift fi-om gun to linac. More particularly, we fear that the 
entrance port for the laser beam located at 50 cm fi-om the 
cathode, generates strong longitudinal wakefields. This 
port hosts the last mirror for steering the laser beam to the 
RF gun cathode. We plan to compute this wakefield using 
ABCI. But, in the meantime to include some additional 
energy spread on the bunch, we simply unbalanced the 
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gun field ratio between the two cells. This generates some 
additional energy spread on the bunch as plotted in 
figure 8. 
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Figure 8: Longitudinal phase space firom PARMELA 
output at gun exit and entrance Linac for Balanced and 
Unbalanced cases initial; the rms pulse length is 0.9ps 

Experimental 
0ata 

•30 -20 -10 
<1> Linac (* S-Band) 

Figure 9: rms Energy Spread vs booster Phase w/o 
wakefields, w/o additional energy chirp. (UnBal. = ratio 
field amplitudes of the 2 cells different by 20 %) 

The most satisfying fit corresponds to the case of an initial 
pulse of Ips and a gun unbalanced by 20%. Thorough 
measurements of the gun field balance on the GTF gun 
have been performed and show that the gun was not 
unbalanced when the experiment was done [3]. However, 
we beUeve that an additional wakefield effect increases 
the correlated energy spread of the bunch in the drift 
between the gun exit and the linac entrance. 
We deduce that the rms bimch length and the rms energy 
spread are respectively 1.26 ps and 62.7 keV at the 
entrance of the linac. The measurement of the bunch 
length will be performed at the entrance of the linac using 
an Electro-Optic device next summer and the booster 
phase scan experiment will be repeated. 
The uncorrelated energy spread along the bunch can be 
extracted after removal of the correlation as plotted in 
figurelO. All the slices have an imcorrelated rms energy 
spread smaller than 10 keV. This confirms what has been 
measured at other facilities[4]. 

/K 20 

/^\ 

"%^^ V^    ; h .v^"^_ 
 ^i^/ -20 
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FigurelO- Longitudinal Phase Space at linac entrance (1) 
- Uncorrelated energy spread (2) 

CONCLUSION 
From the low charge studies, we reconstitute the initial 
rms bunch length to be 0.5-0.6 ps. The high charge case 
leads us to an initial rms close to Ips. This increase in uv 
pulse duration with pulse energy is possible since the uv 
conversion (fi-om ir) is a two stage second harmonic 
generation process. Furthermore, we had not fully 
implemented uv pulse energy control that was 
independent of the ir pulse energy. Producing electron 
bunches with 15 pC and 290 pC charge levels required uv 
pulse energies of 1.2 (xJ and 23 |jj respectively At lowest 
ir and uv energy levels, the uv pulse duration can be half 
of that for higher ir and uv levels. The temporal profile of 
single uv pulses needs to be directly measured. Measuring 
the temporal profile of a single ir laser pulse is done using 
a FROG technique. A siniilar technique will implemented 
to enable single uv pulse measurements. 
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RECENT ELECTRON-CLOUD SIMULATION RESULTS FOR THE MAIN 
DAMPING RINGS OF THE NLC AND TESLA LINEAR COLLIDERS* 

M. Pivit, T. O. Raubenheimer, SLAC, Menlo Park 94025, California, USA 
M. A. Furman, LBNL, Berkeley 94720, California, USA 

Abstract 

In the beam pipe of the Main Damping Ring (MDR) 
of the Next Linear Collider (NLC), ionization of residual 
gasses and secondary emission give rise to an electron- 
cloud which stabilizes to equilibrium after few bunch 
trains. In this paper, we present recent computer simula- 
tion results for the main features of the electron cloud at 
the NLC and preliminary simulation results for the TESLA 
main damping rings, obtained with the code POSINST that 
has been developed at LBNL, and lately in collaboration 
with SLAC, over the past 7 years. Possible remedies to 
mitigate the effect are also discussed. We have recently in- 
cluded the possibility to simulate different magnetic field 
configurations in our code including solenoid, quadrupole, 
sextupole and wiggler. 

INTRODUCTION 

Beam induced multipacting, driven by the electric field 
of successive positively charged bunches, may arise from a 
resonant motion of electrons, generated by secondary emis- 
sion, bouncing back and forth between opposite walls of 
the vacuum chamber. The electron-cloud effect (ECE) has 
been observed or is expected at many storage rings [1]. In 
all results presented, the positron beam is assumed to be 
a static distribution of given charge and shape moving at 
the center of the vacuum chamber, while the electrons are 
treated fiilly dynamically. We defer issues like the instabil- 
ity threshold, growth rate and frequency spectrum to future 
studies. 

PHYSICAL MODEL 

Sources of Electrons 

In this article we consider what we believe to be the two 
main sources of electrons for the positron damping rings: 
(1) residual gas ionization and (2) secondary emission from 
electrons hitting the walls. 

Secondary Emission Process 

The secondary electron yield (SEY) 5{Eo) and the cor- 
responding emitted-electron energy spectrum d6/dE (EQ 
=incident electron energy, E = emitted secondary energy) 
are represented by a detailed model described elsewhere 
[2]. The parameters have been obtained from detailed fits to 
the measured SEY of various materials [3]. Due to electron 

Table 1: Simulation parameters for the NLC and TESLA 
positron damping rings. 

Parameter Symbol NLC TESLA 
Beam energy E.GeV 1.98 5.0 
Bunch population Np xlQio 0.75 2 
Ring circumference Cm 299.8 17000- 
Dipole field B,T 0.67 - 
Quadrupole gradient G,T/m 35 - 
Wiggler field at max. By,T 2.1 - 
Wiggler period Ai„, m 0.27 - 
Bunches per train Nb 192 2820 
Train gap Tg,ns 65 - 
Bunch spacing 6s, ns 1.4 20 
Bunch length (± Sa^,) a^, mm 5.5 6.0 
Gauss, tr. bunch size CfxiOy \lVPi 49,6 230, 230 
Beam pipe semi-axes a, 6 cm 2,2 5,5 
Antechamber gap h, mm 10 none 
No. slices/bunch Nu 250 300 
Steps during bunches ^. 1400 200 

scrubbing, the secondary electron yield is expected to de- 
crease according to [4]. The main SEY parameters are the 
energy E^^. at which &{EQ) is maximum, the peak value 
<5max = <5(-Emax) and the elastic backscattered and rediffiised 
components of the secondary emitted-electron energy spec- 
trum d&jdE at EQ ~ 0. 

?nf!ur)' electron energy if"^- 

*WoA supported by the US DOE under contracts DE-AC03- 
76SF00515 and DE-AC03-76SF00098. 

t mpivi@slac.stanford.edu 

Figure 1: Secondary electron yield model used for the sim- 
ulations. 

Simulation Model 

The NLC positron MDR stores 3 trains, separated by 65 
nsec with each train consisting of 192 bunches having a 1.4 
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NXCIWK fi«W fr*e region 

300 4C0 

Time (nsec) 

Figure 2: Development of the electron cloud during the 
passage of two bunch trains in a NLC Main Damping Ring 
field free region. Simulations for secondary yield S^ax 2.25 
and 2.0, with an initial seed of the electrons 5 x 10^ / ^. 
The dependence of the saturation level with the SEY is 
shown in Fig 3. 

150 175 ZOO 2 25 

S«ootidjiy Bectwi Yield (SETO 

Figure 3: Dependence of the saturation density level with 
the peak SEY in a field free region of the NLC and TESLA 
Main Damping Ring. Typical value ranges for the SEY of 
Aluminum and TiN coated as received samples are shown 
above in the figure. 

nsec bunch spacing. The aluminum vacuum chamber is as- 
sumed to be a cylindrical perfectly-conducting round pipe 
with a 20 mm radius and includes an antechamber to re- 
move most of the synchrotron radiation. The TESLA main 
damping ring stores 2820 bunches with a 20 nsec bunch 
spacing. The vacuum chamber in the long TESLA straight 
sections is a round aluminum pipe with a 50 mm radius 
without an antechamber. 

Typically, the electrons are simulated by macro- 
particles, each one representing a defined number of elec- 
ti-ons and carrying a fixed charge. The secondary elec- 
tron emission mechanism adds to these a variable number 
of macro-particles, generated according to the SEY model 
mentioned above. The bunch is divided up into Nk slices 
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Figure 4: Wiggler vertical field model, NLC MDR. 
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Figure 5: Saturation density as a function of 5n,ax in a NLC 
wiggler (above) and a dipole section. Thresholds for the de- 
velopment of the electi-on cloud are respectively Jmax ~l-3 
and 1.4. Note that the neutralization level in a wiggler is 
higher due to a smaller beam pipe cross section. 

and the inter-bunch gap into Ng intermediate steps. The 
image and space charge forces are computed and applied 
at each slice in the bunch and each step in the gap. Typical 
beam and vacuum chamber parameters are listed in Table 1. 

Since each bunch generates a small number of elech-ons 
by ionization of residual gases, a simulation of the entire 
process, up to the saturation level, would require a large 
number of macro-particles and long computer processing 
time. The saturation density level depends on the electron 
cloud space charge forces, the secondary electron yield and 
is independent of the initial seed. Thus, we generate a 
large number of electrons at the first bunch passage and 
let the electron cloud develops until a saturation density is 
reached, see Fig. 2. 

SIMULATION RESULTS 

NLC and TESLA Ring Field Free Regions 
In our study, we are mainly interested in the estimate 

of the saturation electron density as a function of the sec- 
ondary yield. The simulation results for the field free re- 
gions in both damping rings are shown in Fig. 3. The 
threshold for the development of the electron cloud in a 
field free region is Jmax ~1.6 and 2.1 for NLC and TESLA, 

3220 



Proceedings of the 2003 Particle Accelerator Conference 

lO-r 

r-^ !■■  ^ ^ 
■-^NU: 

■:::::.y^:cr:r":::r:::\ 

-  ■ 

/           QuKfaupoIe 

i          i 

r ■ 

1 
\ :  

9J»JfMp0le »CtlCR 

r 

r" J 
1 p 1 1 

NLC 

I.i-I4tu«. 

KHch ■ laan 
 ■<lBidnJ|KfclM«lbCi.»m 

1           i           i 

175 2 00 2 25 

S«cc»ii[y Electrcr. Yield (SEl'J 

Figure 6: Saturation density as a function of the peak sec- 
ondary yield in an NLC MDR quadmpole. 

respectively. The threshold should occur under the con- 
ditions where the production rate of secondary electrons 
exceeds the decay rate of the electron cloud. The neutral- 
ization levels are also shown in figure. 

NLC Dipole, Quadmpole and Wiggler 

We have recently included in our code the possibiUty 
to simulate different magnetic field configurations. We 
present simulation results for the electron cloud in the wig- 
gler, quadmpole and dipole regions of the NLC positron 
main damping ring. 

For analysis of the electron dynamics in a wiggler, we 
have used a cylindrical mode representation of the field [5] 
and a model for the wiggler field used in our simulation is 
shown in Fig. 4. In the wiggler, an 8nmi radius round beam 
pipe is provided with antechamber on both sides hw=5mm. 
We simulate a four period section of the wiggler. The re- 
sults are compared with the results for a dipole region in 
Fig. 5. 

The saturation density as a function of the secondary 
yield in a quadmpole are shown in Fig. 6. We generate the 
electrons in a 0.25 m long quadmpole with field gradient 
G=35 T/m. Previous studies and simulations [6] indicate 
that electrons may be trapped in a quadmpole, therefore 
surviving a long gap between bunch trains. The electron 
cloud decay times for three different sections are shown 
in Fig. 7. Note that, in these simulations, our code does 
not consider longitudinal variation of the quadmpole field 
which is treated as infinitely long'. Refined quadmpole 
simulations are underway. 

CONCLUSIONS 

We present electron cloud simulation results suggesting 
that the SEY threshold for the development of the elec- 
tron cloud in the main damping rings field free regions is 
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Figure 7: Decay time of the electron cloud compared for 
three different sections of the NLC MDR. Trapping of the 
electrons in the quadmpole field may result in a long decay 
time. Note that, in these simulations, our code does not 
consider the longitudinal variation of the quadmpole field, 
the quadmpole should be considered infinitely long. 

5ma. ~l-6 and 2.1 respectively for the NLC and TESLA. 
Furthermore, we simulate the electron cloud effect in the 
dipole, wiggler and quadmpole of the NLC main damping 
ring. A demanding SEY threshold is given by Jmax ~L3 
in the wigglers. Simulations confirm the electron trap- 
ping mechanism in quadmpoles. More simulations are 
needed to estimate the longitudinal drift of the electrons 
in quadmpoles. 

We are considering TIN as a possible coating material to 
reduce the secondary yield of aluminum. An experimental 
program, to measure the secondary yield of TIN coating 
materials and study the reduction of the SEY due to ion 
sputtering of the TIN surface, has started at SLAC. Fur- 
thermore, the solenoid field is a possible way to suppress 
the electron cloud in a limited fraction of the damping 
rings. 

We are particularly grateful to our colleagues for many 
stimulating discussions, especially to A. Wolski, F. Le Pim- 
pec and R. Kirby. We are grateful to NERSC for supercom- 
puter support. 
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MITIGATION OF THE ELECTRON-CLOUD EFFECT IN THE PSR AND 
SNS PROTON STORAGE RINGS BY TAILORING THE BUNCH PROFILE* 

M. Pivi+, SLAC, Menlo Park 94025, California, USA 
M. A. Furman, LBNL, Berkeley 94720, California, USA 

Abstract 

For the storage ring of the Spallation Neutron Source 
(SNS) at Oak Ridge, and for the Proton Storage Ring (PSR) 
at Los Alamos, both with intense and very long bunches, 
the electron cloud develops primarily by the mechanism of 
traiUng-edge multipacting. We show, by means of simula- 
tions for the PSR, how the resonant nature of this mecha- 
nism may be effectively broken by tailoring the longitudi- 
nal bunch profile at fixed bunch charge, resulting in a sig- 
nificant decrease in the electron-cloud effect. We briefly 
discuss the experimental difficulties expected in the imple- 
mentation of this cure. 

INTRODUCTION 

It is becoming progressively clear that the electron-cloud 
effect plays an important role in the high-intensity insta- 
bility which has been observed in the PSR at the Los 
Alamos National Laboratory (LANL) for more than 13 
years. This instability is now believed to be due to the col- 
lective coupling between an electron cloud and the proton 
beam [1]. Such instability is a particular manifestation of 
the electron-cloud effect (ECE) that has been observed or 
is expected at various other machines. In this article we 
present simulation results for the SNS ring obtained with 
the ECE code that has been developed at LBNL, and lately 
in collaboration with SLAC, over the past 7 years. Besides 
other possible mitigation effects including Landau damp- 
ing, TiN coating, clearing electrodes, solenoid windings 
and electron conditioning [2], we investigate the possibility 
to suppress the electron formation by tailoring the longitu- 
dinal beam profile. 

PHYSICAL MODEL 

Sources of Electrons 

The electron production may be classified into: (1) elec- 
trons produced at the injection region stripping foil (2) elec- 
trons produced by proton losses incident on the vacuum 
chamber at grazing angles (3) secondary electron emission 
process and (4) electrons produced by residual gas ioniza- 
tion. The two main sources of electrons considered for pro- 
ton storage rings at the SNS and the PSR, are lost protons 
hitting the vacuum chamber walls, and secondary emission 
from electrons hitting the walls. 

Table 1: Simulation parameters for the PSR and SNS. 
Parameter Symbol,unit PSR SNS 
Ring parameters 
Proton beam energy £,GeV 1.735 1.9 
Dipole field S,T 1.2 0.78 
Bunch population JVp, xlOi3 5 20.5 
Ring circumference Cm 90 248 
Revolution period T, ns 350 945 
Bunch length n. ns 254 700 
Gauss, tr. beam size Cx^cTy, mm 10,10 
Flat \i. beam size rx,Ty, mm 28,28 
Beam pipe semi-axes a, 6, cm 5,5 10,10 

Simulation parameten > 
Proton loss rate Ploss,XlO-6 4 1.1 
Proton-electron yield Y 100 100 
No. kicks^unch Nk 1001 10001 
No. steps during gap N, 400 1000 
Max sec. yield Smm 2.0 2.0 
Energy at yield max .Emax, eV 300 250 
Yield low energy el. " m 0.5 0.5 
Rediffused component PiAoo) 0.74 0.2 

*Worii supported by the US DOE under contracts DE-AC03- 
76SF00515 andDE-AC03-76SF00098. 

t mpivi@slac.stanford.edu 

Secondary Emission Process 
When a primary electron impinges on the beam pipe sur- 

face generates secondary electrons. The main secondary 
electron yield (SEY) parameters are the energy £max at 
which 6{Eo) is maximimi, and tiie peak value itself, Jmax = 
^(■E'max). see Table 1 and Fig. 1. For the results shown be- 
low, we do take into account the elastic backscattered and 
rediffused components of the secondary emitted-electiron 
energy spectrum d5/dE. 

Simulation Model 

The SNS proton storage ring stores a single proton bunch 
of length n followed by a gap of length Tg with a typical 
current intensity profile shown in Figs. 3 and 5. The trans- 
verse beam disOibution for the SNS is assumed to be con- 
stant with rx=rj,=28 mm. The vacuum chamber is assimied 
to be a cylindrical perfectly-conducting pipe. The number 
of electrons generated by lost protons hitting the vacuum 
chamber wall \% Np xY x pioss per turn for the whole 
ring, where Y is the effective electron yield per lost pro- 
ton, and pioss is the proton loss rate per tum for the whole 
ring per beam proton. The lost-proton time distribution 
is proportional to the instantaneous bunch intensity. The 
electrons are then simulated by macroparticles. The sec- 
ondary electron mechanism adds to these a variable number 
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Figure 2: Electron multiplication mechanism in long proton bunches. 
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Figure 1: (Color) The SEY for stainless steel for a SLAC 
standard 304 rolled sheet, chemically etched and passivated 
but not conditioned (data courtesy R. Kirby. 

of macroparticles, generated according to the SEY model 
mentioned above. The bunch is divided up into Nk kicks, 
and the interbunch gap into Ng intermediate steps. The im- 
age and space charge forces are computed and applied at 
each slice in the bunch and each step in the gap. 

RESULTS AND DISCUSSIONS 

An electron present in the vacuum chamber before the 
bunch passage oscillates in the beam well potential. The 
oscillation amplitude most likely remains smaller than the 
chamber radius during the beam passage and the electron is 
released at the end of the beam passage. On the other hand, 
electrons generated at the wall by proton losses near the 
peak of the beam pulse are accelerated and decelerated by 
the beam potential and hit the opposite wall with a net en- 
ergy gain, producing secondary electrons, see Fig. 2. Elec- 
trons which survive the gap between two bunch passages 
will increase in number. "ITie electrons gradually increase 
in number during successive bunch passages until, owing 
to the space-charge forces, a balance is reached between 
emitted and absorbed electrons. See also an animation of 
the PSR electron cloud dynamic during the beam passage 
at [4]. 

The estimated build-up of the electron cloud in a PSR 
field free region gives ~75 nC/m or 6 x lO'' e/cm^ [1]. 

The SNS beam pipe chamber will be coated with TiN. 
Recent measurements of an as-received sample of the TiN 
coated stainless steel SNS vacuum chamber, has shown a 
secondary electron yield 5^^ = 1-9 ± 0.2 [5,6]. 

Due to the large electron multiplication, we have used 
a relatively small number of macroparticles generated per 
bunch passage, which leads, nevertheless, to reasonably 
stable results in terms of the tum-by-tum electron den- 
sity. The amplification factor per macroparticle may ex- 
ceed 10'* during a single bunch passage when 5asa. = 2. 
Simulation results for the SNS obtained with a different 
code [7] show a qualitative agreement with our results, al- 
though they yield a lower estimated electron density at this 
SEY value [5]. We assume in these simulations that pro- 
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Figure 3: Simulated electron neutralization factor in a SNS 
field-free region. The fractional charge neutralization com- 
puted within the beam radius region is ~ 1% during the 
bunch passage, and it exceeds 10% at the tail of the bunch. 

ton losses corresponding to 1.1 x 10~® protons loss per pro- 
ton per turn are expected in the SNS ring. The build-up of 
the electron cloud results in an average Une density of 100 
nC/m with a line density within the beam radius region ex- 
ceeding 10 nCYm. These imply neutralization factors as 
shown in Fig. 3. In particular the neutralization factor dur- 
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' with nominal 700 ns SNS beam piofile 
with SNS beam profile cut at 860 ns 
with SN S beam prafite cut at 500 na 
nominal SMS beam profile (arbibaiy unita) 
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Figure 4: SNS beam current profile cut at 560 ns, compared 
to the nominal beam profile. 

ing the bunch passage is 1%, and most of the electrons are 
contained in the beam radius region. 

The possible amplification mechanism which may take 
place in long-beam storage rings suggest interesting con- 
siderations. Electrons generated at the wall by proton 
losses near the peak of the beam pulse are accelerated 
and decelerated by the beam potential and hit the oppo- 
site wall with a net energy gain, producing secondary elec- 
trons. Many generations of secondary electrons may occur 
during a single bunch passage leading to an high electron 
cloud density owing to trailing-edge multipacting. In or- 
der to verify this assumption, in the simulations, we have 
artificially truncated the tail of the bunch, while maintain- 
ing the same integrated beam charge. In particular. Fig. 4 
shows the modified SNS beam current profile, compared to 
the nominal beam current profile. The effect of the modifi- 
cation of the beam profile on the formation of the electron 
cloud is shown in the lowest curves of Fig. 5. The den- 
sity of the electron cloud decreases as the tail of the beam 
is progressively truncated. Tailoring the 700ns long beam 
at 560ns and 500ns reduces the peak electron density by a 
factor 20 and 200 respectively. A reduction of the beam 
head profile has the opposite effect of increasing the elec- 
tron cloud density. Simulation results for the PSR have 
shown a similar behavior. 

CONCLUSIONS 

We have presented electron cloud simulations for 
the SNS. When considering proton losses of 10~® and 
<5max =2, a line density of > 100 nC/m should be expected 
in an SNS field-free region, with a density exceeding 10 
nC/m within the beam radius region. Although the neutral- 
ization factor may exceed 10% near the tail of the beam, the 
resulting electron cloud tune shift is moderate. Linear sta- 
bility studies and current threshold estimates are deferred 
to a separate publication [5]. Many generations of sec- 
ondary electrons may occur during a long bunch passage 
leading to an high electron cloud density owing to trailing- 
edge multipacting. In order to verify this assumption, in 
the simulations, we have artificially truncated the tail of the 
bunch, while maintaining the same integrated beam charge. 
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Figure 5: Simulated electron density in an SNS field-free 
region, assuming S^m = 2 and iVp = 2.05 x 10". We have 
artificially truncated the tail of the bunch, while maintain- 
ing the same integrated beam charge. The density of the 
electron cloud decreases as the tail of the beam is progres- 
sively reduced. 

The density of the electron cloud decreases, more than to 
2 orders of magnitude, as the tail of the beam is progres- 
sively truncated. Although tailoring the beam is difficult 
to achieve in practice as alternative method to suppress the 
formation of the electron cloud, it has been considered as 
a possible experiment at the PSR. More investigations are 
needed. 
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DERIVATION OF FEL GAIN USING WAKEFIELD APPROACH 

G. Stupakov and S. Krinsky 
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Abstract 

We describe the one-dimensional SASE FEL instability 
using the wake approach. First, we obtain an expression 
for the longitudinal 1-D wake in a helical undulator. We 
then show that taking into account the retardation effect 
in the Vlasov equation with the proper wake leads to the 
correct result for the FEL instability, in agreement with the 
traditional theory. 

INTRODUCTION 
Coherent instabilities arise when the electromagnetic 

field produced by an electron beam, interacts with the en- 
vironment, generating new fields which act back on the 
electrons. It is conventional to describe such phenomena 
by using the Vlasov equation, with the electromagnetic 
forces represented by a wakefield [1]. In the high-gain 
free-electron laser (FEL), the radiation emitted by an elec- 
tron beam passing through a long undulator acts back on 
the electrons. This interaction is often described using the 
Vlasov-Maxwell equations [2-4]. In this paper, we discuss 
the FEL using the wakefield approach and emphasize the 
necessity of including the effects of retardation [5]. 

WAKE IN THE UNDULATOR 

Consider a helical undulator with the undulator parame- 
ter K. A beam of density no (per cubic cm) and relativis- 
tic factor 7 propagates along the axis of the undulator. The 
transverse velocity v j. of a particle in the undulator is equal 
to 

«x = ■y± (ex cos k^s + By sin fc^s) , (1) 

where 

Vx 
K 

' 1 

with k-u, = l-KJXyj, Au, the undulator period, e^ and e^ the 
unit vectors in x and y directions, respectively, and s the 
distance along the undulator. The longimdinal velocity of 
the particle in the undulator is v^ w c[l - (l-f Ar^)/(27^)], 
corresponding to the longitudinal gamma-factor 7 2 

(-S) 
-1/2 

VTTT2 

To derive a wake in 1-D theory we consider an infinitely 
thin sheet of electrons in the a; — j/ plane with the charge 

density a per unit area. The longitudinal position of the 
sheet is s = w^i. Due to the transverse motion, the sheet 
radiates electromagnetic field. To find the radiation field, 
we first calculate it in the beam frame. In this frame, the 
sheet rotates with the frequency 72WU,, where w^, = ckw, 
and its transverse velocity is 

*± = Iz^x. [e^ cos(7j:W^t) + ej,sin(72:W^f)] (2) 

where the hat indicates variables in the beam fi-ame. The 
sheet radiates two circulariy polarized plane electromag- 
netic waves—one in the direction of the beam propagation, 
and the other in the opposite direction—with equal ampU- 
tudes and the frequency 72W„,. From the symmetry of the 
problem, the directions of the magnetic field vector in these 
waves at the location of the sheet (s = vj) are opposite. To 
find the amplitude of the magnetic field, we use Ampere's 
law: 

'- 47r 
2i?(t)|sheet =  CWJ. X Cz , c 

from which it follows that the amplitude E^ of the field is 

27r   ,        27r 
tiQ = —avx. = —7zO-wx - 

c c 

Note that the amplitude of the electric field E^ is also equal 
to FQ. Retuming to the lab frame we find that the fre- 
quency of the wave propagating in the forward direction 
is 

Wo = 27^Wu, = 2- 7 
(3) 

and the amplitudes of the electric and magnetic fields are 

47r 
Eo = HQ = 2fzHo = —av±% . 

The electric field in this wave is 

E{s,t) = -Eo[ex cos{iJo{t - s/c)) 

+ By sin(wo(t - s/c))]. (4) 

The magnetic and electric fields in the backward wave, in 
the limit 7^ » 1, are much smaller than Ho, and we neglect 
them below in the calculation of the wake. 

To calculate the longitudinal wake, we consider a test 
sheet of particles, with a unit charge per unit area, moving 
in front of the source sheet in the undulator, at distance z, 
with the same velocity given by Eq. (1). For the test sheet 
we have s = Vzt + z. The radiated electromagnetic wave 
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will exert a force on the test sheet, and the work of the force 
per unit time (and per unit area) is 

E 

in 
crvj_% COS{LJQZ/V:,) 

= —Aiva C0s(wo2/Vz) ,      (5) 

where we used Eqs. (2), (4), and (3). If we define the lon- 
gitudinal wake w(s, z) as the energy loss of the test sheet 
per unit area per unit length of path and per unit a, then 

f 2KCOS (i^) ,   for 0 < 2 < ^s 

'^(*'^) = 'S ' «,   forz = 0 
0,   other wize 

where the loss factor K is: 

« = 27r 

(6) 

(7) 

This wake is locaUzed in front of the sheet because the ra- 
diated wave overtakes the particles. Positive wake corre- 
sponds to the energy loss, and negative wake means an en- 
ergy gain. Note that the wake is a function of two variables: 
the distance z between the source and the test sheets, and 
the current position s of the source. 

The product /ta^ is the spontaneous radiation emitted 
per unit area per unit length of path. It is interesting to 
note, that usually in accelerators the longitudinal wake is 
associated with the longitudinal component of the electric 
field Ez, with the energy gain for the test particle given by 
eEzVz- In undulator, as expressed by Eq. (5), the work 
is done by the transverse component of die electric field 
coupled with the wiggling motion of the particle. 

VLASOV EQUATION 

Having derived the longitudinal wake, we can now apply 
the standard formalism of accelerator theory to describe dy- 
namics of the beam [1]. The one-dimensional Vlasov equa- 
tion in a coasting beam approximation is 

dl_   .dl_rodl 
ds     '^ dz     7 65 
/OO /-OO 

dz' /     d5'w{s, z - z')f{5', z', s) = 0, 
-OO J — OO 

(8) 

where r] is the slip factor per unit length, 5 = A7/7 is the 
energy deviation relative to the nominal value 7mc^, and 
ro = e^/mcP is the classical electron radius. The distri- 
bution function / is normaUzed so that / fdzdS gives the 
particle density (per cm^). 

It turns out, however, that the standard form of the 
Vlasov equation (8) should be corrected by taking into ac- 
count the retardation effect in the last term on the left hand 

side': 
/OO i»0O 

dz' /     d5'w{s, z - z')f{6',z', s) -> (9) 
•00      J—00 

r dz' r d6'w{s, z - z')f (s', z', s - c^-=^) . 
J-00       J-00 \ c.-VzJ 

Indeed, the wake that is generated at coordinate z' moves 
relative to the beam with the velocity c-Vz, and if it reaches 
the point z at time t, it should have been emitted at position 
s - c{z - z')/{c - Vz). Taking into account that in the 
undulator 

ri = r^, (10) r 
we obtain 

df , Sil + K^)df     rodf 
7^      dz     7 85 ds + 

/OO /-OO 

dz' /    d5' 
■00     J—00 

xw{s,z-z')f(5',z',s-c^^\ =0.      (11) 
V C-VzJ 

It is convenient to introduce new variables: s = ky,s and 
6 = UJQZ/VZ and consider / as a function of s and 6. We 
linearize Eq. (11) assuming that / = fo{5) + fi{5,z,s) 
with 1/11 < /o. Using notation fo{5) = noh{5), we find 
[2-4] 

f+25^-i2pm5)lje' (12) 

/CO 

d5' cos(6i - e')h {5', e',s-e + e') = o, 
-00 

where p is the Pierce parameter [6] given by 

(2pf = 
^3 _ 2noKcrQ      2TTK^rono 

kwJUjQ 

and we have used the relation 

fcp  _     V 

-y^kl (13) 

C-Vz 

FEL DISPERSION RELATION 

We introduce a new variable s' = s — 9 + 6', and rewrite 
Eq. (12) in the following form 

'Jl^25f-i2pm5)l\s' (14) 

/OO 

d5'cos(s -s')/i (<5',e-s + s',s')=0. 
-OO 

Assume sinusoidal modulation of the distribution function 
with frequency w, /i oc e''^^/<= = e*(i+'')^, where u = 
(w - wo)/wo. We then define functions ^^ and K^, such 
that 

h{5,e,s)    =   e'^'+^^'^,{5,s), 
g-i(l+.')s-coss. 

'A similar modification of the Vlasov equation is invoked in the 
derivation if a single-mode CSR instability in rings, [5]. 
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Then Eq. (14) takes the form 

-^ + 2i<5(l +1/)$^ = {2pfh'{S) /   ds'K^is - §') 

/CX) 

-oo 

Laplace transforming Eq. (15) we find 

-$^((5,0) + [/3 + 2iS{l + u)]^,{5, /3) 
/OO 

rf<5'$,(<5',/?), 
-OO 

where 

/•OO 

JO 
/•OO 

Jo 

= M— 

assuming the dependence fi{5, z, s) oc e'"='"«+«(i+'')"!'^/'= 
we obtain a well known Keil-Schnell dispersion relation [1] 
for a coasting beani instability: 

'u;o{l + i^)\  r d5{dfo/d6) 
. 7 ' (^^)/: /Sfcu, -177^(1 + i/)wo/c 

= 1. 

(20) 
where the impedance Z{k) is related to the wake by the 
following equation 

(16) 
Z{k) 

'- J—OO 

ikz dz. 

For a cold beam, with the distribution function /o 
nQ5{5), Eq. (20) reduces to 

= 1. (21) 

iv     0 + iu + 2i 
(17) 

To illustrate our point, we will use the wake given by 
w = 2K cos {WQZ/VZ) for arbitrary 2; > 0 (that is we neglect 
the condition 0 < 2: < £^s in Eq. (6)). We then find 

Dividing Eq. (16) by /? + 2i5{l + v) and integrating over 
6 yields 

Z{k) 
2K 

c 
|°°cos(^)e-'=^d^ 

J—c 
dd^^{5,p) = J—oo 

_±Mfi) 
00 "•" 0+2i6{l+u) 

■ i2prKMlZcdSj^mTU: 

c k — WQ/C ' 
(22) 

where we left only the resonant term, dominant when kc is 
close to the PEL frequency WQ. Substituting Eq. (22) into 
Eq. (21) and using equations Eq. (7) and (10) for K and yy, 
and Eq. (13) for p we find 

The dispersion relation that defines the frequency u of 
modes is given by zeros of the denominator on the right 
hand side of this equation: 

0' (2p)^ 
(23) 

-c 
dS 

h'jS) 

P + 2i6{l + v) 
1. (18) 

According to this dispersion relation, the quantity P di- 
verges when 1/ —> 0. This result is due to the fact that 
V = Q corresponds to the exact resonance with the wake, 
when the impedance Z = 00. Comparing with the correct 
dispersion relation Eq. (19), we see that the retardation ef- 

2p. The second term in expression for K^ on Eq. (17)     Actively detunes and broadens the resonance in Eq. (23) 
changing v -* v — ip, and effectively eliminates the diver- 
gence at the resonance. 

Rapid growth will be seen to correspond io\v\ <2p and 
P 
is not resonant and can be neglected, which gives 

I'm 
>^',^ 

1    r 
Vh'J-. 

d5 
P + 2iS 

= 1, 

where we neglected 1/ relative to unity in the denominator 
of the integrand of Eq. (18). 

For a cold beam, h{6) = S{6) (where the first S stands 
for the delta-fimction), and we obtain 

P''{p + iu)=i{2p)^ (19) 

in agreement with conventional result of the PEL theory 
[2-4]. 

DISCUSSION 
In order to clarify the effect of retardation introduced in 

Eq. (9), we will analyze here the dispersion relation that 
would result from using the Vlasov equation Eq. (8), with- 
out retardation. In this analysis, we will neglect the s de- 
pendance of the wake in Eq. (6). Linearizing Eq. (8), and 
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Abstract 

The Coherent Synchrotron Radiation (CSR) could be a 
concern in many modem accelerator projects. In the pro- 
posed electron-cooling project for the Relativistic Heavy 
Ion Collider (RHIC), the electron cooler is designed to cool 
100 GeV/nucleon bunched ion-beam using 55 MeV elec- 
trons. The electron bunch length will be on the order of 
cm, and the charge per bunch would be around 5-10 nC. 
We study the CSR effect in this paper. 

INTRODUCTION 

Because the synchrotron radiation damping mechanism 
is essentially absent for the heavy particles, electron cool- 
ing was proposed as the method to cool the particle beams 
in the storage ring of heavy particles [1, 2] based on the 
heat-energy transfer from the beam to an electron stream 
with lower temperature. Without additional perturbations, 
the electron cooling of ion beams stops when the ion beam 
and the cooling electron beam reach the equilibrium tem- 
perature. For a planed luminosity upgrade for the Rela- 
tivistic Heavy Ion Collider (RHIC) operated by BNL, an 
important component is the electron cooling of the RHIC 
gold ion beams [3]. The luminosity increase for the RHIC 
II upgrade would be about 40, of which a factor of 10 is an- 
ticipated to come from the electron cooling, and the other 4 
comes from beta function reduction at the interaction point 
and increasing (doubling) the number of bunches. 

To cool the 100 Gev/u gold beam, the single bunch 
charge of the electron bunch has to be on the order of 10 
nC. In one scenario, this charge is compressed to a rms 
bunch length of approximately 12 mm to be accelerated by 
a LINAC. Later the electrons will be debunched from 12 
nmi to about 50 mm before entering the cooling region. 
Since the electrons need be debunched, during the acceler- 
ation, the electron beam is chirped. The transport line then 
consists of three components [4]: a decompressor which 
will debunch the electrons; a rotation cavity which will re- 
verse the chirp on the electron bunch; and finally a com- 
pressor which will bunch the electrons and safely transport 
the electrons back to the LINAC and then after energy re- 
covery the electrons are dumped. The requirement on the 
electron beam quality directly affect the efficiency of cool- 
ing the gold beam, it is of great importance to make sure 
that the transport line will preserve the electron beam qual- 
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ity. Though the bunch length is relatively long, the single 
bunch charge is high, one question is whether the coherent 
synchrotron radiation (CSR) [5,6] in the decompressor and 
compressor would be a concern. In this paper, we study the 
CSR effects. 

CONSIDERATION AND PARAMETERS 
CSR is mostly a longitudinal effect, and due to the chro- 

matic transfer function, the transverse phase space volume 
is also affected. For a transversely thin beam with a Gaus- 
sian distribution in the longitudinal density, the energy loss 
gradient along the bunch is equal to [5,6] 

dS_ 
cdt 

2Ne^ 
V^(3pV4)l/3 fe) 

with 

F{0 = -f 
J—a 

dr 
(c-o^/'rfc 

P-«'V2 

(1) 

(2) 

where N is the bunch population, p is the bending ra- 
dius, CTj is the rms bunch lenth. Compared with the high 
brightness electron beam for the Linear Collider (LC) or 
the Free-Electron Laser (FEL), the bunch length here is 
longer, but the bunch charge is also higher, the scaling 
d£/{cdt) oc Ar(o-s)~^/^ tells us that CSR effects here in 
the e-cooler could be a concern as that in the LCs and 
the FELs. In the lattice design, each piece of magnet 
has a length of L = 0.75 m and the bending angle is 
6 = 7r/4, hence the path length difference between the 
trajectory taken by the electron and that of the radiation 
is AL = L- 2Lsin(7r/8)/(7r/4)"w 1.9 cm. Normally, 
the vacuum chamber cut-off wavelength is on the order 
of a few millimeters and, we know the steady-state CSR 
impedance is applicable to wavelength down to the cut-off 
wavelength. Therefore, in our calculation, it would be fine, 
if we take the steady state CSR impedance. Of course, the 
free-space CSR impedance will overestimate the CSR ef- 
fect and we will come back to this point in the following. 

As the nominal set of parameters, the reference kinetic 
energy is 55 MeV, the emittance is on the order of 30 to 60 
mm-mrad. In our calculation here, we set the initial rms 
bunch length to be a^i — 12 mm. Since we want to stretch 
it to a rms length of azf = 50 mm at the e-cooler point, and 
the lattice provides a R^e = -32.8 m, we need chirp the 
electron beam so that the head will have higher energy, and 
the tail lower energy. The corresponding initial cMrp we 
need is <T| = 1.16 x 10~^. At the e-cooler point, we then 
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need a cavity to reverse the chirp, so that the electrons in 
the head will have lower energy than the electrons in the tail 
would. Since at the e-cooler point, the rms bunch length is 
already 50 mm, a linearizer is probably a requirement. In 
our calculation, we implement a linearizer to correct the 
RF curvature. At the end of the compress arc, we also add 
a cavity to remove the residual correlated energy chirp. At 
the e-cooler, the intrinsic energy spread o-^y is on the order 
of 10 ~* to ensure good cooling efficiency. If we assume 
that asf « 1.0 X 10"'* and, there is no phase space volume 
degradation, we would require the initial intrinsic energy 
spread to be less than asi = crsff^zf/f^zi « 4.17 x 10~*. 

PRELIMINARY RESULTS 

We take the optic for the bunch deompression and com- 
pression arc from Ref. [4], with the beta-function and dis- 
persion function shown in Fig.   1.   Before we calculate 
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Figure 1: The /Ji, Py and T]X in the beam line. 

the CSR effect, let us have a look at the electron beam 
paramters in such transport line. Shown in Fig. 2 is the evo- 
lution of the rms bimch length and the rms energy spread 
(including the chirp). In Fig. 2, a^ = a^ is the rms bunch 
length, and ae = as is the rms energy spread. As we 
find, the electron bunch was initially 12 mm long, and it 
stretched to be 50 mm at the e-cooler, then it is compressed 
back to its original bunch length. In this special case, we 
take asi = 1.0 x 10~*, and we chirp the bimch to have 
enough correlated energy spread for debunching. The cor- 
related energy spread is recovered at the end of the beam 
line, and no longitudinal degradation. 

After studying the beam line, in the following, we will 
focus on the beam quality at the e-cooler point, taking 
into account the degradation due to the CSR in the trans- 
port line. The requirements at the e-cooler point are that: 
asf ~ 10"*, (Tzf ~ 50 mm and the normalized emittance 
Cnf < 607r mm-mrad. In Table 1, we set a^i = 12 mm, 
charge Q = 10 nC and, vary e„xi and asi to study the ini- 
tial value dependency. In Fig. 3, we show a typical case 
for the evolution of the emittance growth and in Fig. 4 for 

0       1 0      20      30      40 
s  (m) 

Bunch   length   and   energy spread   for  stretchi 

Figure 2: The evolution of the rms bunch length and the 
energy spread in the beam line. 

Table 1: The units are the following: 10"'* for rms energy 
spread as; TT mm-mrad for normalized emittance e„ and 
mm for rms bunch length a^f. 

<r5i ^n[x,y)i ^nxf ^yf <75f <^zf 

1.0 
10 23.6 12.6 2.09 56.6 
20 36.1 25.1 2.03 56.6 
30 48.6 37.7 2.00 56.6 
40 61.8 50.2 1.99 56.5 

2.0 
10 23.6 12.6 2.10 57.0 
20 37.0 25.2 2.07 57.0 
30 50.1 37.8 2.04 56.9 
40 63.2 50.4 2.03 56.8 

3.0 
10 25.2 12.7 2.15 57.4 
20 39.5 25.3 2.13 57.4 
30 53.0 38.0 2.12 57.3 
40 66.2 50.6 2.10 57.3 

^n{x,y)i 40 -K 
the rms bunch length and the energy spread. In Fig. 3 and 
Fig. 4, the initial asi = 2.0 x 10"^ and e„ 
mm-mrad. 

The results show that the final bunch length and en- 
ergy spread are almost independent of the initial energy 
spread or the emittance within the range we studied. The 
net amount of growth in the transverse emittance is also 
almost independent on the initial conditions. Within the 
range we studied, it seems to us that the CSR will cause 
some phase space degradation, but the degradation is not 
dramatic. Of course, compensation scheme on the lattice 
would be a plus. 

OTHER POSSIBLE SCENARIO 

Now, let us look at the other possible scenario, e.g. a L- 
band cavity. The initial electron rms bunch length is then 
about azi = 6 mm, and the charge is around Q = 5 nC. Ac- 
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Table 2: The units are the following: 10~* for rms energy 
spread as; TT mm-mrad for normalized emittance e„ and 
mm for rms bunch length a^f. 

<^Si en(x,s,)i Cm/ ^nyf (^Sf ^^/ 

1.0 
10 51.2 14.5 1.10 65.0 
20 67.6 28.9 1.09 64.6 

2.0 
10 52.2 14.5 1.09 65.2 
20 67.8 28.9 1.08 64.9 

3.0 
10 53.5 14.5 1.09 65.6 
20 70.2 29.0 1.09 65.3 

Figure 3: The evolution of the emittance €„(x,y) growth in 
the beam line. 
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Figure 4: The evolution of the rms bunch length a^ and the 
energy spread a^ in the beam line. 

cording to the scaling we just discussed, i.e., d£/{cdt) « 
N{(Ts)~'^^^, then the situation would be similar to what we 
discussed above for the case of azi = 12 mm, and Q = 10 
nC. 

To study a different case for future design reference, we 
set the initial bunch length a^i = 3 mm. Accordingly, 
the require energy chirp is a^ = 1.43 x IQ-^ to ensure 
that at the e-cooler point a^j = 50 mm. Assuming that 
there is no longitudinal phase space degradation, then if we 
want to ensure that at the e-cooler point, the final energy 
spread asf < 10~^, then the initial energy spread should 
be smaller than asi = crsfCTzflcrzi « 1-67 x 10"^. 

The results are summarized in Table 2. We find simi- 
lar fact that the amount of degradation is almost indepen- 
dent of the initial conditions. However, the net effect is 
larger as we expected, since in this extreme case, though 
the charge is only half, the bunch length is four times 
shorter. According to the scaling we discussed previously, 
i.e. dS/dt oc iV(crs)~'^/^, we would expect largernet effect 
in this case based on the parameters we used. Of course, in 
real life the initial bunch length azi « 6 mm, and the situ- 

ation would be much better as what we studied for the case 
of a^i = 12 mm and Q = 10 nC. 

DISCUSSION 

In this paper, we study the CSR effect for the proposed 
electron cooler for the RMC II in BNL. The results pre- 
sented in this paper are based on Borland's Elegant code 
[7]. We find that the CSR effect will bring some ef- 
fect at the e-cooler point, but the effect is not dramatic. 
As we mentioned before, we adopted the free space CSR 
impedance and, we did not implement the shielding cut-off 
due to the vacuum chamber. Should we take this into ac- 
count, the CSR effect would be even smaller. The results 
presented here are only the starting point for looking into 
this problem. Further study is needed. 
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IMPACT OF THE WIGGLER COHERENT SYNCHROTRON RADIATION 
IMPEDANCE ON THE BEAM INSTABILITY* 

Juhao Wu^ G.V. Stupakov, T.O. Raubenheimer, and Zhirong Huang 
SLAC, Stanford University, Stanford, CA 94309 

Abstract 
Previous studies of the (Coherent Synchrotron Radia- 

tion) CSR induced longitudinal instability have been made 
using the CSR impedance due to dipole magnets, however, 
many storage rings include long wigglers where a large 
fraction of the synchrotron radiation is emitted. In this pa- 
per, the instability due to the CSR impedance from a wig- 
gler is studied assuming a large wiggler parameter K. The 
primary consideration is a low frequency microwave-like 
instability, which arises near the pipe cut-off frequency. Fi- 
nally, the optimization of the relative fraction of damping 
due to the wiggler systems is discussed for the damping 
rings in future linear coUiders. 

LONGITUDINAL BEAM INSTABILITY 
When the electron bunch passes the curved trajectory in- 

side a dipole, the CSR induces an impedance [1]. The CSR 
impedance is known to impact single pass bunch compres- 
sors where the beam currents are extremely high but it is 
also possible that CSR might cause a microwave-Uke beam 
instability in storage rings. A theory of such an instability 
in a storage ring has been recently proposed in Ref. [2] 
where the impedance is generated by the synchrotron ra- 
diation of the beam in the storage ring bending magnets. 
A similar instability may arise due to coherent synchrotron 
radiation in long wigglers. Many storage rings have used 
large wiggler systems to reduce the damping times and con- 
trol the beam emittance. In particular, the high luminosity 
colliding beam factories, such as DAPHNE, KEK-B, PEP- 
n, and CESR-C, as well as the damping ring designs for 
future linear coUiders. In a previous study, we have ob- 
tained the wakefield and impedance in a wiggler with large 
parameter K [3] and, in this paper, we study the impact of 
the wiggler synchrotron radiation impedance on the beam 
longitudinal dynamics in rings with dipoles and wigglers. 

We will consider the longitudinal dynamics of a thin 
coasting beam. The beam can be described with a longitu- 
dinal distribution function p{u, s, z). The positive direction 
for the intemal coordinate s is the direction of motion, and 
V = {E - Eo)/Eo. The position of the reference particle 
in the beam line is z = ct with c the speed of hght. We as- 
sume that the initial energy distribution function is a Gaus- 
sian, i.e., po = no/^V^nvo) x exp(- u^/21/^), where no 
is the linear density, i.e., the number of particles per unit 
length. In this case, the instability is determined by the fol- 
lowing dispersion relation [2], 

•The work was supported by the U.S. Department of Energy under 
Contract No. DE-AC03-76SF00515. 
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iZ{k)A 
'2nk f dp 

pe 
n±p (1) 

where, w and k are the perturbation frequency and 
waveniimber respectively; A = noro/(|7?|7i'o); fi = 
w/(cfc|ry|z/o); p = V/VQ; JJ is the slippage factor and 
ro w 2.82 X 10"^^ m is the classical electron ra- 
dius and 7 is the Lorentz factor. In addition, Z{k) = 
f^ dsw{s)exp{-iks}, is the CSR impedance and w{s) 
is the wake Green function. 

NLC TESLA ATF 
Circumference C/km 0.3 17 0.14 
Dipole radius R/m 5.5 80 5.7 
Total bending angle e/27r 1 5/3 1 
.Moment, comp. Q/10~* 2.95 1.2 19 
Energy E/Gev 1.98 5 1.3 
Energy rms spread fo/10~* 9.09 9 6 
Bunch rms length cr^/mm 3.6 6 5 
Particles per bunch iVe/10^" 0.75 2 1 
Wiggler peak field B„/T 2.15 1.5 1.88 
Wiggler period Au,/m 0.27 0.4 0.4 
Wiggler total length L^/m 46.24 432 21.2 
Pipe radius 6/cm 1.6 2 1.2 
F^ 2.2 13.4 1.8 
Cut-off wavelength Ac/mm 4.9 1.8 3.1 
Threshold (off) iVt/lQi" 0.60 27.44 0.95 
Threshold (on) iVt/lQi" 0.52 24.56 0.76 
Growth time (off) r/fis 54.9 N/A 34.3 
Growth time (on) T/IIS 32.9 N/A 6.5 

Table 1: Parameters and results. 

STORAGE RINGS WITH WIGGLERS 
As concrete examples, we study the NLC main damping 

ring [4], the TESLA damping ring [5], and the KEK ATF 
prototype damping ring [6]. Parameters are given in Table 
1. In our model, we use the steady state CSR impedance 
and assume a distributed model. For a dipole, the steady 
state CSR impedance is [1]: Zoik) = -iAk^/^R-'^^^, 
with A = 3-^/3^(2/3)(73 i - l) « -0.94 -I- 1.63i. The 
wiggler impedance Zw{k) is computed in Ref. [3]. Hence, 
the total impedance is then: Z{k) — ZD{k)GR/C + 
Zwik)Lw/C, where, R, G, Lw and C are the dipole 
bending radius, the total bending angle, the wiggler total 
length and the damping ring circumference given in Table 1 
respectively. To study the instability, we numerically solve 
the dispersion relation Eq. (1). In Fig. 1, the imaginary part 
of Q. is plotted as a function of the instability wavenumber 
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the dipole bending radius, and 6 is the vacuum chamber half 
height. We assume that the vacuum chamber is made up of 
two infinitely wide plates. Given the previous discussion, 
the threshold will be the lowest at the smaller of the bunch 
length or the "shielding cutoff wavelength. 

12 3 
Normalized wavenumber 

Figure 1: The imaginary part of the normalized frequency 
n as a function of the normalized wavenumber fc/fco for the 
NLC main damping ring [4]. The solid curve includes the 
entire CSR impedance while the dotted and dashed curves 
include either the steady state dipole CSR impedance or 
the wiggler CSR impedance, respectively. The inset shows 
a blow up of the low frequency unstable region. 

for the NLC main damping ring using the parameters listed 
in Table 1. At low frequencies, the dipole CSR impedance 
dominates while at shorter wavelengths the wiggler CSR 
impedance is usually more important. In the region where 
lm(p,) 0, the beam is stable and this is true for all re- 
gions except at the longest wavelengths as shown in the 
inset. This low frequency instability will be discussed sub- 
sequentially. Based on similar calculations, we find that 
with the design current in the TESLA damping ring, the 
impedance from the dipoles and wigglers will not drive an 
instability while the results for the ATF are very similar to 
those of the NLC damping ring shown in Fig. 1. 

As seen in Fig. 1, the instability is most important at 
relatively low frequency. We can use a simple scjding anal- 
ysis to understand this. The dipole CSR impedance scales 
as ZD (k) ex fe^/^. Similarly, the low frequency behavior of 
the wiggler impedance is [3]: Zwik) = 7rfc^(fc/fco)[l - 
(2j/5r)log(fe/fco)]; which is accurate for k £ [0,0.lfco]. 
where fco = i-fk^/il + K'^12) is the wiggler funda- 
mental radiation wavenumber and the wiggler parameter 
if « 93.4 Byj Au„ with S„ the peak magnetic field of the 
wiggler in units of Tesla and A^, the period in meters. Thus, 
the wiggler CSR impedance scales as Re|Zvy (fc)| oc k, and 
Im|Ziy(fc)| oc felog(fc), which is a weaker scaling than k 
over the range of interest. Hence, the CSR induced energy 
modulation has a scaling no-stronger than k. On the other 
hand, the Landau damping due to the phase mixing is more 
serious for short wavelength perturbations and the result- 
ing damping is proportional to k. Since the growth due to 
the CSR impedance is weaker than the linear scaling of the 
phase mixing effect, it is expected that the threshold is de- 
termined by the perturbation with the longest wavelength. 

The vacuum chamber causes an exponential suppression 
of the synchrotron radiation at wavelengths A greater than 
the 'shielding cutoff' [7] A^ < 4\/26(6/i?)V2. Here, R is 

o 
»   1.5 \         *^ . 
S \         ^ 
3 
A 
|1.0 N^X, . 
k. ^^"*^            "■- 

& "---.-..„__^~-~^_ 
E ^"'~"^^~"'~-—ll_~ 
=   0.5 ■ ^^^^-Z. 
o 
S r 
Q.   r\f\ 

0 12 3 4 5 6 
CSR instability wavelength (mm) 

Figure 2: The threshold as a function of the CSR wave- 
length for the NLC main damping ring. The dashed curve 
is the result for the dipoles only; the solid curve for both the 
dipoles and the wigglers. The vertical straight line is the 
approximate cutoff wavelength; the horizontal straight line 
is the nominal nimiber of particles per bunch: 0.75 x 10^°. 

For the NLC main damping ring, we find that per- 
turbations with wavelengths A 3.5 nrni are not sta- 
ble due to the dipole CSR impedance alone. Adding the 
CSR impedance from the wiggler causes perturbations with 
wavelengths A 2.6 mm to be unstable. In Fig. 2, the 
threshold particle number is plotted as a function of the 
perturbation wavelength. Next, in Fig. 3, the growth time, 
r = (Im(n)cfc|7?|i/o)~'-, is plotted versus the perturbation 
wavelength. It is clearly seen that the threshold current 
decreases as we approach the longer wavelength perturba- 
tions as expected from our scaling analysis. Based on the 
parameters in Table 1, the "shielding cutofF' wavelength 
is Ac ss 4.9 mm. At this cutoff wavelength, the threshold 
currents and growth time are summarized in Table 1. The 
growth time is significantly faster than the synchrotron pe- 
riod, in consistent with the analysis for a microwave-like 
instability. 

For the KEK ATF prototype damping ring, the cut-off 
wavelength would be about Ac w 3.1 mm. Taking the 
dipole CSR impedance alone, the instability sets in for per- 
turbations with wavelengths A 2.8 mm. Adding the wig- 
gler CSR impedance, the electron beam would be unstable 
for perturbations with wavelengths A 1.9 mm. Other 
results are summarized in Table 1. 

It is interesting to note that in both the NLC and the ATF 
damping rings roughly twice as much synchrotron radia- 
tion power is emitted in the wiggler as in the arc dipoles. 
However, the instability threshold is not dramatically im- 
pacted by the additional radiation and decreases by less 
than a factor of two in each case. This arises because of the 
very different low frequency scaling of the impedances. It 
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also suggests an optimization of the damping ring design 
where a larger fraction of radiation is emitted in the wig- 
glers as will be discussed subsequently. 
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Figure 3: The growth rate as a function of the CSR wave- 
length for the NLC main damping ring. The dashed curve 
is the result for the dipoles only; the solid curve for both 
the dipoles and the wigglers. The vertical straight line is 
the approximate cutoff wavelength. 

DAMPING RING OPTIMIZATION 

To study the ring optimization, we use expressions de- 
rived in Ref. [8] for the damping ring parameters. The 
primary constraint is the damping times. Because all lin- 
ear collider designs presently only consider flat beams with 
cTx » Cj/, the tightest requirement is on the vertical damp- 
ing time which, using Eq. (11) of Ref. [8], can be writ- 
ten TJ, « ((2.89xl0i2kG)C|e|/(|Ba|72(l + F„)c27r), 
where Ba is the arc bending field, C is the ring circumfer- 
ence, 9 is the total bending angle of the arcs, and F^ is de- 
fined as the ratio of the damping due to the wiggler over the 
damping due to the arc bending magnets: F^ = 2wl 2a- 
Here, 2a and 2w are the second synchrotron integrals cal- 
culated over the arcs and the wigglers respectively. 

Since Ba oc 1/(1 -h F^), for a given ring size and damp- 
ing time and, given a maximum wiggler field, the required 
wiggler length can be found. At this point, we can cal- 
culate the other ring parameters. According to the dis- 
persion relation in Eq. (1), we will need the momen- 
tum compaction factor a, the energy spread i^o, and the 
bunch rms length a^. Using Eqs. (37), (39) and (40) from 
Ref. [8], the scaling can be written: a oc (1 -I- F^)^/^, 
vo oc V(Ba + BwK)/{^ + Fy,), and a^ oc vay/a. Using 
these relations, we estimated parameters for NLC ring with 
FTO = 0 and F„ = 6.5. These parameters are summarized 
in Table II along with the nominal Fy, = 2.2. 

At this point, we can study the threshold. Based on our 
previous smdies, we expect the CSR impedance from the 
wiggler to be small compared to the CSR impedance of 
dipoles in the low frequency region of interest.   Hence, 

the threshold is essentially determined by the dipole CSR 
impedance. According to the dipole CSR impedance, 
and the relation between Ba and F^,, the total impedance 
should scale as Z{k) oc ZD{k)R oc E}'^ oc (1 -I- Fy,fl^, 
at a fixed wavenumber k. Clearly, this is an increasing 
function with F„ however, according to the dispersion 
relation in Eq. (1), the threshold will scale as: Nt oc 
avlcrz/Z{k) oc (1 -I- Fy,Y^/^, where it was assumed that 
Ba '^ Bw, so VQ is roughly constant. Thus, it is expected 
that increasing F^, will increase the threshold significantly. 
In addition, the cutoff wavelength Ac scales as R~^l'^, i.e. 
scales as (1 + F^)"^/^ and the cutoff wavelength will de- 
crease as Fw increases and Ba decreases. Since, the thresh- 
old is lowest at long wavelength, the threshold will increase 
as Fu, is increased due to both the shift in the cutoff wave- 
length as well as the change in the ring parameters. The 
above scaling analysis has been compared to numerical cal- 
culations for the NLC damping ring. The results are given 
in Table 2. Clearly, the threshold increases rapidly as F^, is 
increased as expected. Integrated with other considerations 
[9], the result here led to a redesign for the NLC damping 
which increases the threshold to more than four times the 
nominal charge per bunch [10]. 

F„ 0 2.2 6.5 
Dipole field S^/T 3.8 1.2 0.55 
Dipole radius RJm 1.7 5.5 12.0 
Wiggler length LJra 0 46.24 66 
Momentum compaction a/10~* 0.69 2.95 14 
Energy rms spread t'o/lO"* 13 9.09 8.4 
Bunch rms length o-^/mm 2.4 3.6 5.5 
Cutoff wavelength Ac/mm 8.7 4.9 3.3 
Threshold at cutoff Nt/IQ"^ 2.0 5.2 31.3 

Table 2: Parameters and results for the NLC main damping 
ring when F„,=0,2.2 and 6.5. 
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RADIATION AT NSRRC 
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Abstract 

Noise existing between 1000 to 4000 cm"' in FTIR 
spectrum is degrading the signal to noise ratio in infrared 
(IR) microscopy beam line at SRRC. This is mainly 
because the interferometer detection is very sensitive to 
the electron beam motion. Through the RF modulation, 
the noise spectrum of the infrared interferometry was 
observed to change as the electron beam motion was 
modulated. Some of the noise sources were identified in 
terms of electron beam motion. The analysis indicated 
that their contribution decided the performance of the IR 
synchrotron radiation. 

that the spectrum was not sensitive enough for detecting 
a small electron beam motion, which damaged the IR 
beam quality. How to fmd out the relation of IR noise 
with the small beam motion could be important role at 
the early stage of improving the IR beamline 
performance at NSRRC. 

In this study, we observed the IR beamline spectrum 
via adjusting the RF modulation. As it has been well 
known, the RF modulation is one of the mechanisms of 
stabilizing the electron beam motion. Through the RF 
modulation system, we observed that some of IR noises 
came from the beam instability motion. 

INTRODUCTION 

Noise generated by the electron beam in storage ring 
has been regarded as a hurdle of enhancing the 
performance of IR beam line. It has been known that the 
IR noise was very sensitive to the mechanical vibration, 
electrical system and electron beam motion etc. [1,2,3]. 
Over the past years, these issues were readily improved 
by adding the active mirror feedback system, replacing 
the master oscillation and adjusting the power supply, 
etc., at several IR beamlines. Efforts of improving the 
S/N ratio of IR beam line at NSRRC, Taiwan Ught source, 
were given by tracing the noise from IR-related system, 
including mechanical and electronic systems. A 
considerable achievement was given by reducing its 
RMS of IR noise down to 0.03% over the mid-IR region. 

The IR signal affected by the electron beam motion 
took a special care at ALS and BESSY II over the past 
years [4,5], due to some behaviors in IR beamline were 
still an enigma. Interest of tracing the IR noise generated 
by the electron beam motion is given by observing the 
beam motion and IR spectrum at NSRRC. According to 
the observation at IR beamline on the last quarter season, 
a statistics of RMS in IR spectrum is showed in Fig. 1. 
As can be seen, the performance of IR beamline is quite 
similar for both high (~190mA) and low (-lOOmA) 
beam current. However, the IR beamline performance 
became worse during some operation periods. 
Particularly, after the shut down period, the IR noise was 
growing up and the beamline performance became poor. 
The situation was usually improved after 3 to 7-days 
user-shift operation. The beam spectrum taken from the 
storage ring was also analyzed during the observed 
period. The consistency of the beam spectrum indicated 
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Figure 1: The RMS of IR spectra at transmittance mode 

IR SIGNAL MEASUREMENT SETUP 

The IR beamline has been developed at the National 
Synchrotron Radiation Research Center (NSRRC). As 
shown in Fig. 2, this beamline collects 70 x 35 mrad of 
synchrotron radiation in the horizontal and vertical 
directions, respectively, and covers a wavelength range 
from 2 to 30 nm. The optical design consists of one 
water-cooled plane mirror, two high-order corrected 
polynomial bendable mirrors and a set of steering and 
collimating mirrors. For the consideration of vibration, 
the first mirror is 45 degree face-downward and its 
support is fixed to massive dipole magnet. In order to 
focus effectively the extended arc source of bending 
magnet, a newly special designed optical system 
including so-called "Kirkpatrick-Baez" mirrors which 
use two high-order polynomial mirrors has been adopted, 
designed and fabricated. The average brightness of this 
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beamline is found to be greater than lO'^ 
photons/sec/0.1%bw/mm^/ 200mA. . A wedged CVD 
diamond window is used to separate the up-stream UHV 
section from the down-stream low vacuum section. 
Three oflf-axis paraboloid mirrors of different focal 
lengths are employed to facilitate different experimental 
setups which require different IR objectives. Table 1 lists 
the parameters of the mirror elements adopted in our IR 
beamline. The beamline has been installed, 
commissioned and now is open to the all users. 
In IR noise study, the spectrum was taken through the 
Nicolet 860 FTIR bench and a continuum IR microscope. 
The scanning speed of the interferometer is down to the 
lowest (0.00158mm/sec). The interferometer signal is 
then taken from the spectrum analyzer. 

IR signal measurement 
setup at NSRRC SR photon source 

Collimating&Steering Mirrors 
tank(M4,MS&M6) 

Figure 2: Schematic Diagram of Optical Layout of IR 
beamline at NSRRC 

stabilizing beam motion in the storage ring. At NSRRC, 
RF voltage modulation is operated by a sinusoidal wave 
with 51.08kHz modulation frequency. The beam stability 
Al/Ig lower than 0.2% takes 80% at the user shift. 
Under such a condition, the IR spectrum was observed 
by fixing the moving mirror in the interferometer and 
measured by the spectrum analyzer on the output of 
MCT detector. Fig. 3 demonstrates the RMS of FTIR 
spectrum over the mid-IR is 0.024% at 122mA. The 
measurement also taken by switching off the RF 
modulation system. A visible beam shacking was 
immediately observed on beam monitor. The RMS of 
FTIR spectrum raises to 0.23% at 119 mA. This is more 

I •^^^H>4'^»~' 

4i)CiO 

k ^'—Whip 

a. 
b. 
c. 

Wavenumber (cm"') 
1000 

0.024%@122mA(RF modulation b. on) 
0.23% @119mA(RF modulation off) 
0.18% @25mA (RF modulation off) 

Figure 3: The FTIR spectrum 

Table 1: The optical parameter of 14A IR Beamline 
(70mrad x 30 mrad) 

Mirror 

PARAMETER 
Ml M2 M3 M4 M5 

Source-Element 
distance (mm) 

1206.8 1706.8 3776.8 7981 8345 

eviation angle o 90 90 100 9.5 99.5 

Facing Downward Upward Horizontal Upward Downward 
Coating Au Au Au Ag(or 

Au) 
Ag(orAu) 

Distance (mm) — rl=1706.8 
r2=5670 

rl=3776.8 
r2=3600 

rl=604 
.2 
r2=«i 

— 

SPECTRAL NOISE STUDY 

Investigation of IR noise generated by electron beam 
motion, we adjusted the RF voltage modulation to 
observe the IR noise. As it has been known, the 
modulation of RF system is an important mechanism of 

o 

CO 
E 

^       0 

(122mA, RF modulation on) 
(2.8kHz) 

u Kti^mi     , ^,1 , .J,., ,^| ji, 

1 (2.8kHz) 

^'L-. 
(119mA, RF modulation ofif 

7.6kHz 

I 12.5kHz 17.6kHz 

(25mA, RF modulation off) 

'^ii-u^ 

1.0 2.0 
Frequency/10* Hz 

Figure 4: The IR spectrum.taken from the MCT detector 
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one order increasing in IR noise . Comparing the results 
shown in Figs. 4, 2.8kHz noise always exists in IR 
beamline Obviously, it doesn't matter with the beam 
motion. As can be seen in Fig. 4, the peaks at 7.6kHz, 
12.5kHz and 17.6kHz were come into view after the RF 
modulation off. It indicates that these noises were 
generated by the electron beam motion but suppressed by 
the RF modulation. In order to further demonstrate the 
effect of beam instability on IR beam line, the beam 
current was down to 25mA, where the electron beam was 
observable stability without the RF voltage modulation. 
The RMS is shifted to 0.18% at 25mA, The noise peaks 
including 2.8kHz disappear at the stable beam motion. It 
can be said that 2.8kHz noise peak is current dependent. 
Very flat noise figure implied that part of IR noise indeed 
generated by the electron beam motion. 

CONCLUSIONS 

IR noise driven by the electron beam instabiUty has been 
identified in terms of the RF voltage modulation. As the 
case study at NSRRC, some specific IR noises (eg., 
2.8kHz) are excited by the electron beam after a 
threshold current is reached. They are not affected by the 
beam instability. However, some other IR noises are 
driven by the beam instability and reduced after the beam 

is stabilized. The sources of exciting these IR noises 
through the beam motion are still unknown. They could 
be generated by the IR-related systems, merged into the 
electron beam motion and then spoil the IR signal. The 
fiirther study of IR noise could need to trace the sources 
step by step in the whole system and analysis their 
effects. Additionally, due to the IR noise is very sensitive 
to the beam motion, the analysis may be used as a tool of 
diagnosing the beam quality. 
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EXPERIMENTAL MEASUREMENTS OF 2-DIMENSIONAL NONLINEAR 
RESONANCES 

T. S. Ueng, Jenny Chen, K. T. Hsu, K. H. Hu, C. H. Kuo, SRRC, Hsinchu, Taiwan 

Abstract 
The measurements on both horizontal and vertical 

coherent betatron oscillations at nonlinear resonances 
have been performed with tum-by-tum method. Besides 
the systematic errors, the magnet misalignments and other 
imperfections could drive the nonlinear resonances. 
Experiments were conducted in the region close to the 
working tunes of the Taiwan Light Source electron 
storage ring to study their effects. The typical 
measurement results are reported. The phenomena of 
these 2-dimensional resonances are investigated. 

1 INTRODUCTION 
The Taiwan Light Soiu-ce (TLS) electron storage ring of 

NSRRC is a third generation synchrotron radiation source. 
In order to provide a low emittance electron beam strong 
transverse focusing and defocusing quadrupoles are used. 
The sextupoles are used to correct the large chromatic 
aberrations generated by quadmpole magnets. The 
nonlinear effects produced by the chromaticity correcting 
sextupoles, sextupole fields in dipoles and other small 
higher order random error multipoles can perturb the 
beam orbit and give the phase space significantly different 
from that with linear lattice elements when the betatron 
tunes are near a resonance condition. A series of 
experiments have been conducted on the one-dimensional 
nonlinear resonances in the horizontal plane at TLS[ 1,2,3], 
also in other facilities[4,5,6]. Since the 2-dimensional 
nonlinear resonances could have more effects on the 
growth in amplitudes of betatron oscillations, 
experimental measurements were performed recently to 
investigate their effects. 

In a circular accelerator, the betatron oscillations x(s) 
and y(s) of particles around a closed orbit are given by 
Hill's equation: 

--^ + K,(s)x = —^ 
as Bp 

d'y 
^,-KMy= Bp 

with     AS^ + iAS, =fi„ J(£,„ +ia„){x+iyy . 

where b„ and a„ are the normal and the skew multipole 
components, respectively. K^(s), Ky(s) are the quadrapole 
strength functions, which can be varied in order to adjust 
the horizontal and the vertical betatron tunes, v^ and Vy. 
Bp = p/e is the momentum rigidity and s is the 
longitudinal particle coordinate. AB^ and ABy are linear or 
nonlinear magnetic multipole field errors. Both Kx,y and 
the anharmonic term, AB^,/Bp, are periodic functions ofs 
with period of the circumference of circular accelerator. 
Normally, the higher order anharmonic term, AB^/Bp, 
arising fi-om higher order multipoles is small. When the 

betatron tune is near a resonance condition, mVx -I- nVy = 
1, where m, n, 1 are integers, respectively, particles in the 
accelerator can encounter coherent kicks from these 
multipoles. Its effect will show up as beam diffusion, halo 
or beam loss. In the phase space map it shows deviation 
fi-om a simple ellipse. 

In this paper, we will present recent experimental 
measurement results of single resonance at 2-dimensional 
nonlinear resonance condition. Several problems 
encountered during the measurements are also discussed. 

2 EXPERIMENTAL PROCEDURE 
The data acquisition system for the tum-by-tum beam 

position measurement is similar to that used in the 
previous studies. At present, the electron beam can only 
be kicked in the horizontal direction by one of the 
injection kickers, which were also configured for the tum- 
by-tum experiments. The centroids of kicked beam were 
measured in both horizontal and vertical direction by two 
beam position monitors. Various kicking strengths have 
been appUed to kick the electron beam. The signals 
corresponding to measured beam positions were passed 
through a hybrid junction and Bergoz's Log-Ratio beam 
position monitor electronics. Fig. 1, to the VME based 
transient digitizers, then to a workstation for online 
analysis. The tum-by-tum beam positions were also saved 
for fiirther detailed analysis. 

JOOMHz   JOOMHi 
LPF BFF 

s^-0-[§H3 

-4s» 

LimilerOmpm! I-J>< 

Fig.  1: The block diagram of the tum-by-tum beam 
position measurement system. 

Due to the time consuming single bunch beam injection 
process and an imsolved hardware problem that gives 
poor signal/noise ratio in the vertical beam position 
measurement at low beam current, at present, the multi- 
bunch beam was used for the experiment. Dxuing the 
experiment the chromaticity was also adjusted to near 
zero for minimizing the tune spread in the beam bunch. 
Several 2-dimensional single resonance conditions that 
were close to the working tunes in regular operation have 
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been selected for the measurements. During the 
experiment the betatron tunes were adjusted to near 
resonance condition by adjusting the strength of one of 
the quadrupoles manually. It was found that the stop band 
and also the strength of higher order resonance seemed to 
be small. The setting of quadrupole power supply was 
adjusted each step very close to the minimum resolution 
of hardware. 

3 RESULT AND DISCUSSION 

3.1 3vx + 2vy=-30 
The TLS storage ring is a storage ring with 
superperiodicity of 6. At the nonlinear resonance of 3vx + 
2vy = 30, the order of azimuthal harmonic is just a 
multiple of its superperiodicity. Thus, this resonance 
deserves special attention, because it should be sensitive 
to the systematic errors in the lattice elements. In the 
resonance frame this nonlinear resonance has Ji = 1^/3 and 
the constant of motion J2 = Jy - 2Jx/3. It implies that this 
sum resonance is an unstable resonance and the motion of 
particles is unbound. Fig. 2 shows the measured beam 
position spectra of both horizontal and vertical plane. 
Since the motion of electrons is xmbound when the 
resonance condition meets, one would suppose to see an 
ever increasing betatron oscillation amplitude and the 
kicked beam would be lost eventually. During the 
experiment, it was very difficult to knock all of the 
electrons out of the chamber through this nonlinear 
resonance after kicking the beam in the horizontal 
direction. Because the strong decoherence effect, it was 
also difficult to see the horizontal tum-by-tum beam 
positions reached a maximum and back to zero. During 
the experiment we adjusted the quadrupole strength to 
tune the horizontal and vertical tune to very close to this 
resonance condition, then, kicked the beam starting from 
smaller kicking strength and increased gradually. Due to 
decoherence the beam positions would decohere and 
reach to about zero some turns after the start. As the 
kicking strength increased, one saw the turn number of 
beam position approaching zero amplitude decreased. But 
when the sum resonance occurred, one would see the turn 
number of beam position approaching zero amplitude 
increased, and the amplitude of beam position at each turn 
increased also. It indicated that some of the beam was 
moving away from the center of orbit due to the 
resonance. Also, the tune could be measured to justify that 
the resonance occurred. In Fig. 2, one of the typical raw 
data is shown. The beam positions representing the sum 
resonance are clearly seen fi-om the start to about 600* 
turn. An FFT result of this first 600 turns of beam 
positions shows Vx = 0.2400 and Vy = 0.1400, which 
makes 3vx + 2vy = 30. Also, the beam current changed 
fi-om 72 mA to 17 mA after the kick. The remnant 
oscillations after 600"" turn in the horizontal beam 
positions in figure 2 should be from the electrons that 
were not knocked out of the orbit. The two peaks in the 
FFT spectrum of horizontal beam positions are fi-om this 

remnant oscillation. The vertical beam positions after 
650' turn shows only the noise when small signals 
corresponding to the beam positions were detected. 
Further study of this sum resonance is underway. 

2000 

0.25 

2000 

0.15 

Fig. 2: The measured horizontal and vertical tum-by-tum 
beam positions at resonance of 3vx + 2vy = 30. The 
corresponding tune spectrum is shown under its beam 
position spectrum. 

3.2 V. 2Vy=-l 

The difference resonance Vx - 2vy = -1 is intrinsically 
stable and does not lead to instable particle motion. At the 
resonance the energy exchanges between the horizontal 
and vertical plane. A set of typical measured tum-by-tum 
beam positions in both horizontal and vertical plane with 
a horizontal kick and their corresponding tune (FFT) 
spectra are shown in Fig. 3. In the figure the horizontal 
tum-by-tum beam positions decohere rapidly in about 700 
turns due to a large tune spread within the multi-bunched 
electron beam. Even though, one sees a dip in the 
horizontal position spectrum at around 400"' tum, and a 
corresponding nonlinear coupling peak appears clearly at 
about the same tum numbers in the vertical position 
spectrum. For the larger tum numbers the horizontal beam 
positions strongly suppressed by the decoherence effect. 
But, the remnant oscillations still can be seen with small 
amplitude. In the vertical plane the beam positions show 
clearly the oscillations after the energy transformed from 
the horizontal plane due to the nonlinear coupling. The 
corresponding sidebands are also shown clearly in the 
vertical tune spectrum. From the sidebands of the tune 
spectrum one can estimate the island tune is about 0.0016. 
If the FFT spectrum of horizontal beam positions from 
750 tum to 2250"* tum are obtained, two small sidebands 
appear at both sides of the main peak, Qx=0.2674, and 
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with larger intensity than the main peak. The island tune 
obtained from these sidebands seems smaller than that 
from Fig. 3. This seems to result from a smaller detune 
effect. 

1000 1500 
Turn 

1000 

soo 
f Qy-0.134S 

• qy= 0.1-332/i ■ • Qyi.-ovigB4 •   ■ •   ■ ■ ■ 

0.1 3S 
Tune 

Fig. 3: The measured horizontal and vertical tum-by-tum 
beam positions at resonance of v^ - 2Vy = -1. The 
corresponding tune spectrum is shown under its beam 
position spectrum. 

-Vy=25 3.3 4v, 
The horizontal beam position spectrum and its 

corresponding FFT spectrum taken at 4vx - Vy = 25 
resonance line are shown in Fig. 4. It shows oscillations 
produced by this resonance. This resonance is a difference 
resonance. Thus, its invariant actions J^ + 4Jy= constant. 
Changes in J^ could only result in a very small change in 
Jy. At present, our hardware did not have enough 
resolution to let us see the betatron oscillation in the 
vertical plane. 

: Qx— D.aaaa : 

Fig. 4:   The horizontal tum-by-tum beam positions and 
the tune spectrum at resonance of 4vx - Vy= 25. 

3.5 2vx-3vy=^ 2 
The horizontal beam position spectmm and its 

corresponding FFT spectrum taken at 2vx - 3Vy = 2 
resonance are shown in Fig. 5. Its vertical beam positions 
are also not seen clearly due to the hardware resolution. 

4 CONCLUSION 
The effects of 2 dimensional single nonlinear 

resonances were measured recently at TLS. Besides using 
the present acquired data to study their mechanism, we 

are also investigating better methods to improve our beam 
position measurement. At present the multi-bunch beam 
has been used, which had a larger beam size and could 
also have a larger intrinsic tune spread due to the 
transverse non-linearity. Thus, even the chromaticity was 
adjusted to about zero, the decoherence effect was still 
large, especially when the beam was kicked to a larger 
amplitude. This made the interpretation of the 
experimental data very difficult. In our later experiment, 
we are considering running the experiments with a single 
bunch beam or with a multi-bunch beam of fewer buckets. 
Also, a plan to install a vertical pinger is considered in 
order to excite the electron beam in the vertical direction. 
The data acquisition electronics is also under major 
improvement recently in order to achieve a much better 
resolution and accuracy in beam position measurement in 
both horizontal and vertical plane. After these 
improvements, we hope the 2 dimensional resonances can 
be studied much easier. 

ipp- -iw>^ems?j(^sj^ms^m 

1000 f 
>   eoo  Qx= 13:^42* 

Fig. 5: The horizontal tum-by-tum beam positions and the 
FFT spectmm at resonance of 2Vx - 3vy = 2. 
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FIRST EXPERIMENTAL TEST OF EMITTANCE MEASUREMENT 
USING THE QUADRUPOLE-MODE TRANSFER FUNCTION 

M. H. Wangi, Y. Sato^, and S.Y. Lee^ 
^Taiwan Light Source, NSRRC, Hsinchu, Taiwan 

^Department of Physics, Indiana University, Bloomington, IN 47405 

Abstract 

We carried out the first experimental test of the emittance 
(thermal energy) measurement using the quadrupole-mode 
transfer function. We show that this method can be applied 
to measure the intrinsic thermal energy dynamical systems 
nondestructively. Since the QTF does not depend on the 
beam distribution, this method can be used to measure the 
rms emittance of different dynamical systems. 

INTRODUCTION 

Measurements of the thermal energy (or the rms emit- 
tance) are important in the study of the dynamical sys- 
tems. Tools in the measurement of the rms beam emit- 
tance in high energy accelerators include the flying wire, 
ionization profile monitor, laser wire interference methods, 
synchrotron light monitor with CCD camera, etc. Most of 
these methods can cause beam dilution. 

Recently, the quadrupole-mode transfer function has 
been proposed to measure the rms beam emittance of 
beams in storage rings [1]. The idea is to modulate the 
beam with an rf quadrupole field and detect the beam 
quadrupole-mode response function. From the beam 
quadrupole-mode transfer function, one can determine the 
rms emittance, betatron tune, or provide mismatch correc- 
tion to the injected beams. 

As the rf quadrupole field is adiabatically excited, parti- 
cle motion is deformed according to the Hamiltonian con- 
tour without changing the phase space area (Liouville the- 
orem). Since the Hamiltonian contour executes coherent 
motion under external harmonic modulation, the rms beam 
emittance can be more accurately measured by fast Fourier 
transform (FFT) method. Hardware for the measurement 
of QTF are the driver with rf quadrupole electromagnetic 
field, e.g. ferrite quadrupole magnet [2] or strip-line elec- 
trodes [3], and the quadrupole-mode monitors [4]. Even 
though the signal of the quadrupole moment is weak, the 
ampUtude of the coherent beam shape oscillations can be 
enhanced by FFT analysis or a spectrum analyzer. 

The aim of this quadrupole mode transfer function is in- 
tended to measure the transverse phase space area. How- 
ever, the hardware for the transverse phase space measure- 
ment is not currently available in all accelerator laborato- 
ries. While the development of this measurement is going 
on, we study the feasibility of the quadrupole-mode trans- 
fer fimction measurement in the longimdinal phase space. 

In fact, the longitudinal rms phase space area can be eas- 

ily obtained from measuring the rms bunch length with 
a wall-gap monitor and then employing the well-known 
dynamics of the synchrotron motion to derive its conju- 
gate phase space variable [5]. However, we will use the 
quadrupole-mode transfer function to measure the longi- 
tudinal rms phase space area in order to experimentally 
test the applicability of the method in the transverse phase 
space. This paper discusses the first experimental test of 
the longitudinal quadrupole transfer function for the mea- 
surement of the longitudinal rms emittance. Our experi- 
ment was carried out at the Taiwan Light Source, located 
in Hsinchu, Taiwan. 

THE LONGITUDINAL QUADRUPOLE 
MODE TRANSFER FUNCTION 

When the rf cavity voltage with angular frequency hu)o 
is applied to charged particles in the accelerator, where h 
is the harmonic number and UQ is the angular revolution 
frequency of a synchronous particle, beam particles will 
execute stable synchrotron motion around the synchronous 
particle. Let <^ and J = Ap/po be the rf phase and the frac- 
tional off-momentum coordinates of a non-synchronous 
particle, and ^^ be the rf phase angle of a synchronous par- 
ticle. The equations of motion are 

^ ^ 27r/?°E^^^^'° ^i- - sin (?!.,), 

(1) 

(2) 

where the overdot is the derivative with respect to time 
t, T) is the phase slip factor, V is the rf cavity voltage, 
/? is the Lorentz velocity factor, and E is the beam en- 
ergy. The small amplitude synchrotron tune is Qs = 
s/h\'ncos(j),\eVl2-n:lPE. 

To excite the longitudinal quadrupole mode, the rf cav- 
ity voltage is sinusoidally modulated around twice the syn- 
chrotron frequency with modulation amplitude ratio h, i.e. 
V = Vb(l + fesinwmi) with w^ w 2ws. The longitu- 
dinal quadrupole mode transfer function can be measured 
by using a spectrum analyzer with signal from a wall-gap 
monitor (or a beam position monitor). 

In the presence of harmonic modulation near twice the 
synchrotron frequency, the synchrotron motion is coher- 
ently excited. In terms of the conjugate action-angle vari- 
ables (J, V"), defined by 

y, = ^-0, = -V^|cos05|-i/4sinV,     (3) 
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V^-MS: \/2J|cos<?is|^/*cosV',        (4) 

with Vs = \/h\r]\eV/2-Kl3'^E as the small amplitude syn- 
chrotron tune at (f)s = TT, the Hamiltonian can be approxi- 
mated by [6] 

H = AJ- -aJ^ + GJ cos (2^). (5) 

Here the resonance proximity parameter A, nonlinear de- 
tuning parameter a, and the resonance strength G are 

A=(^,|cos^,r_f|i), 

G = -bvs\ cos^sl^/M 1 + - tan^ <j>, j 

(6) 

(7) 

(8) 

where i/^ = uim/^o is the modulation tune. The Hamil- 
tonian Eq. (5) closely resembles the quadrupole-mode 
Hamiltonian of the betatron phase space. 

The parameters of the TLS are circumference C = 120 
m; dipole bending radius p = 3.495 m; harmonic number 
h = 200; betatron and synchrotron tunes: u^ = 7.22, u^ = 
4.18, Us = 0.010156; phase slip factor r]c w 6.1 x lO""^; 
the cavity voltage VQ = 800 kV, and 0^ « 166°. Electrons 
in synchrotrons radiate electromagnetic fields. An equilib- 
rium beam emittance is attained from the effects of quan- 
tum fluctuation and synchrotron radiation damping. The 
damping time was TE = 3.1 ms for the longitudinal phase 
space. The equilibrium distribution function obeying the 
Fokker-Planck equation is [7] 

p{J,^)=Afe"^'''^y^'\ (9) 

where the normalization and the thermal energy AT and Eth 
are determined by 

/ 
p{J,tl;)dJdip = 1, 

Here, en is the longitudinal rms emittance: [5] 

^(^V 
; 

cose -1/2/7 -2— 

(10) 

(11) 

(12) 

where C, = 3.84 x 10~^^ m, JB « 2 is the damping par- 
tition number. The theoretical longitudinal rms emittance 
of the TLS is expected to be e\\ w 8.243 x 10~^, which 
will increase slightly resulting from synchrotron radiation 
in undulators and wigglers. 

Now, we consider the coherent synchrotron mode of the 
beam. When a charged particle passes a wall-gap monitor, 
the image current can be expressed as 

oo 

hit)   =   e Y^ 6{t - Tcosiuj + tp) - eTo) 

E 
n=—oom=—oo 

= - T 
r'"Jm(nwor)e^'[(""<'+'""^)*+""''J,   (13) 

where e is the charge, f and ^ are the synchrotron am- 
plitude and phase of the particle, TQ is the revolution pe- 
riod, and J^n is the Bessel function of order m. The re- 
sulting spectra of the particle motion are classified into 
synchrotron modes, i.e. there are synchrotron sidebands 
around each orbital harmonic n. The amplitude of the m-th 
synchrotron sideband is proportional to the Bessel function 

A bunch is made of particles with different synchrotron 
amplitudes and phases, the coherent synchrotron modes of 
the bunch can be obtained by averaging the synchrotron 
mode over the bunch distribution, i.e. 

l{t)     =     JVB   f Ieit)p{f,'>p)TdTd^ 

/ ^ -^n,! 
i{nioa+mu>s)t (14) 

The amplitude An,m is called the coherent beam mode of 
the n-th revolution harmonic and m-th synchrotron side- 
band. When the beam distribution is only a function of f, 
there exists only the revolution harmonics. Measuring all 
revolution harmonics, one can determine the beam distribu- 
tion via inverse Hankel transformation [5]. Unfortunately, 
the detection system and the spectrum analyzer are limited 
by the bandwidth and intrinsic noises, it is difficult to cany 
out this type of analysis. Here, we demonstrate the method 
of QTF for the measurement of the rms beam emittance. 

When the beam distribution is given by Eq. (9) with 
Hamiltonian given by Eq. (5), the amplitude of even order 
synchrotron sideband m = 2^ is 

in,2i 
2irNBMe 

{-lY I J2e(l\cos<l>s\-'/^V2J) 

r,G^.       ,AJ-i 
Jf(-^J)exp{ =^ -}dJ, (15) 

where h is the modified Bessel function of order L All 
odd order synchrotron sidebands vanish for the coherent 
quadrupole mode excitation. 

Figure 1 shows a beam spectrum with center frequency 
at n = /i with a span of 130 kHz, a resolution bandwidth of 
300 Hz, video bandwidth of 300 Hz, and a modulation fre- 
quency of fm = i^Tn/2n = 54 kHz with the voltage modu- 
lation amplitude ratio at 6 = 2.6%. Note that the spectrum 
shows the main rf peak of the revolution harmonic, and its 
coherent mode power at ±54 kHz sidebands. In fact, the 
high intensity beam bunches in TLS suffer collective cou- 
pled bunch instabilities induced by the parasitic high or- 
der modes in the rf cavities. The resulting beam spectrum 
shows fs, 2/s and other noise harmonics. Choosing the rf 
voltage modulation frequency properly can effectively sup- 
press the coupled bunch instability [6]. In this experiment. 
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we measure only the power spectra of Ph,o and Ph,±2 at 
w = huo and w = /IWQ ± Wm respectively. Thus we can 
simutaneously measure the powers of the revolution har- 
monic Phfi and the quadrupole mode synchrotron sideband 
Ph,±2 as a function of the modulation frequency Wm- The 
quadrupole-mode transfer function (QTF), defined by 

q2{n,UlmM = Pn,±2/Pnfi, (16) 

should be independent of the beam intensity. 
At the maximum voltage modulation amplitude ratio of 

about 2.6%, the two-beamlet bifurcation of the synchrotron 
bucket occurs at about 51.5 kHz [6]. To avoid complication 
of hysterisis in our measurement resulting from nonlinear 
resonances [5], we vary the modulation frequency from 60 
kHz downward till 50 kHz. The dependence of ga on the 
modulation frequency w^ and modulation amplitude ratio 
h can be used to derive the rms emittance of the beam dis- 
tribution. 

Theoretically, the QTF is given by q2{n,Wm,h) = 
\An,±2/Anfif. Figure 2 shows a one-parameter fit to the 
experimentally data, where the modulation amplitude ratio 
varies from 0.26% to 2.6%. The solid lines show the fit 
with a longitudinal emittance of e|| = 0.18 ± 0.01 using the 
thermal distribution of Eq. (9). The fit is much larger than 
the theoretical rms emittance of e||o ^ 0.008. 

CONCLUSION 

In conclusion, we have carried out experiments to test 
the applicabihty of using QTF to determine the longitu- 
dinal rms beam emittance. The derived rms beam emit- 
tance is much higher than the theoretical value. The pos- 
sible reason for the enlargement may cause by the coupled 
bunch instability as shown in Figure 1. Figure 1 shows that 
there are synchrotron sidebands, i.e. the beam has been ex- 
cited by parasitic modes. A new calculation including rigid 
dipole mode oscillations would be necessary to resolve the 
discrepancy between the derived emittance and the actual 
beam emittance. A single bunch experiment that can avoid 
the couple bunch mode excitation of the unwanted syn- 
chrotron sidebands would be very useful. 
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Figure 1: The beam spectrum obtained from a spectrum an- 
alyzer at the center frequency hfa = 499.6649062 MHz, 
span 130 kHz, resolution bandwidth 300 Hz, video band- 
width 300 Hz. The beam current is about 185 mA at the 
Taiwan Light Source. The rf voltage modulation frequency 
is fm = Wm/27r = 54 kHz with modulation amplitude ra- 
tio b = 2.6%. Besides the coherent mode frequencies at 
hfo and hfo ± fm, we also observe noise spectra at 2/^, 
1/s, etc, arising from the parasitic modes in the rf cavities. 
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BEAM CHARACTERIZATION IN THE CEBAF-ER EXPERIMENT* 

C. Tennant*, Y. Chao, D. Douglas, A. Freyberger, M. Tiefenback 
Thomas Jefferson National Accelerator Facility, Newport News, VA 23606, USA 

Abstract 
Energy recovering a 1 GeV beam through CEBAF 

(Continuous Electron Beam Accelerator Facility) presents 
many operational challenges. As a result, it is important to 
have a quantitative imderstanding of the beam behavior 
throughout the machine. The emittance provides a figure 
of merit in this context inasmuch as it characterizes the 
extent to which beam quality is preserved during energy 
recovery. A solution to the problem of obtaining a high- 
resolution emittance measurement in the extraction region 
of the CEBAF-ER experiment (CEBAF with Energy 
Recovery) is presented. The method makes use of a single 
scaiming quadrupole and a downstream wire scanner. In 
addition, by using multiple wire scans, a scheme for 
measuring the emittance and momentum spread of the 
first pass beam in the injector and Arcs 1 and 2 was 
implemented. And by using a novel technique employing 
wire scans in conjunction with PMTs (Photomultiplier 
Tubes) to accurately measure the beam profile at the 
dump, we can quantify the extent to which we have 
successfiiUy transported beam to the energy recovery 
dump. 

INTRODUCTION AND MOTIVATION 
With several proposals world-wide for machines based 

on Energy Recovery Linacs (ERLs), there are still 
important accelerator physics and technological issues 
that must be resolved before any of these applications can 
be realized. The Jefferson Lab FEL (Free Electron Laser) 
upgrade, presently under construction and designed to 
accelerate 10 mA up to 210 MeV and then subject it to 
energy recovery will be an ideal test bed for the 
understanding of high current phenomena in ERL devices. 
In an effort to address the issues of energy recovering 
high energy beams, Jefferson Lab has successfully 
completed a minimally invasive energy-recovery 
experiment utilizing the CEBAF accelerator [2]. The 
experiment's goal was to demonstrate the energy recovery 
of a 1 GeV beam while characterizing the beam phase 
space at various points in the machine and to measure the 
RF system's response to energy recovery. Once 
satisfactory measurements were obtained using the 
nominal 55 MeV injection energy, the measurements 
were repeated for low injection energy (20 MeV) to study 
the parametric dependence on low injection energy to 
final energy ratios. 

supported by US DOE Contract No. DE-AC05-84ER40150 
*tennant@jlab.org 

PHASE SPACE MEASUREMENTS 
To gain a quantitative understanding of the beam 

behavior through the machine, an intense effort was made 
to characterize the 6D phase space during the CEBAF-ER 
experimental run. A scheme has been implemented to 
measure the geometric emittance of the energy recovered 
beam prior to being sent to the dump, as well as in the 
injector and in each arc. In this way we can understand 
how the emittance evolves through the machine. In 
addition to describing the transverse phase space, llie 
momentum spread was measured in the injector and arcs 
to characterize the longitudinal phase space. 

Emittance and Momentum Spread in the Injector 
and Arcs 

The emittance and momentum spread of the first pass 
beam were meastu-ed in the injector. Arc 1, and Arc 2 
utilizing a scheme involving multiple optics and multiple 
wire scaimers. Two wire scanners were placed in each arc, 
one at the begiiming of the arc in a non-dispersive region 
and the second in the middle of the arc at a point of high 
dispersion (6 m). The emittance in the injector was 
measured using five wire scanners along the injector line. 

One of tihe unresolved difficulties with this 
measurement was finding a scheme for which the 
emittance and momentum spread of the recirculated hoam 
could be measured in Arc 1. During the measurement an 
insertable, downstream dump was used to prohibit the 
transport of a recirculated beam. But it is unclear how to 
resolve each beam from a wire scanner that is sampling 
two co-propagating beams; even more so in the case of 
Arc 1 where, notionally, both the first pass and second 
pass energy recovered beam have the same energy. This is 
not an issue for Arc 2; since the energy recovered beam is 
sent to the dump immediately upon exiting the South 
Linac, there is at all times is only one beam being 
transported through Arc 2. 

Emittance in the Extraction Region 

Of great interest is the beam emittance of the energy 
recovered beam prior to delivery to the dump. Whereas 
the previous section described die use of multiple wire 
scanners and multiple optics to obtain the emittances in 
the injector and Arcs, the emittance in the extraction 
region relied on a single scanning quadrupole and a wire 
scanner. The quadrupole at region 2L21 (just after the exit 
of the South Linac) was scanned and used to obtain the 
emittance in the horizontal plane while the adjacent, 
downstream quad at 2L22 was scanned to obtain the 
vertical emittance. Because of the presence of the two co- 
propagating beams in the extraction region (the first pass 
beam at 1055 MeV and the second pass, energy recovered 
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beam at 55 MeV), care was taken to produce 
compensatory optics using a family of downstream quads 
to ensure the first pass beam would be unaffected and 
transported unaffected through the machine. 

By the end of the CEB AF-ER run, data were collected 
to calculate the emittance in each transverse plane for 
injection energies of 55 and 20 MeV. All the analysis was 
done off-line. First, the signals of the raw wire scans were 
fit with a Gaussian distribution and the sigmas of each 
extracted. For the case of a quadrupole-drifl-wire scanner 
configuration, one can show that the beam size squared 
depends quadratically on the quadrupole strength, 

<^L^r^ = fi.>„e = (1 + kLf (yS,„,,f) - 2i(l + tt)(a,^,£) + L' (r,„,e) 

where L is the distance from the quadrupole to the wire 
scanner and k is the quadrupole strength in the thin lens 
approximation. By plotting the sigmas squared versus the 
quadrupole strength and performing a least-squares fit, the 
emittance as well as the Twiss functions at the entrance of 
the scanning quadrupole can be extracted [3]. 

There were several challenges in analyzing the data. 
The first obstacle, as mentioned above, was that all the 
analysis had to be done off-line. Whereas in normal 
operation of CEBAF the wire scanner software calculates 
the sigmas of the signals immediately, due to the fact that 
the wire was now picking up six distinct signals (a three- 
wire scanner in the presence of two beams), the software 
simply fit the first three it encoimtered. Consequently, it 
was not immediately known if we had scanned far enough 
away from the nominal gradient integral to pass through a 
minimum in spot size. In fact, in two out of our four 
emittance measurements, we were fitting one-half of a 
parabola because the quadrupole had not been scanned 
sufficiently far. A second difficulty we encountered was a 
fit of the data that resulted in an unphysical (i.e. complex) 
solution for the emittance. This occurred when the fitting 
parameters led to the condition that the determinant of the 
sigma matrix was less than zero,^^ = [a^^a^-, -o-,0< 0 • 

To illustrate these complications, consider the data 
taken for calculating the emittance in the vertical plane for 
a beam energy of 55 MeV as shovra in Figure 1. It is clear 
that that the quadrupole was not scanned sufficiently far 
and we are relegated to fitting one-half of a parabola. 
However, simply fitting all 12 of the data points results in 
an unrealizable, complex emittance. Yet by removing 
three outlying data points and fitting the remaining points, 
a physically acceptable emittance was obtained. 

At the time of this writing, the analysis of the emittance 
data is still in progress. However initial estimates suggest 
that the geometric emittance in the transverse planes with 
an injector energy of 55 MeV with 10 nA of pulsed beam 
is on the order of (0.5-2.5) x 10"^ m-rad, while for an 
injector energy of 20 MeV the transverse emittances are 
roughly 2-5 times larger (see Tables 1 and 2 for 
normalized emittances). 

I 
i    '0- 

• Loaded Data 
• Data used in Fit 
— Best Fit 
O   Beam Sizes Based on Fit 

Quadrupole Strength 

Figure 1: Vertical emittance data for E™ = 55 MeV. 

BEAM PROFILE MEASUREMENTS 
Wire scanners are used throughout the CEBAF 

accelerator to measure the beam profile. The wire scanner 
mechanism drives 25 |xm tungsten wires through the 
electron beam, oriented in the X, XY and Y axes. The 
standard CEBAF wire scaimer measures the induced 
current on the wire due to secondary emission of electrons 
fi'om the wire. These induced currents tend to be in the nA 
range and this system is well suited to measuring the core 
a of beam and have a dynamic range of about 100. To 
improve on the dynamic range of the wire scaimer for 
beam profile measurements of the energy recovered beam, 
instrumentation was added to the wire scanner just 
upstream of the beam dump. This instrumentation relies 
on photomultiplier tubes to detect the scattered electron or 
the subsequent shower firom the incident beam 
intercepting the wire [3]. The beam currents for the 
energy recovery experiment are large (tens of \iA) 
compared to those previously meastired using this method 
in CEBAF's Hall-B (nA range) where photomultipliers 
are used routinely. 

The beam profiles for the energy recovered beam are 
processed in a manner similar to that described in 
Reference [4]. Instead of merging data from wires of 
different diameters, the photomultipliers were operated 
with different gains. The data are combined to yield a 
beam profile with greater dynamic range than one would 
obtain using a single photomultiplier or by measuring the 
induced current on the wire. Fits were performed with 
the data. The Y (vertical) profile for both the 55 MeV and 
20 MeV recovered beam are well represented by a single 
Gaussian over the complete dynamic range. The X 
(horizontal) profile for the 55 MeV beams shows a small 
additional contribution on the left side of the plot (see 
Figure 2) while the 20 MeV X profile is quite broad, but 
Gaussian, for this portion of the experiment. 

RF MEASUREMENTS 
In addition to the beam based measurements presented 

in the previous sections, another important class of 
measurements deals with the RF system's response to 
energy recovery [5]. These measurements are intended to 
test the system's response by measuring the gradient and 
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Figure 2: Large dynamic range X and Y beam profile 
measurement of energy recovered beam with E=55 MeV. 

phase stability with and without energy recovery in 
several cavities throughout the north and south linac. As 
an example, consider Figure 3 which illustrates the RF 
system gradient modulator drive signal during pulsed 
beam operation. Without energy recovery this signal is 
nonzero when a 250 |j,s beam pulse enters the RF cavity, 
indicating power is drawn from the cavity. This occurs 
either when the recirculation of the beam is completely 
impeded (as in the long pulse train) or in the period during 
which the head of the pulse train does not close on the 
machine circumference (at the leading edge of the long 
pulse). With energy recovery, the signal is zero once the 
initial transient passage of the leading edge of the pulse is 
over, indicating no additional power draw is required by 
the cavity. 

Gradient Modulator Drive Signals (SL20 Cavity 8) 

Time(fiS) 

Figure 3: Gradient modulator drive signals during pulsed 
mode operation with and without energy recovery. 

PRELIMINARY RESULTS 
Although further analysis is required, several 

conclusions can be made based upon the available data. 
The first is that we were able to measure the beam profile 
of the energy recovered beam with up to lO' dynamic 
range with no measurable halo (i.e. particles outside a 
Gaussian core). The second, based upon the phase space 
measurements in Tables 1 and 2, is that the emittance is 
degraded by passage through the linacs. Possible causes 
are [6] cavity fundamental power coupler dipole mode 
driven steering and cavity higher order mode coupler 

induced transverse coupling. The third and perhaps the 
most salient conclusion is that the energy recovery 
process does not contribute significantly to the emittance 
degradation since the degradation of the recirculating pass 
is consistent with that of the accelerating pass. 

Location 
Normalized Emittance 

(mm-mrad) 
5p/p 
(10-^) 

^beam 
(MeV) 

Injector 8x= 0.119798 0.029010 55 

(l"pass) 8v= 0.188577 

Arcl 8^=0.434472 0.007980 555 

(l"pass) 8v= 0.256338 

Arc 2 8x= 2.393010 0.019811 1055 

(r'pass) Sv= 2.064720 

Extraction 8x~ (0.538-1.184) 55 

(2"%ass) 8v-(1.184-2.799) 

Table 1: Phase space measurements for Ei„, = 55 MeV. 

Location 
Normalized Emittance 

(mm-mrad) 
5p/p 
(10') 

^beam 
(MeV) 

Injector 8x= 0.100796 0.036966 20 
(r'pass) 8v= 0.090427 

Arcl 8,= 0.280880 0.007155 520 

(l"pass) 8v= 0.253402 

Arc 2 8x= 0.674722 0.010000 1020 

(l^pass) ev= 0.451146 

Extraction 8x~ (0.899-0.978) 20 

(2"''pass) 8v~ (1.956-5.869) 

Table 2: Phase space measurements for Ein, = 20 MeV. 
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A BEAM BREAKUP INSTABILITY IN A RECIRCULATING LINAC 
CAUSED BY A QUADRUPOLE MODE* 

ByungC. Yunn^ 
Thomas Jefferson National Accelerator Facility, Newport News, VA 23606, USA 

Abstract 

Following the successful demonstration of energy 
recovery in a recirculating linac with superconducting 
cavities at the Jefferson Lab FEL[1], several ambitious 
electron accelerator projects have recently been proposed 
or are in study for either a light source or a collider based 
on this novel technology. These projects all intend to 
utilize a high quahty Hnac electron beam generated with 
an average beam current typically in the range of lOO's of 
mA. As is well known, a recirculating linac suffers from a 
beam breakup instability of a regenerative type caused by 
a Higher Order Mode (HOM) in an accelerating cavity, 
which can have a very high Q (quality factor) when 
superconducting. The instability can degrade the beam 
quality significantly. We investigate one such beam 
breakup instability in a recirculating linac that could arise 
as a result of high Q quadmpole modes excited in the 
cavity. In a simple model we derive a relation which 
allows one to deduce the upper limit on tolerable Q values 
for such modes. The results should provide a useful guide 
in setting the HOM damping requirement among others. 

1 INTRODUCTION 
A recirculating linac with an energy recovery is especially 
suitable for a high beam power accelerator project. While 
preserving the outstanding beam quality which the linac 
can provide it shows a way to substantially reduce costs 
involving RF power generation and consumption. Also 
significantly less are environmental problems and high 
cost associated with the construction of high power beam 
dumps necessary for such a high beam power project. 
In order to take a full advantage of energy recovery 
feature superconducting cavities are preferred for 
acceleration in such a linac. Extremely high Q values for 
HOMs in the order of lO' to 10'° are commonly observed 
for a superconducting RF (SRF) cavity when not damped. 
As is well known damping of HOMs in a SRF cavity is a 
major research field in developing SRF technology for the 
application in accelerator projects. 
It is also well acknowledged that high Q HOMs are 
causes of various beam quality degradations. Among 
them the most debilitating ones are so called multipass 
beam breakups[2,3,4] unique to recirculating linacs. 
Several ambitious recirculating electron accelerator 
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projects[5,6,7] have recently been proposed and many 
more are under intensive study. Typical average beam 
current required for these future projects are very high 
indeed in the neighborhood of a few 100 mA. At such 
high currents it is very likely that one of these multipass 
beam breakups will become the limiting factor of the 
accelerator performance. It should be noted that the 
multipass dipole beam breakup phenomenon has been 
investigated quite extensively as a part of design study of 
the 5-pass CEBAF superconducting accelerator and 
Jefferson Lab IR FEL. In both cases we had an ample 
safety margin (a factor of 100 for CEBAF machine and a 
factor of 10 for IR FEL) for beam breakups. Therefore, 
we didn't have to face the beam breakup directly. But the 
situation may be quite different in some of these new 
projects being proposed. 
In this note we draw an attention to one more kind of 
multipass beam breakup phenomenon which has a 
potential to be very destructive. This is a beam breakup 
induced by a quadrupole HOM of cavity. We present an 
analysis of a quadrupole beam breakup for designers of 
future high ciurent projects with energy recovering linac. 

2 QUADRUPOLE WAKE 
At high energies a beam bunch passes through a cavity 
without its trajectory being perUirbed much. Under such a 
circumstance it is very useful to consider integrated 
impulses in order to introduce wake fimctions to describe 
interactions between the beam and the beam induced 
electromagnetic fields. Quite generally one can derive 
following relations for an axially symmetric structure in 
the cylindrical coordinate system[8], 

\pparaneA = -eI^W^\z)r''cosme 

\Fp,^ds = -elJV^ (z)mr"'-^ (fcosm0-0smmd) 

where the integration is for the length of the structure and 
/„ is the m-th moment of the beam bunch. The function 
WJz) is the wake function. Here m = Ois the monopole, 
/n = 7 the dipole, and m = 2 the quadrupole wake 
function. 
Our concern here is with m = 2 wake functions which 
couple with the quadrupole moments I2. When the 
transverse beam shape is not round, the beam bunch may 
in general possess normal and skew quadrupole moments. 
However, we will exclude the skew quadrupole moment 
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in the following analysis. In linacs this is usually a good 
assumption. It should be noted that one can easily include 
the skew moment in the analysis when necessary. FJ + FJ = -2Ne\xi-yj) G,{t) 

3 A BEAM BREAKUP ANALYSIS 
Let us consider a simple model of a 2-pass recirculating 
accelerator consisting of just a single cavity. Let us 
assume that a bunch enters the cavity with some 
quadrupole moment on its 1" pass for acceleration. The 
bunch will excite more quadrupole HOMs to be added to 
already existing HOMs in the cavity. While being 
accelerated in the cavity the bunch will also interact with 
the quadrupole wakes excited by all preceded bunches. 
Subsequently the induced quadrupole moments will in 
turn add to the existing HOM fields on its 2°'' pass 
through the cavity. Thereby a feedback loop is closed, an 
exponential increase of the wakes is possible when the 
beam current exceeds a threshold by providing more 
wakes than the amount decreased which is typically 
quantified by the external Qs of HOMs. 

First, we remember that the integrated quadrupole wake 
potential G2(t) is obtained from 

G2(t)=lw,(t-t')Q„{f)dt' 

where W2(t) is the delta functional quadrupole wake 
function and Q„(t) is the normal component of beam 
bunch quadrupole moment when the bunch passes the 
cavity at time t. We note that Q„ = <i?> - </> = £(fi^. ^), 
where e is the transverse emittance which we assume to 
be the same in x and y directions for the sake of 
simplicity. 
For a single quadrupole mode with an angular frequency 
CO, the wake W^t) is given by 

W^CO = 2^^exp(-—)sinft» 
0) IQ 

for f > 0, and Vfiit) is equal to 0 for r < 0 by causality. 
Here kioss is the usual loss factor for the quadrupole mode 
defined as follows. 

where i andj represent unit vectors along x and y and L is 
the length of cavity and N is the number of electrons in a 
single bunch. 
Consequently, we may regard that the action of the 
excited cavity wake on the beam is equivalent to a regular 
quadrupole lens with the focal length, 

/ = 
Wrfi^{t)L 

'^loss ~ 
coR 

4Qb' 

where rg is the classical radius of the electron, rg = 
e^/m^2 = 2.818 x 10-13 cm. 

To proceed further without being overwhelmed by too 
many variables to keep track we need to simpUfy the 
problem a bit. We will assume that in the absence of 
quadrupole wakes the transverse cross sections of the 
bunch entering the cavity on its T' and 2"^ pass are 
perfectly round, which means that there will be no 
excitation of quadrupole wake by the design beam. 
Furthermore we will assume that the lattice has no x-y 
coupling. Let Pi= P^ = PyZl the l" pass and ^2= Px = Py at 
the 2° pass for the beam at the cavity location and also let 
^/^^ be the phase advance in x (and in y respectively) 
from the cavity to the cavity for one recirculation. 

TWrd, we are now able to calculate changes in P's from 
the design value at the 2"'' pass at the cavity location 
induced by the quadrupole wake following the 
perturbation formula worked out by T. Collins[9]. We 
obtain 

We can now compute bunch quadrupole moment at the 
cavity on its 2^ pass 

Nr 
QSt) = -2—2-ey5,y5,(sin2<Z>, -sm2(l>J 

Y 
xG^(t-t^)I.S(t-t^-mto) 

where b is the beam pipe radius and R/Q is to be 
evaluated at b. 

Second, we notice that a bunch entering the cavity with an 
accumulated wake excited by all previous bunches will 
receive a transverse kick given by 

where r, is the recirculation path length in time and to is 
the fundamental bunching period and the summation 2 is 
over all integer values of m. S(t) is the Dirac delta 
function. 

Finally, we are now in a position to construct a 
homogeneous integral equation for the integrated wake 
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function G2CO by inserting the quadrupole moments back 
into the first equation of this section. We obtain 

Nr 
G2 (0 = -2 —2- e/3^fi^ (sin 2(/>^ - sin 26 ) 

r 
X JW^ it - f )G^ (t'-t, )'LS(t'-t, - mt, )dt' 

Searching for an exponentially growing solution for G2(t) 
we find the following expression for the threshold current, 

(oEexpi -) 
j       2Q'  

ec{-~)QeP^p2(sin 2(j)^ - sin 2(p^) sincot^ 

where the beam energy E = ymc^. We should note that the 
above relationship has been derived in a perturbation 
expansion. 

As an example, let us consider a 7-celI CEBAF cavity 
which is being designed for the 12 GeV upgrade of the 
CEBAF accelerator. The lowest pass band start at 2568 
MHz and the strongest quadrupole mode in that pass band 
has R/Q = 32.6 Q, at the beam pipe radius according to 
URMEL. We may get an appreciation of the relevance of 
the quadrupole mode beam breakup from a simple 
exercise with following parameters 

/= 2575 MHz 
R/Q = 32.6 £2 
Z» = 3.5cm 
£=100MeV 
e=~\ mm-mrad 
A/^ = ~10m 
sin 2(*^, sin 2^ = ~ 1 
sin OXr-l 

round in accelerating cavities in general and the 
quadrupole beam breakup instabihty presented in this 
paper is unavoidable at some point when we are pushing 
the current limit higher. Furthermore one should be aware 
that this instability will show up even after one has 
achieved a perfect alignment of all beamline elements. 
Despite many simphfied assumptions made which require 
a future detailed study I hope that the present analysis has 
clearly shown the possible importance of higher order 
quadrupole modes in a future very high current 
recirculating linac and should be looked at carefully in a 
design stage when setting the damping requirement of 
HOMs, etc., for example. 
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Inserting these numbers into the threshold formula we get 
/rt as a fiinction of the loaded Q 

I,k = 2.5 X 10' /Q (in A) 

We can see that the quality factor of 2575 MHz mode 
should be down to 10 ~ 10^ when designing a 100 mA 
machine with only one 7-cell CEBAF cavity. It is to be 
reminded that this is for an accelerator with only a single 
7-cell cavity of CEBAF type. 

4 CONCLUSIONS 
In high energy accelerators beam focusing is achieved 
mainly with quadrupoles. Consequently the beam can't be 
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THE SHORT-RANGE TRANSVERSE WAKEFIELDS IN TESLA 
ACCELERATING STRUCTURE 

I. Zagorodnov*, T. Weiland, Fachbereich 18, TU Darmstadt, 64287 Darmstadt, Germany 

Abstract 
The operation of a Free Electron Laser in TESLA 

project requires very short bunches. This results in a very 
long interaction length between the bunch and the 
wakefields. From this fact severe problems for computer 
simulations arise. The longitudinal case was recently 
studied intensively by Novokhatski et al.[l]. In this paper 
we study mainly the transverse forces. Using a recently 
developed time domain numerical approach, we calculate 
the short-range transverse wakefields of the TESLA linac 
accelerating structure. We also consider behaviour of 
transverse wake potential in a periodic array of cavities 
and compare it with wake potential of the TESLA quasi- 
periodic structure. 

INTRODUCTION 
For the operation of the Free Electron Laser in the 

TESLA project very short bunches of length (T = 50 

micrometers or less are required. This bunch length is 
very short compared to the iris radius a of the 
accelerating structure (a/a ~ 0.0014). This induces severe 
problems for computer simulations. The longitudinal case 
was recently studied intensively by Novokhatski et al. [1]. 
It was shown that as for periodic structures and very short 
bunches the loss factor becomes independent of the bunch 
length. In this paper we study mainly the transverse 
forces. Using a recently developed time domain 
numerical approach [2], we calculate the short-range 
transverse wakefields in the TESLA accelerating structure 
of three cryomodules with total length ~36m. Wakefields 
in the TESLA cryomodule and corresponding integral 
parameters are given for bunches of different length. We 
also consider behaviour of transverse wake potential in a 
periodic array of cavities and compare it with wake 
potential of the TESLA quasi-periodic structure. The 
numerical results are compared with analytical 
estimations and it is shown that, the same as for periodic 
structure [3], for very short bunches the kick factor 
decreases linear with the bunch length. 

ANALYTICAL ESTIMATIONS 
We consider an axially symmetric structures and bunch 

with charge Q moving parallel to the axis. The bunch 
with longitudinal distribution q{s) travels near the axis, 
and thus the longitudinal loss is dominated by monopole 
fields 

^ ={K) =i ]K(')q(.s)ds=^ ] ]w^is-s')q(s')q(sWds 
^ -00 i^    -00-00 

and the transversal kick by dipole fields 

i^ -00 i^    -00-00 

Short bunches interact with single cavity and periodical 
structure in a different way. However, in both cases the 
wake functions w°{s) and w[{s) at short distance s are 

approximately related in the simple way [4] 

w[(s)^^lw;{z)ck. (1) 

For short bimches in a single cavity the well known result 
of K. Bane andM. Sands [5] reads as 

'JITT a \ s a    Jt a 
where a is the iris radius and g is the cavity gap. As we 
see relation (1) holds for the wakes (2). 

In the periodic structure the short range wake functions 
can be approximated by the relations [4] 

H'||(*) = ^4^exp(-7V^), (3) 
7t a 

w^{s) = ^A^2s,[l-(\ + ^,)exp{-,f;/7,)),   (4) 

where A,Sf„s^ are fit parameters to be defined. If s^=s^ 
then relation (1) holds exactly. However, in the common 
case Sg ^ j, we have only 

9X(0) = 4>^,i(0). (5) 

This corresponds to a small difference of the right hand 
and left- hand sides in (1) for short distances 5. 

-400 

cavity 

* Work supported in part by the Deutsche 
Forschimgsgemeinschaft, project 1239/22-1 

0 200        400        600        800       1000 
z / cm 

Fig. 1: Geometry of the TESLA cryomodule. 

The TESLA linac consists of a long chain of 
cryomodules. One cryomodule of total length 12 m 
contains 8 cavities and 9 bellows as shown in Fig.l. The 
iris radius is 35 mm and beam tubes radius is 39 mm. 

The wakefields for Gaussian bunches up to a = 50\im 
are studied. To reach steady state solution the structure of 
3 cryomodules with total length 36m considered. 
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SINGLE-CELL STRUCTURE 
As the first step we study wake fields in one middle cell 

of 9-cell TESLA cavity with aperture a = 35nim . From 
the fit of numerical data to formulas (2) we obtain 

^iiW = -|4-J^ = 0-072.-»nv/pC], 
V2;r a V s 

Wi (-s) = 4--2^>/^ = 235s'" [ V/pC/m], 
a    n a 

where g is "effective" cavity gap, g = 0.84i, expressed 
through the cell period   Z, = 10.54cm   in the TESLA 
cavity. As we see relation (1) holds exactly. 

tj = 200nm (right) as a fimction of the number of cells. 
The kick factor converges to the steady state value. 

From the fit of numerical data to formulas (3), (4) we 
obtain with A = 1.025, a = 35mm, wake fimctions per 
cell period L = 10.54 [cm/cell] 

W||(s) = 3.47exp(-757s^)[V/pC/cell], 

f   (    r~\   (  \—^^ 
Wj^(s) = 15.64 1- 'l^f^lexpf-F 

pCxmxcell_ 

where 5^ =3.46-10"' and i, =1.4-10"\ Thus, for s^ + s^ 
relation (1) is not fulfilled exactly but relation (5) holds. 

VIpC 
u   ■ 

5^ ̂  M 

1)f •>* • 

V/pC/m 
VIpC 

10"' 10- 

Fig. 2: Comparison of numerical and analytical integral 
parameters for a TESLA single-cell structure. 

Fig.2 (left) shows the analytical (solid line) and 
numerical (points) loss factors and energy spreads 
(dashed line and points). On the right side of the figure 
the transversal kick and kick spread are shown. As we 
see the longitudinal loss factor scales as O(o-""'),cr -> 0, 

and transversal kick factor scales as 0{a^^),a -> 0 . 

PERIODIC STRUCTURE 
In the case of a periodic structure the induced by short 

bunches wake fields can not be simply calculated as the 
sum of the single cell contributions, because the field 
traveling with the bunch is strongly modified and reach 
the steady state solution only after ~N = 2a^ /(aL) cells. 
To study the steady state solution in the periodic structure 
we calculate wake fields in the chain of 144 cells. 

VIpClm 

10° 

^S^ 
in-i 

y%^<f 
10 

WllVlpClm VIpClm 

20    40 
numberofcell 

Fig. 3: Modification of the transverse wake potentials 
and the kick factor in periodic structure. 

Fig. 3. shows the transverse wake potentials in the first 
nine cells (left) and the kick factor per cell for bunch with 

10"" ,     10"' 
crlcm cricm 

Fig. 4: Comparison of numerical and analytical 
integral parameters for periodic structure. 

Fig. 4(left) shows the analytical (solid line) and 
numerical (points) loss factors and energy spreads 
(dashed line and points) for cell number 144. On the right 
side of the figure the transversal kick and kick spread are 
shovm. As we see in the periodic case longitudinal loss 
factor becomes independent firom the bunch length and 
transversal kick factor scales as O(a-), cr -> 0. 

TESLA ACCELERATING STRUCTURE 
The TESLA linac can be considered as multi-periodic 

structure: the first elementary period is the cavity cell, the 
second one is the 9-cell cavity with bellow and beam 
tubes and the third one is the cryomodule, housing 8 
cavities with 9 bellows. In addition, some extra effects, 
like the larger tube diameter with respect to the aperture 
and different form of end cells of the cavity have to be 
taken into account. To reach steady state solution we 
calculate wake fields in the chain of 3 cryomodules. 

From the fit of the numerical data to formulas (3), (4) 
we obtain with ^ = 1.46 and active length of cryomodule 
Z,^ = 8-1.036 [m/module] the wake fimctions per 
cryomodule 

w„(5) = 344exp(-7^)[V/pC/module], 

f   f     /~^     (^   ^-^^r 
Wj^(s) = 10' 1- 1+   - exp -—• 

pCxmxmodule 

where 50=1.74-10"' and s, =0.92-10"'. In formulas (3), 
(4) we used "effective" iris radius a = a = 35.57mm . It 
was chosen as value between the pipe and iris radii to 
fulfill relation (5) for the above given wake fimctions. 
Thus, for So 9i s,   relation (1) is not fulfilled exactly but 
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relation (5) holds again (with a = a). Like in the periodic 
case the transversal wake function scales as 0(s),s -> 0. 

To obtain the formulas for the wake function on the 
unit of active length the above relations should be divided 
by 4 = 8.288 [m/module]. 

fi^/r/pc ff^/V/pC 

,wake fiinction 

,       w 0       0.1      0.2     0.3 
^"^ s/cm 

Fig. 5: Comparison of analytical and numerical longitudinal 
wakes in the third cfyomodule ((7 = 50 + 700(im ). 

Fig. 5 (left) shows numerical (gray solid lines) and 
analytical (black dashed Unes) wake potentials for 
bunches with cr = 500,250,125,50pm. The deviation of 

the curves for the shortest bunch can be explained by the 
insufficiency of the 3 cryomodules to reach the steady- 
state solution. Fig. 5 (right) shows the wakes (gray lines) 
together with the analytical wake fimction (black dashed 
line) which tends to be the envelope fimction to all wakes. 

-600 

-400 

-200 

WllVlpClm 
600r 

WllVlpClm 

„/_ ^ 0       0.1      0.2     0.3 
^'^ sicm 

Fig. 6: Comparison of analytical and numerical transversal wake 
potentials in the third cryomodule ( cr = 50 ^ 700nm ). 

Fig. 6 shows likewise the results for transversal wakes. 
Again, the analytical wake fiinction (black dashed line) 
tends to be the envelope fiinction to all wakes (see Fig. 6 
right). 

VIpC VIpClm 

(Ticm " '" o-/cm ■'° 
Fig. 7: Comparison of numerical and analytical 

integral parameters for the third TESLA cryomodule. 

Fig. 7 (left) shows the analytical (solid line) and 

numerical (points) loss factors and energy spreads 
(dashed line and points) in the third TESLA cryomodule. 
On the right side of the figure transversal kick and kick 
spread are shown. 

Table 1. Comparison of the numerical and 
analytical loss factors. 

cr/)xin 
Loss factorA^/pC 

Numerical Analytical TDR 

1000 86.4 90.2 90.4 
700 95.9 95.8 95.6 
500 105 104 103 
400 no 110 108 
300 117 116 114 
250 122 120 117 
125 135 133 128 
75 138 141 134 
50 143 146 138 

Table 2. Comparison of the numerical and 
analytical kick factors. 

cr/|xtn 
Kick factorA^/pC/m 

Numerical Analytical TDR 

1000 138 137 153 
700 109 108 130 
500 85.4 85.1 111 
400 72.5 72.2 99.6 
300 58.1 57.9 86.8 
250 50.2 50.1 79.6 
125 28.8 28.3 56.9 
75 18.2 18.1 44.3 
50 12.8 12.6 36.3 

Finally, in Tables 1,2 we compare numerical values 
with analytical ones obtained from the above formulas 
("analytical") and the formulas given in [6] ("TDR"). As 
we see for the longitudinal case the results agree inside of 
the 5% level. For the transversal case the TDR formula 

w^(s) = 4 (l290>/7-2600s) 
pCxmxmodule 

shows  for  the  short bunches  wrong   O(s''-^),s-^0, 

behavior and overestimates the kicks. 
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CALCULATION OF COLLIMATOR WAKEFIELDS* 

I. Zagorodnov, T. Weiland, Fachbereich 18, TU Darmstadt, 64287 Darmstadt, Germany 
K. Bane, SLAC, Stanford University, Stanford, CA 94309, USA 

Abstract 
We present longitudinal and dipole wakefield 

simulations of TESLA and NLC coUimator designs using 
a newly developed numerical algorithm, one that allows 
for the accurate calculation of the combination of very 
short bunches and very long, gently tapered structures. 
We demonstrate that the new algorithm is superior to the 
standard method of such calculations. For small taper 
angles our results agree with analytical formulas of 
Yokoya. In addition, we optimize the TESLA TTF2 
"step+taper" collimator design, and compare with 
coUimator test measurements carried out at SLAC. 

INTRODUCTION 
In future linear colliders, such as the TESLA [1] and the 

NLC project [2], in order to remove halo particles, the 
beams pass through a series of collimators before entering 
into collision. With the high current, low emittance beams 
envisioned, however, short-range transverse wakefields, 
generated when passing even slightly off-center through 
tiie colUmator region, can spoil the projected emittance of 
the beams, and therefore the luminosity of the coUider. 
Therefore, optimizing the collimator design to reduce 
wakefields is an important task for such projects. 

A collider collimator can be described as a shallow 
transition from a beam pipe to a smaller aperture and then 
back again. Among the features making it difficult to find 
the wake for such structures are their finite wall 
conductivity, their complicated (non-cylindrically 
symmetric) geometry, and their long, gentle transitions. 
To simplify the calculation, cylindrically symmetric 
models are often used. In addition, for the purpose of 
design, the wakefields of such collimators are separated 
into two components, a resistive-wall component and a 
geometric component, where the geometric component is 
the wake assuming perfectly conducting walls [2]. 

In this report we study the geometric component of the 
wake of cylindrically symmetric collider collimators, 
using a time domain numerical method to obtain the 
dipole, and also the longitudinal, wakes. A main difficulty 
in such calculations is that—due to the short bunch lengtfi 
and the long, shallow tapers of the collimator—grid 
dispersion and errors in geometry {e.g. a shallow taper 
ends up with stair steps) can arise. 
Using a recently developed numerical approach [3], one 

that is able to model arbitrary, cylindrically symmetric 
boimdaries faithfully and does not suffer from 
longitudinal dispersion, we are able to calculate accurately 
the short-range wakefields of TESLA and NLC collimator 

*Work supported by the Deutsche Forschungsgemeinschaft, project 
1239/22-1, and by the U.S. Department of Energy, contract DE-AC03- 
76SF00515. 

designs. Our numerical results are compared to those of a 
standard time domain program, ABCI [4], to analytical 
estimates, and to measurements. Optimization of the 
TESLA TTF2 collimator geometry is also performed. 

CALCULATIONS 
New Time-Domain Program 

We will study the wakefield effects of collider 
collimators using the computer program ECHO. This 
program incorporates a newly developed finite difference, 
time-domain algorithm [3]. With a time step cAt= Az 
(where c is the speed of light, t is time, and z is 
longitudinal position) allowed by the numerical stability 
condition, the algorithm has no longitudinal dispersion, 
allowing, witii the use of a moving mesh, for the solution 
of very short bunches in very long structures. In addition, 
the "stair step" problem is avoided by means of the 
boundary approximation method of Ref. [5], a method 
that allows for accurate calculation in arbitrarily shaped, 
cylindrically symmetric structures. For longitudinal case 
(monopole mode) and staircase geometry approximation 
our scheme is reduced to the one presented in [6]. 
In this report we focus on perfectly conducting, 

cylindrically symmetric collimators of the form sketched 
in Fig. 1. A tube of smaller radius b and length / is 
connected to beam pipes of larger radius a by symmetric 
tapers of angle Of and length L. 

Fig. 1. Collimator geometry. 

For the TESLA and NLC collimators the angle a is 
small. K. Yokoya has shown that, if a and p= tan(d)o}b/c 
are small compared to 1 (w is frequency), the longitudinal 
(monopole) and transverse (dipole) impedances of such 
structures are given by [7] 

z:=0if£(/')^^z, (1) 

Zl=&-[^(f'/ffdz, (2) 

f(z) is the beam pipe radius variation, and 0 = Z^filAn, 
with Zfl the free space impedance. Note that flie two 
impedances are ptirely inductive and resistive, 
respectively. Table 1 gives sample parameters of TESLA 
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and NLC coUimators and beams. The beams of charge Q 
have longitudinal distributions that are Gaussian, with rms 
length a. Since the typical frequency excited (o~cla, we 
see that for TESLA p = 0.03, for NLC p = 0.04; therefore, 
in both cases we are in the small angle regime where 
Yokoya's formulas apply. 

Table 1. Typical TESLA and NLC coUimator and bunch 
properties. 

a 
Kl 

a 
[mm] 

b 
[mm] 

/ 
[mm] 

Q 
[nC] 

(7 

[mm] 
TESLA 20 17.5 0.4 20 1. 0.3 
NLC 20 17.5 0.2 20 1. 0.1 

In the time domain, Yokoya's formulas imply that the 
longitudinal bunch wake, W\i, will be proportional to the 
derivative of the bunch shape, and the transverse bunch 
wake, fFx, will be proportional to the bunch shape itself. 
We can quantify the time domain results by the average 
wake (xji the loss factor or *! the kick factor) and the rms 
of the wake, Wrms- Note that Yokoya's formulas imply: 

K-p = Oand [for small b/a]  K^ = 2al{-J7r(7b), (f^|)™s= 

0.35aa/a\ (W^Ur'OAAa/iab). 

Parameter Study 
We begin our numerical study with the parameters in 

Table 1 for TESLA, and study the dependence of the 
results on a. Longitudinal results—-K^ and (f^i)rai!—are 
shown in Fig. 2. The solid black curves give results 
obtained by ECHO with a/h= 5 (h is the mesh size). The 
wake was calculated for angles down to or = 0.5°, in 
which case the total coUimator length -4 m. To test the 
accuracy of the numerical results, at sample points (a= 
5°, 10°, 20°), the mesh was made finer, and the result 
changed by less than 1%. Yokoya's formula predicts 
xjp 0, and {W^Orms as given by the dot-dashed curve in the 
figure (the right plot). We see that the ECHO results 
approach the analytical solutions for small or, at 
or = 10° the difference is -10%, at a = 5° it is <3%. 
Finally, in Fig. 2, for comparison, we also display results 
obtained by the time-domain program, ABCI, for cases 
afh= 5, 10, 20 (gray curves); we see that for large or a 
much finer mesh is needed than by ECHO, and for small 
or the dependence is not correct. 

40 60 
a/grad 

Fig. 2. Longitudinal wake dependence on coUimator 
angle. 

In Fig. 3 we plot the transverse results of ECHO—AQ. 

and (W±)rms—and compare to the analytical results, and 
we see that the numerical results have the correct small a 
behavior. 

VI pCImm 

analytical 

KL 
ripC/mm 

20       40       60       80 
a/grad 

Fig. 3. Transverse wake dependence on coUimator angle. 

20       40       60       80 
a/grad 

In Fig. 4 we give the wakes themselves, W± (left) and 
KFJi (right), as o btained by ECHO, for the case or = 20 
mrad and for several cases of afh (gray lines). We see that 
the numerical results approach the analytical curves 
(black dashes) as the mesh becomes finer. 

JL 
V/pC/mm 

J 

^(j/h = 5 

cr/h = 20 
analytical 

• " 

w° "l 

V/pC 

ff/A = 10 
<T/A = 20 
analytical 

sla"   "" "       sla => 
Fig. 4. Transverse (left) and longitudinal (right) wakes 
when Of= 20 mrad. 

In Table 2 we give K[| and KI, for TESLA and NLC 
coUimators with or = 20 mrad (near the nominal value), as 
obtained by ECHO. Also given are some results of ABCI 
(in parentheses) and the analytical asymptotic values. We 
clearly see that, for a given mesh, ECHO is much more 
accurate than ABCI. We note also that the absolute error 
for ECHO remains nearly unchanged as the length of the 
coUimator is increased, unlike a program like ABCI, 
which requires an ever increasingly dense mesh. 

Table 2: Dependence of Kj and AQ. on mesh density when 
a = 20 mrad, as obtained by ECHO. ABCI results are 
given in parentheses. 

alh *il[V/pC] «i [V/pC/mm]       1 
TESLA NLC TESLA NLC 

5 1.46 33.6 2.24 (135) 12.8 
10 1.42 32.9 1.91 (44.3) 11.2 
20 1.42 - 1.74(13.4) 10.6 

Analytical 0 1.65 10 
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Collimator Shape Optimization 
We have seen that reducing the taper angle decreases 

the wakefield effect. However, to obtain a significant 
effect, the types of collimator that we have studied so far 
may need to be meters long. An alternative solution is to 
consider a type of collimator that we call a "step+taper" 
collimator [8]. An example is shown in Fig. 5 where the 
parameters correspond to the TESLA TTF2 collimator 
[9]. We perform ECHO calculations for a very short 
btmch, 0- = 0.05 mm. 

,          200 mm 
j«- ■► 

17 mm 

Fig. 5. Geometry of the TESLA TTF2 "step+taper" 
collimator. 

Fig. 6 displays K and PF;„„ both longitudinal and 
transverse, as fimctions of collimator parameter d. As can 
be seen all functions have a minimum; the overall 
minimum can be taken to be d~ 4.5 mm. 

VIpC VIpCImm 

The ECHO results were checked by refining the mesh, 
and were found to be accurate to better than 1%. Note that 
p = 0.55(1.02) for the case <T = 1.2(0.65)mm, and it is 
therefore not surprising, in the latter case, that simulated 
and analytical results are in disagreement. Measurement 
and simulation agree well for the former case, but 
significantly disagree in the latter, shorter bunch case, a 
disagreement that is not understood. 

Table 3. SLAC collimator measurement comparison. 
Given are kick factors, KI, in units of V/pC/mm. 

15        20     0 
dl mm 

Fig. 6. Collimator geometry optimization. 

Comparison with Measurement 
Finally, we compare ECHO numerical results with 

experimental data. At SLAC dedicated test chambers with 
coUimators were constructed, installed in the SLAC linac, 
and then the transverse wakefield effect was measured 
with beam [10]. One chamber has a square collimator that 
we will assume has a wakefield that is similar to that of a 
round chamber. The parameters are: Qr= 335 mrad, a= 19 
mm, b = 1.9 mm, / = 0 mm, and Z = 51 mm. (Note that 
the taper angle a is much larger than will be the case in 
future colliders.) The measured, simulated, and analytical 
small angle asymptotic results are given in the Table 3. 

<T [mm] Measured Simulated Analytical 
1.2 1.2±0.1 1.268 1.34 

0.65 1.4+0.1 1.908 2.48 
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Abstract 
This paper describes the focusing horn system for the 

proposed very long baseline neutrino oscillation 
experiment using a neutrino beam from BNL to an 
underground facility such as the Homestake Mine in 
South Dakota. The proposed experiment uses a 1 MW 
upgraded AGS. In order to achieve this performance the 
AGS will operate with a cycle time of 2.5 Hz and 8.9x10'^ 
protons on target at 28 GeV. This paper discusses the 
design criteria of a horn system necessary to handle this 
intense beam and the optical geometry to achieve the 
desired flux distribution at the detector. 

INTRODUCTION 

Recent results show evidence for neutrino oscillations 
has kindled interest in experiments that can provide 
precise measurements of the neutrino mixing parameters. 
A bold proposal to send a neutrino beam from 
Brookhaven National Laboratory to the Homestake Mine 
in South Dakota, a distance of 2540 km, could provide 
sensitivity to the mixing angles, mass splittings and CP 
violating phase that describe the neutrino oscillation 
matrix. The physics potential of this proposed long 
baseline experiment is described elsewhere [1, 2]. In 
order to provide a sufficient event rate at the far detector, 
an upgraded AGS would be required to provide the 
necessary proton intensity. The AGS upgrade would 
increase the repetition rate of the machine from the current 
0.5 Hz to 2.5 Hz with 8.9xl0" protons per pulse 
providing an average beam power of 1 MW. The 
expected integrated intensity for a typical year of 
operation (10^ sec) is expected to be 2.2x10^' 28 GeV 
protons on target. A description of the accelerator and 
target system design of the AGS Super Neutrino Beam 
Facility is given in a report [3]. The target and horn 
system must be designed to handle this intense proton 
beam. A solid target made of a low Z material is needed 
to survive a beam of this power. The target material 
selected is a woven carbon-carbon composite that has a 
very small coefficient of thermal expansion up to 1000°C. 
The expected temperature rise in the target from the 
deposited proton beam energy is 280°C. This extends the 
life of the target by reducing the thermo-mechanical 
stresses induced by the beam The target itself is cooled 
by pumping helium gas into the space between the target 
and the inner surface of the horn. The description of the 
target system and its integration into the horn is discussed 
in another paper submitted to this conference [4]. Table 1 
summarizes the important target parameters.  In order to 

reach the Homestake mine, the neutrino beam must be 
directed into the earth with an 11.3° incline with respect to 
the ground level. To produce a sufficient flux of neutrinos 
a channel of 200 meters is needed to allow the secondary 
pions to decay. The target-horn ensemble must be located 
at an elevation of 38.5 meters to avoid possible 
contamination of the ground water. The neutrino 
beamline, target, horn and decay channel will be located 
on a 48 m high hill built for that purpose. 

Table 1: Parameters that describe the proton target 
Parameter Value 

Normalized X, Y Emittance 100 7t mm-mrad 
Target Radius 3.2 mm 
Target Length 60 cm 
Beam Radius 0.8 mm 

Material Density 1.9g/cm^ 
Interaction Length 46 cm 

HORN REQUIREMENTS 

Table 2 shows the parameters that describe the horn 
system. The horn current is selected to produce a toroidal 
field, B,t,=5 T at the inner conductor of the first horn, 
which both captures and focuses the 7t and K mesons 
produced in the target. The second horn provides 
additional focusing for the higher energy component of 
the beam that is relatively forward. The starting point for 
the geometrical design of this horn system was that 
proposed by Palmer for horns that were designed for 
previous neutrino experiments at BNL[5, 6]. The first 
horn had to be elongated to contain the longer carbon- 
carbon target. Also additional modifications to the inner 
surface of the downstream part of the first horn were made 
to capture more of the higher energy part of the meson 
spectrum. The next section will describe the results of 
the simulation of the horn geometry. Figure 1 shows an 
illustration of the geometry of the first horn. 

The following issues are important in the design of 
the horn: 
■ Heat generation in the horn and its removal. 
■ Irradiation   and   corrosion   effects   on   the   horn 

materials. 
■ Mechanical response and fatigue in the horn. 
■ The proper capture and focusing of jr and K mesons 

to produce the desired neutrino beam. 
The heat generation is a greater problem for the first horn 
than the second because of its proximity to the target. The 
two major contributions to the heat generation are the 
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energy deposited in the horn from the secondary particles 
produced in the target and the Joule heating from the 
current in the horn conductor. The heat produced for 
both of these processes is maximal on the inner conductor 
of the horn of the first horn. The heat deposited from 
secondary particles on the inner conductor of the horn is 
estimated to be 8.3911.9 kw. The contribution from the 
time averaged Joule heating on the first horn is 9.375 kw. 
An additional heat load due to heat radiation from the 
target is estimated at 1.36 kw. This heat load can be 
removed by spraying water onto the interior surface of the 
horn inner conductor. The material used for the horn 
conductor must have low resistivity, high yield strength 
and high resistance to corrosion. We have assumed that 
conductor material can be an aluminum alloy with 
resistivity of 3.7x10"' £2-m. The aluminum corrosion 
issue could be minimized by coating the surfaces with 
nickel in a manner similar to the NuMi horn. 

Table 2: Table of Horn System Parameters 
Parameter Value 
Material Aluminum 

Horn Current 250 kA 
Horn 1 Inner Radius 7mm 

Horn 1 Inner Conductor Thickness 2.5 mm 
Hom 1 Length 217 cm 

Horn 1 Inductance 779 nH 
Hom 1 Resistance 248 nn 

Hom 2 Inner Radius 58.4 mm 
Hom 2 Inner Conductor Thickness 1.6 mm 

Hom 2 Length 150 cm 
Hom 2 Inductance 287 nH 
Hom 2 Resistance 30n£2 

Stripline Inductance 480 mH 
StripUne Resistance 30n£2 

Pulse Width 1.2 ms 
Repetition Rate 2.5 Hz 

Distance Betw. Hom Fronts Plates 8.17 m 

OlRBCH-CAReCN 

Figure 1: Sketch of First Hom with target inserted. 

SIMULATIONS 

The focusing performance of the hom can be 
examined by simulating the particle production in the 
target, tracking those particles through the hom field and 
allowing them to decay using the GEANT program. In 
this study a 28 GeV proton beam with a transverse profile 
of 0^=0.8 mm and ^,'=0 is incident on a carbon target with 
3.2 mm radius, 60 cm length (1.1 interaction lengths) and 
p=1.6g/cm^ (in this calculation). Because of its length the 
target is not a point source. The GEANT program has 
several options available for production of hadrons. We 
have compared pion production rates using GFluka, 
Gheisha and MARS [7, 8]. Table 3 shows the particle 
production rate from the target for these different hadron 
shower programs. Figure 2 

Table 2: Particle production rate from carbon target. Rates are 

Particle Gfluka Gheisha Mars 
TC 1.72 2.17 1.68 
71" 1.39 1.73 1.34 r 0.083 0.072 0.105 
K" 0.037 0.022 0.001 
K° 0.058 0.044 

TT production Igoving torget 

CeantJ 5h«{sha (dottsij) 

Geanl F2lul<a ftfoshed) 

.iir-"''..---1,-1.1 

ir~ morrwntum 

10 12 14 
Momentum, G«V/c 

Figure 2: n* (upper) and n (lower) production from carbon 
target. Rates are per 100 MeV per lO' protons on target, 

shows 71'^ and ji" production from the carbon target. The 
figure shows different curves corresponding to the 
different hadron production options. The Mars program 
shows a production rate similar to Gfluka for P^<7 GeV/c. 
At very large P^ the Mars rates are significanfly lower 
than that which Gfluka or Gheisha predict. These rates 
will affect the event estimates expected at the detector. 
The Gfluka program overestimates the 7t* production by 
50% in comparison with Mars for P,i>7 GeV/c. 
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NEUTRINO FLUXES 

We have chosen to use the Gfluka program for hadron 
production in order to make the neutrino flux calculations. 
The n's and K's produced in the target are tracked through 
the magnetic field of the horns until they decay or interact. 

Figure 3: Neutrino Flux Distributions at the close (upper) and far 
(lower) detectors. Each plot shows the dominant v^ with the Ve 
distribution superimposed in a darker color. The Vj flux is scaled 
by a factor of 20 to be visible. 

The horns are followed by a 200 meter (measured from 
the target) decay channel. Each meson is allowed to 
decay many times to obtain a reasonable number of 
neutrinos at the far detectors for a meaningfiil flux 
calculation. Each neutrino produced is weighted to 
account for these multiple decays. The various species of 
neutrinos from the decays of n, K and ]i are counted as 
they pass the detectors. The location of the close detector, 
which is positioned at 250 m from the target, is 
constrained by the steep inclination of the neutrino beam 
line. The purpose of the near detector is to measure 
accurately the flux of the various neutrino species so that a 
prediction of the neutrino flux without oscillations can be 
made at the far detector. Figure 3 shows the expected flux 
at the near detector and at the far detector positioned at the 
Homestake mine. Since the distance to the close detector 
is comparable to the length of the decay tunnel the 
spectrum for that detector is different from the spectrum 
of the far detector which sees the neutrinos originating at a 
point source. Techniques will have to be developed to 
extract the predicted non-oscillated far detector spectrum 
from the observed near detector spectrum. Also, Figure 3 
shows the Ve flux spectrum expected at each location. 
(This spectrum is scaled by a factor of 20 in order to be 
visible on the same graph.) The Ve contamination in the 
beam comes from the decay of K^ K" and jt that are 
present. This is a background to the appearance signal of 
Ve that come from oscillations of Vn->Ve and is ~l% of the 
non-oscillated v^ flux. 

One can obtain an estimate of the number of non- 
oscillated events that would be seen at the near and far 
detectors by integrating the flux over the appropriate 
neutrino cross sections.   To make these estimates it is 

assumed that the detector at BNL has a mass of 0.33 kton 
and that a water Cherenkov detector with a mass of 0.5 
megatons would be built at the far location. Table 3 
shows the number of events that would be seen after a five 
year running period (5xlO' sec.) 

Table 3: Estimates of the number of events that would be 
seen after a 5x10^ sec running period if no oscillations 
occurred. 

Channel Near Detector Far Detector 
V^N-^H'X 3.5x10' 51800 
VnN-^v^X l.lxlO' 16908 
VeN^e'X 4.5x10' 380 
Vp,n^|i,~p 1.1x10' 11767 
Ven->e"p 1.4x10' 84 
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BEAM SHAPING AND COMPRESSION SCHEME FOR THE UCLA 
NEPTUNE LABORATORY* 

R. J. England, P. Musumeci, R. Yoder, J. B. Rosenzweig, UCLA, Los Angeles, CA 90095, USA 

Abstract 
We have recently added a dispersionless translating 

section to the UCLA Neptune linear accelerator beamline. 
This new section of beamline will serve as a venue for 
beam shaping and compression experiments using the 
14MeV electron beam produced by the UCLA Neptune 
PWT linac and newly installed photoinjector. An 
examination of the first and second-order optics indicates 
that when certain nonlinear effects are minimized through 
the use of sextupole magnets, the longitudinal dispersion 
is dominated by a negative R56 which, for an appropriately 
chirped initial beam, can be used to create a ramped beam 
of a few picosecond duration that would be ideal for 
driving large amplitude wake fields in a plasma and 
producing high transformer ratios. The beamline is now 
in operation. Preliminary data indicate that the beamline 
optics are well-predicted by simulation and that 
sextupoles can be used successfully to eliminate nonlinear 
horizontal dispersion. Future experiments are plaimed for 
measuring beam compression (using CTR 
autocorrelation) and doing longitudinal phase space 
tomography (using a transverse deflecting cavity). 

INTRODUCTION 
Recently, a scheme was proposed [1] for the creation of a 
beam which approximates an asymmetrical "doorstep" 
current profile using first and second order beam optics. 
The proposed method takes advantage of the RF curvature 
in the longitudinal phase space distribution of a positively 
chirped (i.e. back-of-crest) driving beam. Under a pure 
negative R56 compression of the longitudinal phase space 
(i.e. with negligible higher order contributions), such a 
phase space distribution results in a ramp-shaped current 
profile of a few picosecond to sub-picosecond duration, 
which is ideal for use as a driving beam for large 
amplitude plasma wake-fields with high transformer 
ratios [2,3]. 

W (b) (c) 

^lp(iM.) 
' [:^^ 

'■\(^A •■• '■' 

Figure 1. Plots showing the longitudinal phase space (a) 
and density profile (b) of a ramped beam produced by 
negative R56 compression, as well as a PIC simulation (c) 
of the wake field produced by such a beam in a plasma of 
density 2x10'* cm"l ' 

* Work funded by Department of Energy Grant DE-FG03-92ER40693. 

The simulated longitudinal phase space for such a beam 
is shown in Fig. 1(a). The current profile associated with 
the phase space in Fig. 1(a), and a comparison of it to the 
optimized "doorstep" current profile, are shown in Fig. 
1(b). The wake fields produced by this beam distribution, 
shown in Fig. 1(c), were obtained from a particle-in-cell 
simulation of a proposed wake field accelerator 
experiment for the ORION project at the Stanford Linear 
Accelerator Laboratory. The S-Bahn, a new section of 
beamline installed at the UCLA Neptune laboratory in the 
Fall of 2002 has been designed, using sextupoles to cancel 
nonlinear effects, to produce a nearly linear negative R56 
compression capable of creating a ramped beam of the 
sort shown in Fig. 1. A diagram of this beamline is 
shovra in Fig. 2. 

S-BAHN 

s 

"1       N B2 
ScnanlO SoHnlZ 

Bl Qi Scn«fl11 

saems 13,14 

r^. GUN        UNAC      ^"^      .■^•? 

C=! CHICANE ^   PBWA '"" 

Figure 2. UCLA Neptune beamline with S-Bahn. 

BACKGROUND 
The S-Bahn beamline is a dispersionless translating 

section exhibiting a widely used geometry known as a 
"dogleg." The two pairs of bending dipoles (Bl and B2) 
are separated by symmetrically positioned focusing optics 
(Ql and Q2) and sextupole magnets (SI and S2) for 
performing nonlinear corrections. Pursuant to the 
discussion of reference [1], the optics of this device are 
optimized under the conditions that (1) the quadrupole 
field settings be symmetric about the midpoint, (2) the 
beamline be operated in a nondispersive mode, and (3) 
there be a focus at the midpoint (Screen 11 in Fig. 2). If 
satisfied, the aforementioned conditions ensure that 
transverse emittance growth is minimized and that the 
beam size is well-controlled. In addition, elimination of 
the horizontal dispersion to linear order was shovra to 
predictably determine the (negative) value of the 
longitudinal dispersion element (Rse) of the transport 
matrix, which is the primary mechanism for compression. 
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Compression requires that an RF curvature and 
momentum chirp be imposed upon the beam's distribution 
in the longitudinal phase plane by injecting it into the 
linac off-crest. When acted upon by a negative 
longitudinal dispersion (Rse), a beam with a positive 
momentum chirp (i.e. injected back-of-crest) will 
experience a rotation in the trace space plane of the 
longitudinal coordinate z and the fractional momentum 
error 8. This transformation results in a net longitudinal 
compression of the beam and a hook-shaped distribution 
of the sort shown in Fig. 1 (a) which has a ramped density 
profile. 

This mechanism is dependent upon the z phase space 
transformation being linear. However, since a beam 
injected off-crest tends to have a larger energy spread, the 
longitudinal dispersion may be expected to contain 
significant nonlinear contributions from terms 
proportional to various powers of the momentum error. 
For the beamline geometry and RMS energy spread 
particular to the Neptune S-Bahn, these nonlinearities are 
dominated by the second order transport matrix elements 
T566 and to a lesser degree by T561 and T562. The 
longitudinal transport equation to second order is 
therefore approximated by 

Table 1: Empirical Parameters 

z^Zo+Rse^ + T^^d' + ^561^0^ + ^562^0^ (1) 

Analytical calculations and simulations using the 
codes PARMELA and ELEGANT predict that the 
dominant Tsgg contribution can be eliminated and the 
other two reduced by a factor of approximately one-half 
by effective use of sextupoles. To tiiis end, two sextupole 
magnets (labeled S in Fig. 2) have been included in the S- 
Bahn lattice. 

RECENT EXPERIMENTAL RESULTS 
Between recent shutdowns of the Neptune laboratory 

for RF work (January-February) and for installation of a 
new magnesium cathode photoinjector (April 2003), 
several runs were performed for the purposes of 
determining the running parameters and upstream optics 
for proper matching of the beam into the S-Bahn, and for 
optimizing the optics of the S-Bahn for operation in a 
nondispersive mode suitable for negative R56 
compression. 

The various conditions on the S-Bahn optics discussed 
above constrain the allowed transverse Twiss parameters 
and emittance of the beam entering the dogleg section. In 
particular, the normalized emittance should be less than 
10 mm mrad, the beta function should be relatively large 
(at least Im) and the beam should be highly convergent at 
the entrance to the first bend (Bl). However, various 
technical and spatial constraints required that the 
upstream optics be operated in a mode with somewhat 
smaller beta functions and larger emittance. The 
empirical values for the Twiss parameters and normalized 
emittance obtained from quadrupole scans are shown in 
Table 1. 

Parameter Value Location 

Qbeam 35.4+3.8 pC Faraday Cup 

U (Energy) 11.5 MeV Screen 10 

Os < 0.5% 

"o -0.94±0.43 Upstream Quads 

Po 0.77+0.43 m Upstream Quads 

^N,0 6.03±1.8mmmrad Upstream Quads 

Since no diagnostic is currently in place for measuring 
beam compression, the linac phase was set to minimize 
energy spread rather than to produce a chirped beam. 
Previous measurements have indicated an energy spread 
of less than 0.5% under these operating conditions. A 
stable nondispersive operating point was determined 
empirically by observing the beam on the six profile 
monitors (Screens 5, 10-14 in Fig. 2). The horizontal 
dispersion function r\ (or Rie) was minimized by 
observing the beam centroid position at the S-Bahn 
midpoint (Screen 11) under a variation of the fields of all 
magnetic elements on the dogleg (Bl, B2, Ql, Q2) by a 
fi'actional offset t, from those field values corresponding 
to the desired operating configuration. For a beam of 
constant central energy, the resultant shift in the centroid 
position is the same as that which would be observed due 
to a change in the central momentum by the same 
fi-actional amount and is given to second order in t, by 

Ax^,n=R,eC + T,,,^' + 0(C') (2) 

Consequently, the first and second order horizontal 
dispersion terms Rig and Tigg can be obtained by fitting 
the measured centroid position data to a quadratic in ^. 
The values of T166 at the exit of the S-Bahn (Screen 13) 
obtained by this method are shown in Table 2 at three 
different settings of the sextupole field strength. 
Simulation values from the transport code ELEGANT [4] 
are provided for comparison. 

Table 2. Measured vs. Simulated Dispersion Values 
Sextupole 

(T/m^) 
T166 (m) 

Experiment 
T166 (m) 

Simulation 
0.00 2.59±0.59 2.54 
22.4 0.23±0.77 0.67 
32.9 -1.27±0.93 -2.07 

The R16 for all three cases has the same simulated value of 
-0.013 m, to be compared with the measured value of 
-0.009±0.015 m. Experimental errors listed correspond to 
95% confidence level. The T166 values match to within 
20% relative error for the case where the sextupoles are 
turned off. The larger discrepancies for the sextupole- 
corrected cases are due in part to the fact that the 
sextupole magnets have not yet been characterized and the 
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field values  listed are those predicted by RADIA 
simulations of their field profiles. 

The input beam for the ELEGANT simulation was 
obtained by modeling the gun and linac using the particle 
transport code PARMELA and matching the simulated 
output beam to the empirical values of emittance, energy, 
Twiss parameters, and energy spread in Table 1. The 
magnetic field parameters used in ELEGANT were set to 
match the experimental running conditions as closely as 
possible, given the available calibration information for 
the various magnetic elements on the beam line. The 
transverse beam profiles predicted at the locations of the 
six profile monitors are shown in Fig. 3. 

input beam of 1.8% RMS energy spread (obtained by 
setting the linac phase in the PARMELA simulation to 
20° back-of-crest) and with the sextupole field strengths 
set appropriately for cancellation of nonlinear longitudinal 
dispersion (T566). Plots of the longitudinal trace space and 
density profile of the simulated beam are shown in Fig. 5. 
The density plot shows a ramped beam of the sort 
indicated in Fig. 1 as being an ideal drive beam for 
plasma wake-field experiments. 
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Figure 5. Ramped beam as predicted by ELEGANT 
simulation for the operating parameters of the present 
experiment. 

Figure 3. Beam profiles from ELEGANT simulations at 
locations corresponding to the six profile monitors labeled 
in Fig. 2: (a) Screen 5, (b) Screen 10, (c) Screen 11, (d) 
Screen 12, (e) Screen 13, (f) Screen 14. 

Figure 4.  Matrix of images from the six profile monitors 
corresponding to the locations in Fig. 3. 

The ELEGANT simulation successfully reproduces the 
experimentally observed root mean square (RMS) beam 
sizes on all six screens to within 30%, with the exception 
of screen 14, where the vertical beam size is 
underestimated by 70%. For a visual comparison, images 
of the beam captured on the various screens are shown in 
Fig. 4. The scales and positions of the images within the 
matrix correspond with those of the plots in Fig. 3. 

In order to judge the suitability of this operating point 
for negative R56 compression, the ELEGANT simulation 
was rerun using the same lattice file but with a chirped 

CONCLUSIONS 
The preliminary results reported above indicate that the 

UCLA Neptune S-Bahn beamline has been successfully 
operated in a configuration in which the measured beam 
sizes and nonlinear horizontal dispersion are in good 
agreement with simulation. The same simulation results 
also predict a ramped beam at the output of the S-Bahn, 
indicating that this would be a suitable operating point for 
negative R56 beam compression. 

Following the installation and conditioning of the new 
Neptune photoinjector (currently in progress), coherent 
transition radiation (CTR) interferometry will be used to 
measure the final bunch length of the beam. In addition, a 
transverse mode deflecting cavity is currently being 
developed as a tool for experimental verification of beam 
shaping. This diagnostic method imposes upon the beam 
a time-dependent transverse momentum kick that is 
proportional to longitudinal position within the bunch. 
The beam's distribution in the longitudinal phase space is 
thereby deflected transversely so that it can be observed 
on a simple profile monitor [5-7]. 
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DETECTION OF WAKE FIELD USING TEST-BUNCH METHOD AT 
PHOTON FACTORY ADVANCED RING 

T. Fujita*, Hiroshima University, Higashi-Hiroshima, 739-8526, Japan 
T. Kasuga, Y. Minagawa and T. Obina, KEK, Tsukuba, 305-0801, Japan 

Abstract 
Curious phenomena which depend on the beam current 

have been appeared during injection into PF-AR. In order 
to get information on the wake field, a test-bunch method 
has been carried out: a main bunch with a large current and 
a test bunch with a smaller current are stored and wake field 
excited by the main bunch is estimated from the motion 
of the test bunch. Experimental results and an analytical 
calculation suggest that the wake field excited in rf cavities 
influence the injection rate. The wake field estimated by the 
test bunch method is compared with the calculated field and 
the motions of the stored and injected beam are discussed. 

INTRODUCTION 
PF-AR (Photon Factory Advanced Ring) is an electron 

storage ring dedicated to a Pulsed X-ray source. Electrons 
at the energy of 2.5GeV are injected in a single bunch and 
are accelerated up to 6.5GeV or S.OGeV, and synchroti-on 
radiation is delivered to users' stations. Main parameters 
of PF-AR at the energy of 2.5GeV are shown witii sym- 
bols used in this paper in Table 1. After the completion of 

Table 1: Main parameters of PF-AR 
injection energy Eo 2.5GeV 
circumference L 377m 
acceleration frequency /./ 508.58MHz 
harmonic number h 640 
revolution frequency frev 794kHz 
betati-on tune (HA'^) VHIVV 10.15/10.21 

radiation damping rate 
(transverse) ax 23/sec 

the upgrading project of PF-AR [1], several phenomena are 
observed during injection. One of them is sudden decrease 
in an injection rate. Typical change of the beam current 
and the injection rate are shown in Fig.l. The injection 
rate of ImA/sec can be achieved at a low beam current, 
but the rate decreases suddenly around the beam current of 
35mA. After a while, the injection rate recovers a Utfle bit 
but low injection rate continues up to 40mA that is a usual 
beam current in users' operation. The other phenomenon is 
an anomalous oscillation in horizontal plane observed dur- 
ing injection. We call the oscillation as a transverse saw- 
tootii instability [2]. To ease the effect of instabilities dur- 
ing injection, the injection energy was raised to 3.0GeV 

* fujita@post.kek.jp 

from 2.5GeV since Oct. 2002. Although the raise of the 
injection energy increased the maximum stored current to 
65mA, instabilities still have been appeared during injec- 
tion. These phenomena suggest that the wake field excited 
in components of the ring affects the motion of the beam. 
We have tried to detect the wake field using a test-bunch 
method. In this paper, we report the test-bunch method and 
preliminary results. We also discuss the motion of the beam 
stored in the ring and the beam injected into the ring during 
injection. 

THE TEST-BUNCH METHOD 

In the test-bunch-method, two bunches called a "main 
bunch" and a "test bunch" are injected. The bunch cur- 
rent of the test bunch is small enough compared with that 
of the main bunch. When oscillation of the main bunch is 
excited artificially, a wake field excited in the ring affects 
the motion of the test bunch. From the motion of the test 
bunch, information of the wake field can be obtained. In 
this method, it is essential that only the main bunch is ex- 
cited and the test bunch is not affected by the excitation. 

02:00:00     02:00:20     02:00:40     02:01:00     02^1:20     02:01:40     02:02:00 

Figure 1: Typical change of beam current and injection rate 
during injection. 

Selective excitation of bunch oscillation 

The excitation of the main bunch oscillation without any 
effect on the test bunch is realized by an excitation sig- 
nal modulated by a pulse train synchronized to the bunch 
revolution, however, spectrum lines are scattered in a wide 
frequency range. In the test-bunch method, we used only 
three frequency components to excite the main bunch os- 
cillation without any effect on the test bunch as mentioned 
below. 

At first, we define the bucket of the main bunch as the 
0-th bucket, and successive buckets as 1st, 2nd and so on. 

0-7803-7738-9/03/$17.00 © 2003 IEEE 3261 
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;frf/2(n=2) ;frf/4(n=4) 

-2-1012345      "6 7" 
bucket number 

Figure 2: sinusoidal signals with DC offset at the frequency 
of frf divided by an integer n 

Consider a sinusoidal signal at the frequency of frf divided 
by an integer n which is a small even factor of the harmonic 
number. When a DC offset is added to the signal as shown 
in Fig.2, and fed to the kicker a bunch at the m-th bucket is 
deflected. The deflection angle is given by 

A6ioci 
/ nc .   oJrfl       2m7r       ^ 

, sm —— cos 1-1 
I        nc n j (1) 

where / is a length of the kicker and c is a speed of 
light. Then the signal is modulated by the betatron fre- 
quency. The betatron oscillation of bunches at the (l+2m)- 
th ((2+4m)-th) bucket are not excited by the signal when 
n=2 ( n=4 ), i.e., the (n/2-Hnm)-th bunch are not excited, 
while the bunch at the 0-th bucket is excited. 

frequency 
divider 

Figure 3: Block diagram of the circuit for main bunch ex- 
citation 

Fig.3 is a block diagram of the main bunch exciter. The 
master rf signal is converted to signals with frequencies of 
frf 12, frf I A or frfl% and modulated by the betatron fre- 
quency. In order to correct frequency characteristics of 
transmission line and power amplifier and to cancel out a 
residual deflection due to a finite length of the kicker, we 
adjusted the phase and the amplitude of the lowest side- 
band of the excitation signal observing the betatron side- 
band. We obtained an isolation, which is defined as the 
amplitude ratio of test bunch oscillation to main bunch one, 
of about-40dB. 

Detection of test bunch oscillation 
We used a strip-line type beam position monitor with a 

length of 30cm to detect the oscillation of the test bunch. 
DBMs (Double Balanced Mixer) were used to separate the 
designated signal from the test bunch in mixture of the sig- 
nals from the test bunch and the main bunch. The selected 
signal is filtered by a band-pass filter with the center fre- 
quency of 250MHz, and fed to a SA (Spectrum Analyzer). 

The oscillation amplitude of each bunch was obtained from 
the bunch spectrum. 

6dB      M21     M21   fo=250MHz 

30dB 
strip-line   \^® (SHMH^^~°   ^■^• 
p.G@ -En-' ^"'^'^ 

Figure 4: Detection circuit to observe the oscillation of 
bunches separately 

EXPERIMENTAL RESULTS 

A feedback damper that suppresses horizontal/vertica] 
instabilities is indispensable for the usual operation. We 
cannot store the beam current larger than 15mA without 
the damper. We carried out test-bunch measurement at low 
beam current with the damper off in order to avoid effects 
of the damper on the test bunch. The bunch current of the 
main bunch and the test bunch was 2.0mA and 0.2mA re- 
spectively. We adjusted the amplitude of the main bunch 
oscillation to about 1.0mm adjusting the power of the exci- 
tation signal. 

10   so   120 160 200 240 280 320 360 400 440 480 520 560 600 640 
bucket duration 

Figure 5: Result of measurement for whole the ring 
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bucket duration 

Figure 6: Result of measurement for whole 20 bunches af- 
ter the main bunch 

Results of measurement are shown in Fig.5 and Fig.6. 
Abscissa and ordinates indicate the bucket nimiber of the 
test bunch and the amplitude ratio of the test bunch to 
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the main bunch, respectively. The larger value means the 
stronger wake field at the bucket of the test bunch. In Fig.5, 
the ratio for whole the ring is shown, and tends to decrease 
as a whole. In Fig.6, the ratios for 20 buckets after the main 
bunch are shown. The effect of the wake field is scattered 
about one order depending on the bucket. But, that is much 
larger than the measurement error. The frequency compo- 
nent of the wake filed is supposed to be higher than the 
sampling frequency, which is frf, therefore no periodicity 
can be extracted by aliasing. 

macro-particle with a current of 35mA, and the injected 
beam is described by 3 macro-particles with a current of 
0.08mA. Time separation between the macroparticles is set 
to be 350ps which is the acceleration period of the injector 
LINAC. The initial amplitude of the stored beam and the 
injected beam at the injection point are 4mm and 20mm 
respectively. The feedback damper is also considered with 
the damping time of about 0.2ms. We used the wake poten- 
tial obtained by MAFIA calculation as a short range wake, 
which vanishes completely after the beam rotates the ring. 

DISCUSSION 

Simple analysis of test-bunch method 
In the analysis, the motion of each bunch is described 

by a damped oscillation with an external force. A bunch 
feels two kinds of wake fields, one is a short range wake 
which vanishes in one turn, another is a long range wake 
which does not decays in one turn. We regarded the long 
range wake as a decrease in radiation damping rate. Then 
equations of motion are given by 

x" + 
\R R) ^" +    2 oc-gqm 

-x„ 

L/      it       , EQL 

X' + Q' xt + 2- ■9Qt    I       q-rnXm 
 Xt = 

w„ 

(2) 

(3) <RJ   "- • c     ""' EQL 

where x, q, g, 6 and Wn are the displacement, the 
bunch charge, the growth rate due to long range wake per 
coulomb, the deflection angle by the excitation and the 
wake potential normalized by the beam energy at a distance 
of n buckets from the main bunch to the test bunch. Sub- 
scripts m and t indicate the main bunch and the test bunch, 
respectively. Motion of bunches, after enough time that is 
longer than the radiation damping time, is harmonic. From 
Eqn.2 and Eqn.3, the amplitade ratio is written by 

xt CqmWn 
A'KEQv{a - gqt)' (4) 

When single bunch of 10mA was stored, self-induced os- 
cillation was observed without the external excitation sig- 
nal. We get g as 1.98 (1/sec/nC). From g and the test-bunch 
result, Wn is obtained for each buckets. 

We calculated wake potential by an electro-magnetic 
code MAFIA for the acceleration cavity. In PF-AR, there 
are 6 cavities called APS (Altemating Periodic Structure), 
each of which has 11 cells for acceleration and 10 cells for 
coupling. The calculated wake potential multiplied by 6 is 
consistent with that obtained from test-bunch measurement 
and simple analysis in a factor of 2. 

Numerical simulation on injection 

In order to investigate the motion of the stored beam 
and the injected beam, we performed a numerical simula- 
tion. In this simulation the stored beam is described by one 

stored beam 

Off _    "Ct,     _e'     Q..n     CB     _A'0 CLn     CO.__a ti_  - 
i*"©    OO 

'    I    "    "      "    lylll 

'e*«>WS .4 

Figure 7: Result of numerical simulation assuming a wake 
potential 

The result of the simulation is shown in Fig.7. In the 
figure, because the motions of all macro-particles of the 
injected beam are similar, the macro-particle corresponding 
to the stored beam and one macro-particle corresponding 
to the injected beam are shown. The solid line indicates 
physical aperture by the septum magnet.The injected beam 
is lost in about 200 turns. 

The stored beam oscillates in horizontal plane with beta- 
tron frequency and excites wake field. Injected beam which 
consists of a few bunches from the LINAC with large am- 
pUtude of betatron oscillation is kicked by the wake field 
and lost from the ring aperture. The behavior of the in- 
jection beam depends on the initial condition of the stored 
beam. 

SUMMARY 

In this paper, we reported the test-bunch method. De- 
vices to excite the main bunch and to observe the test bunch 
were worked with a good isolation. Wake field detected by 
the method indicated that about 20 buckets after the main 
bunch are affected by the wake field. From the numerical 
simulation, it was found that the injected beam could be 
lost by the wake field excited by the stored beam. 
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BUNCH TRANSVERSE EMITTANCE INCREASES IN 
ELECTRON STORAGE RINGS 

J. Gao, Laboratoire de L'Accelerateur Lineaire, B.P. 34,91898, Orsay cedex, France 
Abstract. 

In this paper a theoretical framework to estimate the 
bunch transverse emittance grow up in electron storage 
rings due to short range transverse wakefield of the ma- 
chine is established. The new equilibrium emittance equa- 
tions are derived and applied to explain the experimentally 
obtained results in ATF damping ring. 

INTRODUCTION 

Required by the future e+e" linear colliders, damping 
rings are needed to provide the main linacs with extremely 
small transverse emittance beams. In an electron storage 
ring, it is observed that with the increasing bunch current 
not only a bunch suffers from bunch lengthening, increase 
in energy spread, but also transverse emittance growth. The 
usual explanation to the transverse emittance grow up is 
based on the intrabeam scattering theory [I][2][3] which 
has its origin from H. Brack's idea [4]. Comparison of the 
emittance grow up between experimental results and those 
from intrabeam scattering theory shows, however, that in 
the vertical plane the agreement is not satisfactory [5][6]. 
In this paper we will draw attention to another importmt 
physical cause for the transverse emittance grow up in ad- 
dition to the intrabeam scattering, i.e. the short range trans- 
verse wakefield of the machine. 

EQUATION OF TRANSVERSE MOTION 

The differential equation of the transverse motion of a 
bunch with zero transverse dimension is expressed as 

cPyjs, z)       2 dy{s,z) + 
TyC ds 

+ k{s,zfy{s,z) 

= 5-? N e^-^eWi.,j,(s, z)Y{s, z) (1) 

where y{s, z) is the particle's transverse deviation from the 
closed orbit, s is the longitudinal coordinate of the particle 
located at the center of a bunch, z denotes a particle's longi- 
tudinal position inside the bunch with respect to the bunch 
center, k{s,z) describes the linear lattice focusing strength, 
W^,y{s,z) = !^p{z')Wx,y{^,z' -z)dz', Wx,y{s,z) is 
the point charge wakefield, the bunch line charge density 
p{z) is normalized as /f^ p{z')dz' = 1, c is the velocity 
of light, Ty is the synchrotron radiation damping time in 
transverse y direction, mo is the rest mass of the electron, e 
is the electron charge, and F(s, z) is the deviation between 
particles and the geometric center of vacuum chamber. Due 
to synchrotron radiation effect, one can treat the particles in 
a bunch on the same footing by multiplying p{z) on both 

sides of eq: 1 and make the integration from -oo to oo over 
z. Consequently, one gets 

+ T^+kisfyis) (2) 

= ii{iz 

where   T      =      -^,    A      =      «°^efc_L,v(^z)yW 

Is    is    the    circumference    of   the    storage    ring, 

, p(z)W±^y{s, z) dz \ ds,   and 

^^ e "z. Y{s) is a random variable due 
to vacuum chamber misalignment error and close orbit 
distortion with < Y{s) >= 0 (< > denotes the average 
over s). Eq. 2 can be regarded as Langevin equation which 
governs the Brownian motion of a molecule. 

To make an analogy between the movement of the trans- 
verse motion of an electron and that of a molecule, we de- 
fine P = ^''^;f„X^'"^''' and regard Y{s)P as the particle's 
"velocity" random increment (A||) over the distance Ig. 
We assume that the random variable Y{s) follows Gaus- 
sian distribution: 

f{Y{s)) 
V^i TTCY 

■exp 
(   Yisf\ 
V 24; (3) 

and the velocity (w) distribution of the molecule follows 
Maxwellian distribution: 

^^") = vS^'p (" 2kf) (4) 

where m is the molecule's mass, k is the Boltzmann con- 
stant, and T is the absolute temperature. The fact that the 
molecule's velocity follows MaxweUian distribution per- 
mits us to get the distribution fiinction for Als [7]: 

cj>iAls) = 
^/A-Kql, 

:exp 
/_A^\ 

where 

m 

By comparing eq. 5 with eq. 3, one gets: 

Aql, 

or 

2(A^ = 

kT 

p2 

lp2 

2Lr 

(5) 

(6) 

(7) 

(8) 

Till now one can use all the analytical solutions concerning 
the random motion of a molecule governed by eq. 2 by a 
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simple substitution described in eq. 8. Under the condition, 
fc^(s) » X (adiabatic condition), one gets [7]: 

or 

<r >= kT 
V'     mfc2(s)j ■ + [y'o 

^w^y 
a^Ty < Pyjs) > (e^N^kx,y{(T^) 

mk'^{s) 

f cos(fcis) + — sin(A;is) J   exp(-rs) 

4Tok^{s) \ 

4To moc^'y 
(17) 

77100^7 

< 

2 _    '^Y'^V    fe^Nek±,y{a^)\' 
^°     4ToA;2(s) \,      moc27      J 

X ( cos(fcis) + — sin(fcis) j   exp(-rs)       (9) 

,2        kT   k(s) / 2        fcr   \   . 2.,    ^       , 

where < py{s) > is the average beta function of the ma- 
chine in y plane. Before going on further, we have to re- 
mind the reader that at the beginning of this section it is 
assumed that the bunch has zero transverse dimension (the 
bunch is represented as a soft line), in reality, however, a 
bunch has finite transverse dimension. A particle inside the 
bunch can move like a molecule in a gas due to quantum 
effect of synchrotron radiation. In electron storage rings, 
the "banana" shape of the bunch cannot be sustained due 
to "mixing", quite different from what happens in a Unac 
and a hadron storage ring where there is no, or little, syn- 
chrotron radiations. Mathematically to take this fact into 
account, one can rewrite eq. 17 as follows 

4ToA;2(s) l^      moc27      ) 

f'i^) f..2        (^yTy    (e^N^ky{a:,W\ 
^  k{  \^°       4rofc2(s)  \      TOoc27 

X sin^(fcis) exp(—rs) (10) 

< 2/2/' >= 
k{sf 

kT 
m.k{sy 

-Vo j f cos(fcis) + — sin(fcis) j exp(-rs) 

_ kjsf (   a\Ty    /e2iVefcx,v(a.)y      ^ 
fci    \^nk\s) \      m^c^^      J      y°) 

X f cos(fcis) + — sin(feis) j exp(-rs) (11) 

where fci = y fc(s)2 - ip. The asymptotical values for 

< 2/^ >, < 2/'^ >, and < yy' > as s -* oo are easily 
obtained: 

2 

< 2/^ >= 
mk^{s)      4ToA;2(s) 

< 

\      moc27      J 
( 

y" >= k'(s) < 2/^ >= ^ (e^mkx  {a,)\ 
4To   \     moc27     J 

(12) 
2 

(13) 
<2/2/'>=0 (14) 

Inserting eqs.   12, 13, and 14 into the definitions of the 
r.m.s. emittance shown in eq. 15: 

e^,y = {<y'><y''>-<yy'>'f^ 
one gets 

o-yTy   fe^N^k±,y{(7^)\ 
■ 4rofc(s) I,      moc27,    J 

(15) 

(16) 
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_ a^Ty < py{s) > fe'^Nekx,y{az) 
mniy V      moc27      J 

(18) 

where TZe,y = etotai,y/eo,y< ^totai,v is the final emittance 
at a given bunch population iVe, to^y is the emittance zero 
current, and the cubic functional dependence on Tle,^ can 
be regarded as an Ansatz. Finally, we find the expression 
for the emittance of a bunch corresponding to a given bunch 
population 

^total,y ^^ Co,y ~r ^w,y 

■ 60,1/ "I" 
a^Ty < pyjs) > f^NJc±J^ 

4To 
(19) 

If we distinguish now the horizontal plane denoted by the 
subscript x and the vertical plane denoted by the subscript 
y, one gets the two emittance equations 

f^e.x ' 
€0,x 

(20) 

'^e,y — 
^0,y 

_ .  . '^Y'Ty < I3yis) > fe'^N^k_L,y{azo)y 
AToeo,yTlly     \    moc^jTlf    J        ^^'^ 

where a^o is the bunch length of zero current, 7?.^ = 
o'z/o'zo. and 0 = 0.7, which corresponds to SPEAR scal- 
ing for transverse loss factor [8]. Since TZ^ is also a func- 
tion of JVe, it is obvious that one can start to solve eqs. 20 
and 21 only when TZ^ (Ng) has been solved from the bunch 
lengthening equation [9]. 
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APPLICATION TO THE ANALYSIS OF 
ATF DAMPING RING EXPERIEMTAL 

RESULTS 

ATF damping ring is a machine dedicated for the feasi- 
bility studies of future e+e~ linear colliders [10]. In this 
section, by applying our theory established above and ne- 
glecting intrabeam scattering effects, we try to explain the 
ATF damping ring experimental results [6] with the follow- 
ing machine parameters: EQ = 1.3 GeV, < P^ >= 4.2 
m, < Py >= 4.6 m, r^ = 18.2 ms, Ty = 29.2 ms, 
exo = l.lxlQ-^ mrad, e^o = 5.8xl0~" mrad, and the in- 
formation about the bunch lengthening with respect to Ne 
can be obtained either from experimental results [11][12] 
or from analytical results [9]. Assuming k_i,x{crzo) = 
k±,y{(Tzo)=i020 V/pC/m, for ax = 0.42 mm and ay = 
0.163 mm, by using eqs. 20 and 21 one fits the experimen- 
tally measured emittance grow ups vs the bunch popula- 
tion as illustrated in Figs. 1 and 2, where the experimen- 
tal results correspond to the values denoted in ref. [6] as 
"Wire scanner 2001/2/8". It is seen clearly that both the 
horizontal and vertical emittances' functional dependences 
on the bunch population fit well with the experimental re- 
sults. We stress that a^y = <^l,y,chamber + <^x,y,co. where 
<^x,y,chambeT are the vacuum chamber misalignment errors 
and cTx^y^co are the closed orbit distortion errors. It is ob- 
vious that to avoid excessive emittance grow ups, both the 
closed orbit distortions and the vacuum chamber misalign- 
ment errors should be under careful controlls with the same 
rigour. 

To check further the validity of this theory one has. to 
do more experiments by varying ax,Y and to have more 
accurate values for kx,xWza) and k±^y{azo). 

ATF Damping Ring 

ATF Damping Ring 

4 6 
Bunch Population (10^9) 

Figure 1: Horizontal emittance vs bunch population. The 
dots and solid line correspond to the experimental and the- 
oretical values, respectively. 

2 4 6 8 
Bunch Population (10^9) 

Figure 2: Vertical emittance vs bunch population. The dots 
and solid line correspond to the experimental and theoreti- 
cal values, respectively. 

CONCLUSION 

In this paper we have established a theoretical frame- 
work to explain the bunch transverse emittance growth vs 
the bunch population in an electron storage ring. The new 
equilibrium emittance equations are given and applied to 
explain the experimental results from the ATF damping 
ring. More quantitative "works need to be done in the fu- 
ture. 
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ANALYTICAL ESTIMATION OF DYNAMIC APERTURES LIMITED BY 
THE WIGGLERS IN STORAGE RINGS 

J. Gao, Laboratoire de L'Accel6rateur Lineaire, B.P. 34, 91898, Orsay cedex, France 

Abstract 

By applying the general dynamic aperture formulae for 
the multipoles in a storage ring developed in ref. [1] (J. 
Gao, Nucl. Instr. and Methods A451 (2000), p. 545), in 
this paper, we give the analytical formulae for the dynamic 
apertures limited by the wigglers in storage rings. 

INTRODUCTION 
Wigller as an insertion device finds many appUcations in 

damping rings [2], synchrotron radiation faciUties [3] [4], 
and storage ring colliders [5]. Intrinsically, as a nonlinear 
device, together with the perturbations to the linear optics 
it brings additional limitations to the general performance 
of the machines, such as reducing dynamic apertures. In 
this paper, we will estimate in an analytical way the dy- 
namic apertures limited by wigglers. Firstly, in section 2, 
we make a brief review of the beam dynamics inside a wig- 
gler, and secondly, in sections 3 a wiggler is inserted into 
a storage ring as a perturbation. By applying the general 
dynamic aperture formulae of multipoles in a storage ring 
developed in ref. [1], in section 4 we derived analytical for- 
mulae of the wiggler hmited dynamic aperture. Finally, in 
section 5 some numerical examples will be given. 

PARTICLE'S MOTION INSIDE A 
WIGGLER 

Considering a wiggler of sinusoidal magnetic field vari- 
ation, one can express the wiggler's magnetic fields, which 
satisfies Maxwell equations, as follows: 

k 
Bx = 7^5osinh(fcxa;)sinh(fcyj/)cos(fcs)        (1) 

B. 

By = Bo cosh(fcj;a;) cosh{kyy)cos{ks) (2) 

k 
z = —T-BQ cosh(fcxa;) sinh(fcj,2/) sin(A;s)      (3) 

with 

kx '''' ky — k  — I 
^w J 

(4) 

where So is the peak sinusoidal wiggler magnetic field, A^, 
is the period length of the wiggler, and x, y, s represent 
horizontal, vertical, and beam moving directions, respec- 
tively. 

The Hamiltonian describing particle's motion can be 
written as [3]: 

■'^w = 2 {PI + (Px - Ax sm{ks)f + {j)y-Ay sm{ks)f) 

(5) 

where 

Ax = —- cash.{kxx) coshrfcuv) (6) 

(7) 
A   _    ^x smh.{kxx) smh.{kyy) 

Ky Pw*^ 

and pw is the radius of curvature of the wiggler peak mag- 
netic field Bo, and p^ = Eo/ecBo with Eo being the elec- 
tron energy. After making a canonical transformation to 
betatron variables, averaging the Hamiltonian over one pe- 
riod of wiggler, and expanding the hyperboUc functions to 
the fourth order in x and y, one gets: 

-^^^ {Pxiklx'' + ky) - 2klpyxy)        (8) 

After averaging the motion over one wiggler period, one 
obtains the differential equations for particle's transverse 
motions [6]: 

fx kl    ( 
2k'pl V 

X + -klx^ + k'^xy^ 
) 

ds^      ' 2fc2p: 
L(„,^,y,S!..„) 

(9) 

(10) 

Considering the wigglers are buih with plane poles, one has 
kx = 0. 

WIGGLER AS AN INSERTION DEVICE IN 
A STORAGE RING 

Now we insert a "wiggler" of only one period (or one 
cell) into a storage ring located at s^. The total Hamilto- 
nian of the ring in the vertical plane can be expressed as 
follows: 

1 Jt2 oo 

^ = Ho + ^y' + j^y'K J2 ^(' - '^)   (") 
t=—oo 

where Ho is the Hamiltonian without the inserted wiggler, 
L is the circumference of the ring, and fcy = fc. It is obvious 
that the perturbation is a delta function octupole. 

Now, let's recall some useful results obtained in ref. [1] 
where we have studied analytically the one dimensional dy- 
namic aperture of a storage ring described by the following 
Hamiltonian: 

n = ^^mx^ + ^m^.^L±sis-kL) 
SWp dx^ 

k=—oo 
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+ ..1    A'x^L £  S{s-kL) + . 
fc=—OO 

'AlBp dx^ (12) 

where 

B^ = So(l + xhi +x% + x% + ■ ■ ■+x"'-'^bm-i + ■■■) 
(13) 

The dynamic aperture corresponding to each multipole is 
given as: 

,  f 1 \ 2(m-2) 
Adyna,2mAs) = \/Wx{s)     —^—. r 

\m/3^[S2m)J 

l/(m-2) 

(14) 

where S2m is the location of the 2mth multipole, 0x{s) is 
the beta function in x plane, and x here stands for either 
horizontal or vertical plane. 

Comparing eq.  11 with eq.  12, by analogy, one finds 
easily that: 

and the dynamic aperture limited by this one period "wig- 
gler": 

Ai^s) = f 3pl \ 
\ky\y, J 

1/2 

(16) 

where (3y{s) is the unperturbed beta function. In fact, a 
wiggler is an insertion device which is composed of a large 
number of cells, say, Ny,, and the wiggler length Ly, = 
NwXy;. Now, the first question which follows is what the 
combined effect of these iV„ cells will be. According to 
ref. [1], one has: 

(17) 
where the index i indicates different cell. When JV„ is a 
large number, Eq. 17 can be simplified as: 

1 ky 

■I 
•s„(,+t„/2 

where s^^ correspond to the center of the wiggler. If the 
variation of the unperturbed beta function inside the wig- 
gler is approximated as linear, one gets 

A^      Cs)--?   /^i/(^)(/^i/,2 - 0y,l)      Pw ,,„, 
^N^,y{s) - ^\l -03 S3 1—7^=       (19) 

n/.2    ^y,i      ky^/L^ 

where py^i and ^^,2 correspond to the beta function values 
at the two extremities of the wiggler. As is well known, the 
inserted wiggler perturbs linear optics also, such as tune 
shifts and beta functions. In our specific case [7], we have 
Ai/x = 0, A/3^ = 0, and 

A ^   i-'wPav,y 
(20) 

Py 
LwPav,y C0s(2t/y(7r - |0 - <l>w\)) 

ipl sin(27ri/y) 
(21) 

or 

\ Py )r 
|27rAi/j,/sin(27n/j,)| (22) 

where Pav,y is the averaged beta function within the wig- 
gler. The fact that the tune shift and the beta function insite 
the wiggler vary in a complex way makes us assimie that 
the octupole Uke cells of the wiggler are independent from. 
one to another, and permits us to arrive at the expression in 
eq. 17. 

The second question which follows is how about the total 
dynamic aperture of the storage ring including many wig- 
glers and other nonlinear components. Assuming that the 
dynamic aperture of the ring without the wigglers' effects 
is Ay and that there are M wigglers to be inserted inside the 
ring at different places, one has the total dynamic aperture 
expressed as: 

Atotal,y{s) = 

\/A;W + Sj=l A~ 
(23) 

w 
where Aj^^j^y denotes the dynamic aperture limited by the 
jth wiggler. 

NUMERICAL EXAMPLE 

Now we take TESLA damping ring for example with 
permanent magnet wigglers [2], where one has EQ = 
5GeV, Bo = 1.68T, A„ = 0.4m, N^, = 12, ,9j,,i = 9m, 
/3y,2 = 15m, and total wiggler number M = 45. Without 
considering the dynamic aperture limited by other nonlin- 
ear components, by applying eqs. 19 and 23, one finds that 
Atotai,y{swg) = 21mm. Recalling the gap of the wiggler 
[2], g = 25mm. It should be noted that eqs. 19 and 23 cor- 
respond to ideal wigglers. If the octupole components of 
a real wiggler is measured to be a factor of "g" larger than 
that of the ideal wiggler, the values of the dynamic aper- 
tures of real wigglers should be those evaluated by eqs. 19 
and 23 divided by ^. 

CONCLUSION 

In this paper we have developed the analytical dynamic 
aperture formulae limited by wigglers in storage rings, 
which are very efficient and powerful in designing and op- 
erating damping rings and synchrotron radiation facilities. 
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Abstract 
The SAGA Synchrotron Light Source is a compact 

third generation synchrotron light soxirce with a 1.4GeV 
electron storage ring, and being constructed in Tosu City, 
Saga prefecture Japan. A distributed dispersion system, 
the dispersion function is non-zero in long straight section, 
is adopted for the lattice design to make the ring to be 
compact. At the typical working point (5.796, 1.825) the 
emittance without insertions is 25nm-rad and the beam 
size at the middle of the long straight section is about 0.58 
mm in horizontal and 0.13mm in vertical (10% coupling 
is assumed). One of merits of distributed dispersion 
system is reduction of sextupole strength required for 
chromaticity correction. Consequently, a large dynamic 
aperture can be obtained. We have performed beam 
dynamics smdies by using TRACY2 to estimate tolerable 
magnetic errors and magnetic misalignments and found 
that the designed lattice has an enough dynamical 
aperture to operate the ring. 

INTRODUCTION 
SAGA Synchrotron Light Source is the middle-scale 

light source with 262MeV linac and 1.4GeV storage ring 
[1]. The construction started from the fall of 2001. We 
will start the commissioning in October 2004. Active X 
CA based control system will be appUed from the 
commissioning phase [2]. The light source will be opened 
March 2005. Since the budget and space is tightly 
restricted, it is reasonable to design the ring with existing 
accelerator technologies. 

The lattice was designed to satisfy the maximum 
number of user requirements. The nimiber of beamline is 
more than twenty. A high brightaess and wide range of 
wavelength (from infrared [3] to hard X-ray [4]) of the 
synchrotron light is required. So, the energy of the stored 
electron beam and circumstance of the electron storage 
ring was chosen as 1.4GeV and 75m respectively. We 
adopted eight symmetries to the electron storage ring to 
install more than twenty beamlines. Each cell has two 
bending magnet (DB). Among eight long straight sections, 
two sections are used for the injection and RF cavity, and 
six sections are used for insertion devices. In order to 
make a high brightness synchrotron Kght, we first 
examined the Chasman-Green (DBA) type lattice. 
Optimizing the arrangement of the magnets and strengths 
of quadrupoles, we found a working point of which 

natural emittance was lower than 3 Onm-rad. However, we 
also found that the natural chromaticity was large and the 
small dispersion in the chromaticity correction section at 
that working point. Furthermore the interference with 
sextupole magnet and beamline was problem. Therefore, 
a distributed dispersion system, the dispersion fimction is 
non-zero in insertion device section, was examined, 
because several distributed dispersion type machines have 
been designed and operated with low chromaticities and 
low emittances [5]. 

In this paper, we will describe the design of the 
distributed dispersion lattice for SAGA-SL and the beam 
dynamics studies on it. 

LATTICE DESIGN 
The design of the distributed dispersion lattice has been 

done as following procedure: At first, we roughly defined 
the physical sizes of magnet (bending, quadrupole and 
sextupole). The number of magnet was determined to that 
two family quadrupole for the tune control and 1 family 
quadrupole for dispersion control just as Chasman-Green 
lattice. Two family sextupole were also employed for the 
chromaticity correction. The next step, we arranged them 
to keep the length of the long straight section as long as 
possible. Then, a linear optics calculation was performed 
to evaluate the machine function. To optimise the 
machine fimction, above procedure was iteratively 
repeated and we obtained acceptable arrangement. After 
that, the magnets were designed to generate an enough 
magnetic field with proper accuracies. Then, a fine tune 
of the magnet arrangement and the linear and non-linear 
calculations were performed. TRACY2 [6] was used for 
these calculations. Figure 1 shows the lattice structure of 
the half cell and the machine parameters at a typical 
working point are listed in Table 1. It is noted that the 
horizontal and the vertical beta functions of below 20 m 
are achieved. However, the dispersion function reaches to 
be 0.6 m at the long straight section. This will cause the 
emittance growth from the insertion devices. Preliminaly 
calculations show that the 7.5 T superconducting wiggler 
enlarge the emittance to 47nm-rad, which is still small 
enough for the SAGA users. 

The dynamical aperture with the bare lattice is shown 
in Figure 2 and one can see that the dynamical aperture is 
quite large for the distributed dispersion lattice. It could 
be emphasized that the natural emittance is 25.1nm-rad 

iwasaki@saga-ls.jp 
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Table 1: Machine parameters and magnets strengths 
*10% coupling was assumed 

EnerKyfGeVl 1.4 

Circuraference[m] 75.6 

Supeiperiod 8 

Bending Radius[m] 3.2 

Betatron Tvmes[v„Vy] 5.796,1.825 

Synchrotron Tune 0.0093 

Momentum Compaction 0.0134 

Energy Spread 6.7X10-^ 

Longitudinal Damping Time[ms] 3.346 

Horizontal Damping Time[ms] 6.563 

Vertical Damping Time[ms] 6.649 

Natural Chromatisity[5„5y] -6.54, -9.64 

Natural Emittance[iun-rad] 25.1 

Horizontal Beam size[mm] 0.58 

Vertical Beam size[mm]* 0.13 

QF[T/m] 25.1 

QD[T/m] -24.4 

QFA[T/m] 18.4 

SF[T/m^] 80.5 

SD[T/m^] -115 

4 6 8 10 
Distance [m] 

 ii[Hg-l     haH     hSpoi— 

Figure 1: Machine functions and magnets arrangement. 

Xfmn] 

Figure 2: Dynamical aperture of the bare lattice. 

We also calculated the beam lifetime using ZAP [7]. 
The required lifetime is 5 hours with 300mA stored 
current. The lifetime at the working point is dominated by 
Touschek half-life and IShours lifetime was obtained at 
SOOkVRF voltage. 

MISALIGNMENT AND MULTIPOLES 
The designed lattice satisfies several demands on the 

SAGA-LS. However, the effect of misalignment of the 
magnets should be evaluated, because we will use the 
usual alignment technique. The maximum transverse tilt 
of the bends of 0.2mrad and the maximum transverse shift 
of each quadrupoles of 0.2mm were achieved without 
special alignment technique. Moreover, magnetic field 
imperfection, dipole strength error of 2x10"^, quadnipole 
error of 1x10"^ and sextupole strength error of 3xl0■^ 
should be taken into accoimt for the COD evaliiation. 
TRACY2 was used for the evaluation of the COD. The 
optimum steering position was also investigated for the 
COD correction at the same time. Figure 3 shows the 
COD distribution calculated by TRACY2. We can see the 
maximum 4 mm in horizontal and 10 mm in vertical 
CODs. Using the 40 steering magnets, 32 combined 
steerings in the sextupoles and 8 normal steerings, the 
COD can be suppressed less than 10|j,m both in horizontal 
and vertical. At the COD correction, maximum Imm-rad 
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Figure 3: Horizontal and vertical COD distribution. 
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kick angle was assumed. Figure 4 shows the dynamical 
aperture after the COD correction. The dynamic aperture 
is clearly recovered with the COD correction. 

25 r 

25 

20 • 

^ 15 

>- 10 

— After COD coirecfion 
— Before COD correction 

20 40 0 

X[rmi] 

Figure 4:Dynamical aperture before COD correction and 
after COD corrections. 

Under the realistic condition, the multipole effect will 
be shrink the dynamical aperture. We can define K-th 
multipole component P„ as the coefficient of Talyor 
expantion for the field on the mid-plane. The vertical 
components of the multipole field On can also be 
expressed in the cylindrical coordinate. The relation 
between them is express as P„ = ajf, where r is the 
distance fi-om the central orbit. By using cylindrical 
coordinate, the condition to the multipole can be 
expressed simply and convenient to compare to the 
experimental data. Table 4 illustrates the multipole 
conditions for (X„. 

BEND (V«i)<2X10"' 

QUAD C!;,/Qr;<lX10-' 

SEXTU OrJUi < 3 X IQ-' 

Table 4:Multipole conditions expressed in the ratio to the 
main component. 

We examined the multipole effect to the dynamic 
aperture by using TRACY2. Figure 5 shows the result of 
the calculation with the multipole conditions illustrated in 
the table 4. It is clear that the distortion of the dynamic 
aperture is appeared in the horizontal axis. However, the 
survived dynamical aperture it is still large enough for the 
ring operation. The required magnetic construction 
accuracy is achievable with a standard magnet 
manufacturing technique. Therefore, we can conclude that 
the designed lattice has an enough multipole tolerance for 
the operation. 

Figures :Dynamical 
multipoles 

including     systematic 

CONCLUSION 
We have designed the lattice of SAGA Synchrotron 

Light Source electron storage ring. A distributed 
dispersion system is adopted to make the ring be compact. 
Optimising the magnet arrangement and searching 
working point, the natural emittance is obtained to be 25 
nm-rad with a bare lattice. We found that the dynamic 
aperture is still large with achievable misalignments and 
multipole components. 

Since a 7.5T superconducting wiggler will be installed 
in near future, preliminary calculations have been 
performed to evaluate the effect of the wiggler. The result 
shows the emittance grows up to 47nm-rad and it is small 
enough for user requirements in this facility. The 
dynamical aperture is also recovered by a tune correction 
which is executed by quadrupoles located both end of the 
wiggler. 

The authors would like to thank Y. Oku and M. Kuroda 
(Kawasaki Heavy Industries co. Ltd.,) for tiieir helpful 
comments on this work. 
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LINEAR AND NONLINEAR OPTICS STUDIES IN THE 
ANKA STORAGE RING 
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Abstract 

The ANKA electron storage ring operates in the energy 
range from 0.5 to 2.5 GeV. In order to improve machine 
performance a precise modelling of linear and nonlinear 
optics is mandatory. At the maximum energy, the dipole 
magnets show multipolar components due to saturation ef- 
fects. A new optics model should take higher order fields of 
the installed magnets into account. In the framework of the 
model upgrade, extensive optics studies have been done, in- 
cluding a study of the beta function beating and a measure- 
ment of higher order chromaticity. Furthenriore an energy 
calibration of the storage ring was done. 

INTRODUCTION 

ANKA is an electron storage ring for synchrotron radiation 
located at Forschungszentrum Karlsruhe, Germany (see for 
example [1]). It is operated in the energy range from 0.5 
(injection) to 2.5 GeV (user operation). For a better un- 
derstanding of the machine the linear and nonlinear op- 
tics model was revised. Information about the linear op- 
tics can be extracted from "classical" measurements of the 
(S-function and from measurements of the orbit response 
matrix. At top energy the dipole magnets are close to satu- 
ration which causes nonlinear field components that should 
be accounted for in a model. Field maps of the higher or- 
ders do not exist for the exact beam energy, only for slightly 
lower excitation currents where the saturation is already 
7% [2]. Beam based measurements must therefore be used 
to extract the effective multipolar fields acting on the beam. 

/3-FUNCTIONS, GRADIENTS AND THE 
ORBIT RESPONSE MATRIX 

Optics Determination from the Response Matrix 
The measured orbit response matrix (ORM), reflecting the 
change in orbit at beam position monitors (BPMs) with 
changes in the excitation of orbit corrector dipoles, contains 
a multitude of precise data points imprinted with the focus- 
ing structure of the storage ring. The LOCO program [3] 
provides an elegant way to extract information about the 
linear optics of the storage ring from the ORM. 
Among the fit parameters in LOCO is the strength of the in- 
dividual corrector kick. The individual strength for all hor- 
izontal and vertical corrector magnets resulting from the 
ORM analysis are shown in Fig. 1 for the same setting 
of the excitation current. Because of (geometrical) interfer- 
ences with the ANKA storage ring vacuum chamber, eight 

0.2 

0.1S 

0.1 

o horizontal correctors 

• vertical correctors 

s /m 

Figure 1: Strength of horizontal and vertical orbit cor- 
rector magnets for the individual coirectors at the same 
excitation current. The alternating strength of the vertical 
correctors is clearly visible. 

of the 16 vertical orbit correctors have a different layout. 
This results in a loss of about 10% of the steering capabil- 
ity for every second corrector. As can be seen in Fig. 1 this 
alternating structure is nicely reproduced by LOCO. Also 
the results showed slightly larger kicks for a given excita- 
tion than previously assumed. A new corrector calibration 
based on recent field measurements and the inclusion of 
fringe fields in the corrector dipoles explain this effect (see 
listing of average corrector kicks in Tab. 1). Including the 
new corrector calibration in the ANKA control system has 
improved the speed of convergence of the orbit correction. 
The normalised quadrupole gradients averaged within each 
of the five famiUes found by LOCO are displayed in Fig. 2. 
The error bar is a measure for the scatter of the individ- 
ual gradients within a family. The gradients derived from 
magnetic measurements under the assumption of the nom- 
inal beam energy of 2.500 GeV and for a lower energy 
(2.477 GeV) are also shown. With respect to the nominal 
energy gradients, the values extracted from the ORM are 
systematically increased by about 1 %. This could be ex- 
plained if the true beam energy was about 1 % lower than 
its nominal value: The gradients from magnetic measure- 

corrector old new meas. 
horizontal 0.19 0.26 0.28 

vertical 0.21 0.25 0.25 

Table 1: Average corrector kicks for a given excitation 
current for old calibration, new calibration with inclusion 
of fringe field in the field integral and the effective kicks 
found by LOCO. All corrector kicks are given in mrad. 
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from magnet current assuming 2.500 GeV 

from magnet current assuming 2.477 GeV 

from LOCO 

0 1 2 3 4 S 6 

quadrupole family 
Figure 2: Normalised quadrupole gradients for the 
five families. Gradients derived from magnetic measure- 
ments are shown for a beam energy of 2.500 GeV, for 
the (true) beam energy of 2.477 GeV as well as those 
obtained with the LOCO program [3]. For the latter, the 
error bar is a measure for the scatter of the individual 
gradients within a family. 

ments for the lower energy show a much better agreement 
with the ORM results. To verify this deviation in beam en- 
ergy an energy calibration was done using resonant depo- 
larisation (RDP) [4]. As a measure for polarisation change, 
the Touschek loss rate dependence on electron beam polar- 
isation was used [5,6]. For RDP, the beam energy is deter- 
mined by slowly varying the frequency of the depolariser 
field with time over a given frequency range. If a depolari- 
sation occurs during such a scan, the loss rate will inaease 
suddenly and the beam energy can be determined from the 
corresponding frequency. The true beam energy could be 
confirmed to be (2.4774 ± 0.0001) GeV which is in good 
agreement with the findings from LOCO. 
Figure 3 shows an example for depolarisation scans at dif- 
ferent RF frequencies (and therefore energies). Using 

Oc   =    - 
/RF-/R' 

where /RF is the RF frequency, E the beam energy and 
the index c stands for energy and frequency at the central 
orbit, allows to extract an estimate for the momentum com- 
paction factor Qc from the measurements at different RF 

tRF^ 499.6654 MHz 

1000 1500 
time / s 

Figure 3: Loss monitor counting rate during two scans 
of the depolariser frequency at different RF frequencies. 
The shift in depolarising frequency and therefore in en- 
ergy is clearly visible 

frequencies: Oc = (7.1 ± 0.1) • IQ-^ . The quoted uncer- 
tainty is based on a frequency uncertainty of 10 Hz. This 
value is in good agreement with the theoretical value ob- 
tained from the MAD program [7] with the LOCO derived 
linear optics model of 7.2 • 10~^. 

Measurement of the P-Function 
The /^-function is measured by detecting the shift of the be- 
tatron tune, AQx,y, resulting from a change in the strength 
of an individual quadrupole magnet, Afc. Alternatively to 
this local measurement, the ^-function can also be derived 
from the change in the strength of an entire quadrupole 
family (global measurement). Far from half integer and 
integer resonances and for small changes in tune, the /3- 
function can be estimated from the well known relation 

Px,y » ±ATTAQx^y/Ak 

Figure 4 shows the horizontal and vertical /3-function as a 
function of longitudinal coordinate in one sector. The sym- 
bols show local and global measurements, the curves rep- 
resent the optics model. Global and local measurements are 
in reasonable agreement. Residual differences between the 
measurements and the theoretical model could arise from 
small tune shifts caused by not fully compensated changes 
in the closed orbit: if the change in quadrupole strength al- 
ters the orbit in sextupole magnets, a change in tune results. 

' , ... j 1 1 1 1 r-p-r 1 . i-i'-T-"'  1 ' ' 
0 global, hor. • global, ver. , 

;     ▼ local, hor. A local, ver.        ■ ■ 

?0 . \ ; ■ r~—~— ;— 
-^i /! 

I'y 1 \                   :\ .- 
i li T 

10 . \               ■ :^ 1 
\ 

S - 
• * 

( \ W}" i \M -j 
• 

\^V\/ \y vvy 
0 =j_ 1.... 1.., .1 . .   .  .   1   .   .  . 1   .  ,- 

s /m 
Figure 4: Horizontal and vertical /3-fiinction as a func- 
tion of longitudinal coordinate in sector 3. The symbols 
show local (gradient variation of individual quadrupole) 
and global (gradient variation of quadrupole family) 
measurements. The curves represent the optics model de- 
rived from LOCO [3]. 

CHROMATICITY MEASUREMENTS AND 
MODELLING 

To gain information about nonlinear magnetic field com- 
ponents, the horizontal and vertical tunes are measured as 
a function of a momentum deviation produced by appropri- 
ate changes in the RF frequency. A parabolic fit yields the 
effective linear and nonlinear chromaticities according to 

^x,y — ^; Ox,y MT) + 
:^"..(^^ ; 

3274 



Proceedings of the 2003 Particle Accelerator Conference 

Figures 5 and 6 show examples of such measurements for 
different sextupole currents. The solid curves are fits of 
the previously mentioned parameterisation to the measure- 
ments. It is easily visible that a modelling up to the second 
order is sufficient to describe the data. As a first approach 
the strengths of the existing sextupole magnets are fitted to 
reproduce the measured parameters. For this the STATIC 
command of the MAD program [7] is used. The results of 
these fits can be seen as dashed curves in Fig. 5. Obviously 
the behaviour cannot be understood from sextupolar fields 
only. The measurements seem to suggest the presence of 
octupolar fields. Those octupolar components could for ex- 
ample be generated by a decapole component in the bend- 
ing dipole field with an offset. To test the assumption of 
the presence of octupoles, virtual nonlinear elements were 
inserted in the machine model in the form of thin multi- 
poles at entry and exit of each dipole magnet. The strength 
of those vktual octupoles was than adapted to fit the mea- 
sured data. The results are displayed as dash-dotted curves 
in Fig. 5 which fit the measurements nicely. The virtual 
octupoles at both ends of a dipole were found to be of ap- 
proximately equal size and opposite sign. 
For a change in sextupole strength (Figures 5 and 6) the first 
order chromaticity is changed whereas the second order 
chromaticity stays almost the same. This is a further con- 
firmation of the presence of higher order nonlinear compo- 
nents. 

SUMMARY 

Detailed studies have shown that at the highest magnet cur- 
rents the beam energy is lower by about 1% than expected. 
This was diagnosed indirectly by extracting the normalised 
quadrupole gradient using LOCO to analyse measurements 
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Figure 5: Tune as a function of momentum deviation. 
The upper plot shows the horizontal, the lower plot the 
vertical tune. The solid curves are parabolic fits whose 
parameters are quoted. The dashed curves are best fits 
with sextupoles only, the dash-dotted curves that almost 
coincide with the parameterisations are best fits with sex- 
tupoles and assumed octupolar components. 
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Figure 6: Tune as a function of momentum deviation. 
The upper plot shows the horizontal, the lower plot the 
vertical tune. The solid curves are paraboUc fits whose 
parameters are quoted. In contrast to Fig. 5 die vertical 
sextupole strength was modified. It is clearly visible, that 
whereas the first order chromaticity changes, the second 
order stays almost constant. 

of the orbit response matrix, and confirmed independently 
by resonant depolarisation. A closer investigation of the 
chromaticities indicates that higher order multipole com- 
ponents, possibly related to saturation effects in the dipole 
magnets, may be the reason. 
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BEAM SIZE AND BUNCH LENGTH MEASUREMENTS AT THE ANKA 
STORAGE RING 

RPerez, I. Birkel, E.Huttel, A.S.MulIer and M.Pont 
Institut for Synchrotron Radiation - ANKA 

Forschungszentrum Karlsruhe, P.O. Box 3640, D-76021, Karlsruhe, Germany 

Abstract 
ANKA is an electron storage ring working at a nominal 

energy of 2.5 GeV. The beam is injected at 500 MeV into 
the storage ring and ramped to the final energy. The beam 
size and bunch length have been measured in the range 
from 500 MeV to 2.5 GeV. The beam size measurements 
were performed with two synchrotron light monitors, one 
in a dispersion region and the other in a zero dispersion 
one. The bunch length was measured using the bunch 
spectrum with an Annular Electrode and a spectrum 
analyser up to 8 GHz [1]. The bunch length as a function 
of the momentum compaction factor, the growth rate of a 
longitudinal instability as a function of beam current and 
the Intrabeam Scattering have been analysed. 

INTRODUCTION 
Bunch length and beam size have been measured 

between 500 MeV and 2.5 GeV; for different bunch 
currents. The filling pattern has been always the same, 25 
bunches filled out of 184 possible. 

From the analysis of the results we have seen that the 
bunch length is mainly determined by the presence of a 
longitudinal instability that increases the energy spread of 
the beam below 2.5 GeV. 

The beam size measurements were not fully 
satisfactory since that longitudinal excitation at lower 
energies, which could not be avoided, is hiding any trace 
of Intrabeam Scattering or Microwave Instabilities. 

BUNCH LENGTH 
The bunch length has been measured using the bunch 

spectrum up to 8 GHz coming from an Annular Electrode 
[1]. The system has to be calibrated to a reference low 
current bunch length, which is assumed to be the natural 
bunch length. We have calibrated the system with 0.04 
mA per bunch (1 mA in 25 bunches) at 2.5 GeV, where 
the beam is completely stable, the energy spread is the 
natural one and neither Intrabeam Scattering nor 
Microwave Instabilities are present. 

Natural Bunch Length 

With 1 mA in 25 bunches and a constant RF voltage, 
the synchrotron frequency has been measured as a 
function of the energy, it is shown in figure 1. 

By fitting the curve to: 

Figure 1: Synchrotron frequency (measurement: points, 
and fit: line) and bunch length calculation. 

Where fs is the synchrotron frequency, fo the revolution 
frequency, a is the momentum compaction factor, (j)s is 
the synchrotron phase, VRF the RF voltage and E the 
energy, the momentum compaction factor is found to be: 

a =0.0070 ±0.0004 
This is in good agreement with the optics model of the 

ANKA storage ring [2]. The natural bunch length can be 
then calculated: 

ac   (^E 
a   -- 

o    2nf, 
(2) 

/. = /. In E 
(1) 

Where Oo is the natural bunch length, c is the light 
speed and CTE is the energy spread. 

The natural bunch length as a function of energy is 
shown as well in figure 1. The natural bunch length at 2.5 
GeV is 11.5 mm. 

Measurement Method 

The measurement is done by recording the RF 
frequency harmonics of the bunch spectrum, the Fourier 
transform of it is then related to the bunch length in the 
time domain. Assuming a Gaussian distribution, one only 
needs to evaluate the spectrum at two frequencies. 

In order to get an absolute measurement it is necessary 
to have a reference or calibration point, for which a beam 
of 1 mA current at 2.5 GeV was used. 

The procedure is, first measure the amplitude of two (or 
more, for statistics) harmonics of the RF frequency (f^, fO 
at the reference point (Pn-Pi)o and use this measurement 
as a calibration factor. Then, measure the same set of 
frequencies in any other condition (P„-Pi), i.e. different 
bunch current, beam energy, RF voltage or the machine 
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optics. We can then get the bunch length from the relative 
change as follows [1]: 

I  171.4 (42-/2)       o 
(3) 

Where Pn and Pi are the ampUtude of the spectrum in 
dBm at the frequencies f^ and fi in Hz. Subindex "o" 
means the values for the reference bunch length. Figure 2 
shows a typical spectrum of the beam, with markers at the 
harmonics of the RF frequency. 

0 2000       4000       6000       8000 
f [MHz] 

Figure 2: Beam spectrum. Markers point out the 
harmonics of the RF frequency. 

As an example, figure 3 shows the bunch length as a 
function of the momentum compaction factor, for 
different optics with negative dispersion in the straight 
sections. 

0.000      0.002     0.004      0.006     0.008 

Momentum compaction factor 

Figure 3: Bunch length afs a function of the momentum 
compaction factor 

In these measurement fi is 1 GHz and fn is taken at 3.5 
and 5.5 GHz (points). The bunch length is then calculated 
as an average of these values Oine). The measurement 
was repeated twice with the same results. 

Longitudinal Instability 

By measuring the bunch length as a function of the 
energy and the current we have determined the threshold 
of a longitudinal instability created by one high order 
mode in the RF cavities. 

In figure 4, the bunch length as a function of the energy 
for a 1mA beam current is shown. One can observe that 
above 1 GeV the bunch length collapses to the theoretical 
prediction of the natural bunch length, i.e. the beam is 
longitudinally stable. 

0.5 1.0 1.5 

Energy [GeV] 

2.0 2.5 

Figure 4: Bunch length as a function of beam energy 
for a 1 mA beam. 

By increasing the beam current, the energy at which the 
bunch length collapses to the natural one increases, 
always following: 

OtHOM  <  CC Damping (4) 

Where QL HOM is the growth rate of the instability and 
OC Damping is the damping rate of the machine. 

By calculating the damping rate for each energy, one 
can derive the growth rate of the instability as a function 
of the beam current, shown in figure 5. 

600 

400 

2 
o 

I[niA] 

Figure 5: Growth rate of the longitudinal instability as a 
function of the beam current. 

As can be seen the growth rate increases linearly with 
current, as expected. The extrapolation of the linear fit to 
zero current (a HOM = 74.5 s"') also indicates that the 
beam   would   be   unstable   always   at   500   MeV 
(CC Damping = 5.4 s"'). 

Another information extracted from the measurement 
of figure 4 is that at low energies, when the beam is 
longitudinal unstable, the values of the bunch length show 
a high spread. To analyse that, we have recorded the 
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bunch length as a function of time by sitting on one RF 
harmonic with span zero and sweep time of 2 seconds. 
The extracted bunch length is shown in figure 6. 

One can see that the bunch length is oscillating between 
10 and 18 mm. The instability is "unstable", meaning that 
it does not reach an equilibrium. A similar effect has also 
been observed at the SPEAR ring [3]. 

0.5 1 
Time [s] 

1.5 

Figure 6: Bunch length vs. time of a 15 mAbeam 
excited by a longitudinal mode at 500 MeV. 

BEAM SIZE 
An attempt to measure the beam size as a function of 

current and energy has been done in order to determine 
the role of the Intrabeam Scattering and the Microwave 
Instability at low energy. 

Two beam line monitors using the visible part of the 
spectrum have been used. One is located in a not- 
dispersive section and the other in a dispersive one. 

The measurements done with the monitor in the 
dispersive section are completely random and could not 
be fitted. This can be explained by the behaviour of the 
beam in the presence of the longitudinal instability. As 
shown in the figure 6, the bunch length is oscillating since 
the energy spread of the beam is as well oscillating. In the 
dispersive monitor the beam size has a contribution of the 
dispersion times the energy spread, so the beam size is 
oscillating as the energy spread. This effect does in fact 
suppress (or hide) any Microwave Instability that could 
appears. 

On the other hand the monitor in the non-dispersive 
section is not affected by these oscillations. So we tried to 
use this one to analyse the effect of the Intrabeam 
Scattering at low energy. 

Intrabeam Scattering 

The Intrabeam Scattering has been calculated with the 
code ZAP [4] for different currents per bunch as a 
function of the energy, from 500 MeV to 2.5 GeV. 
The results are shown in the figure 7, together with the 
calculated emittances obtained from the measured beam 
sizes, figure 8. A problem with the calibration of the 
system did force us to normalise the data to fit with the 
emittance found by the optics analysis at 2.5 GeV. 
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Figure 7: Intrabeam scattering calculations (lines) and 
emittances calculated from beam size measurements 

(points). For 0.04 (pink), 0.2 (red), 1 (violet) and 
2 (blue) mA per bunch. Black Une: natural emittance. 
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Figure 8: Beam size as a function of the energy for a 
2 mA per bunch beam (50 mA in 25 bunches). 

As can be seen from the graph, after normalisation, the 
measured emittances fit quite well the nominal ones for 
energies over 1.8 GeV. But at lower energies they tend to 
be higher than the natural ones. 

On the other hand the Intrabeam Scattering should not 
affect the emittance for energies over 1.2 GeV in the 
range of the measurements. 

In conclusion, even if the longitudinal instabihty should 
not affect the measurement done at this monitor (with non 
dispersion), it seems to affect the transverse equilibrium 
of the beam. Not plausible explanation has been found 
until now. 
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SINGLE-BUNCH INJECTION SYSTEM FOR THE LNLS BOOSTER 
INJECTOR 

S.R. Marques", H.J. Onisto, P. F. Tavares, LNLS, Campinas, Brazil, SP 13083-100 

Abstract 
A system was developed at LNLS to perform 

bunch cleaning in the booster synchrotron injector to 
satisfy the requests for single-bunch runs either for time- 
resolved experiments or machine studies. This system 
eliminates all but one electron bunch through the 
excitation of a horizontal betatron resonance. In this 
process it is necessary to switch off the RF excitation 
signal for less than 2.10 ns (1 /fRp) to obtain a single- 
bunch. This fast switching is achieved through the 
utilization of a double balanced mixer. The switched 
excitation signal is amplified and applied to a stripline 
kicker. A PECL timing card supplies the gating signal, 
synchronized to the fRp, which (negatively) modulates the 
excitation carrier. A local processor card and an FPGA 
interfacing board provide the bunch cleaner with seamless 
integration to the storage ring control system, which 
controls the parameters of the process, namely: the carrier 
power and the fine gating time. The system performance 
and operational results are presented. 

INTRODUCTION 
The LNLS synchrotron light source [1] is composed of 

a 120-MeV linear accelerator, a 500-MeV booster 
synchrotron injector and a 1.37-GeV storage ring. 

The RF frequency of both storage ring and booster is 
476.066 MHz and the booster harmonic number is 54. 

The electron gun produces 200 ns current pulses that 
fill the entire booster during the injection process at a 
0.17 Hz rate. In each booster cycle, about 5 mA are 
injected in the storage ring, therefore, in the multi-bunch 
mode, a 250 mA accumulation usually takes five minutes. 

We realized that producing the single-bunch mode by 
eliminating undesired bunches at the booster [2] would be 
easier and less costly than modifying the LINAC electron 
gun pulser. 

SYSTEM DESCRIPTION 
A DSP C67ir evaluation board is used to manage the 

system internal circuits and integrate it with the LNLS 
control system. A card based on a XILINX FPGA 
(Spartan family model XC2S50E) provides digital 
integration between the internal modules and DSP board. 

In fact, the booster "bunch cleaner" or the "bunch 
killer" is one of the RF front-ends that the DSP-FPGA 
back-end controls in this instrument. There is another 
front-end that measures the storage ring filling-pattern 
(also reported in these proceedings). 

An external RF generator (Fluke 6061 A) provides the 

RF carrier signal that is applied directly to the double 
balanced mixer (DBM). The DBM employed was the 
Minicircuits rms-30. 

A homemade PECL programmable divider was 
developed to produce a signal with 8.816 MHz, which is 
the booster revolution frequency. This card has also a 
programmable delay generator with 20 ps resolution and 
rms jitter inferior to 5 ps. This last feature is very useful 
to align the blanking on the carrier with the RF bucket, 
which contains the bxmch to be preserved. 

The fast DBM aperture pulse (800 ps FWHM) is 
obtained with a simple PECL digital circuit through the 
delay introduced by a transmission line. Figure 1 shows 
the block diagram of this circuit and the Figure 2 shows 
the block diagram of the instrument. 

ECLFLTP-FLOP 

8^16 MHz 
SIGNAL 

DELAY i! 
SWnCHED 

EXCrTATTON SIGNAL 

sergio@lnls.br 

Figure 1 - Block diagram of the DBM aperture circuit 

A programmable attenuator placed after the DBM is 
used to adjust the output power level and turns the 
excitation off when multi-bunch injection is desired. 

PRACTICAL DETAILS 
We had some previous knowledge about DBMs 

operated with fast pulses when we started to work on the 
single-bunch mode. It was a natural choice to use the 
DBM as a fast switch in order to save some development 
time. 

After some empirical work to match the IF input of the 
DBM, the initial tests showed that it was possible to 
switch the DBM fast enough to preserve only one bimch. 

Once the instrument was installed in the booster, we 
noticed that about 3 seconds of betatron excitation were 
necessary to kill the undesired bunches, so the duration of 
the injection cycles increased from 6 to 9 seconds. 

In an attempt to obtain a shorter duration for the single- 
bunch injection cycles, the excitation power was 
increased from 1 W to 5 W. The result showed that the 
isolation of this DBM becomes the limiting factor at this 
power level. By increasing the excitation power, instead 
of decreasing the single-bunch purification time, we could 
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observe that the main bunch preservation was negatively 
affected, therefore we decided to maintain the system 
operating with 1 W RF power amplifiers at the expense of 
the cycle time. 

The bunches are spaced by 2.1 ns intervals, however, in 

The undesired electron bunches are knocked out from 
the booster though excitation of a horizontal betatron 
resonance line. The lower sidebands measured in fRp 
(476.066 MHz) are at 2.056 MHz (fn) and 1.410 MHz 
(fv), and are related to the horizontal and vertical tunes. 

Weinschel Programmable 
attenuator model 4206-63 

Fluke 6061A 
RF generator 

(RF)        (LO) 
DBM 
(IF) 

DSP/FPGA 
back-end 

z 
RFamp. 
ZFL-2000 

7  

Switched signal to the power 
amplifiers that excite the beam in 
the booster through the 15 cm 
stripline kickers 

800 ps pulse 
generator 

Programmable 
divider / 

delay generator 

T 
Storage ring RF 

signal 

RF amp. ZFL-2000 
(40 mW) 

180° 

Macon hybrid 
model 96341 

RF power amp. 
ZFL-2000 (1 W) 

Figure 2: Block diagram of the bunch cleaner. 

order to preserve a single-bxinch, fast pulses (800 ps) are 
necessary to switch the DBM. This is due the filter effect 
produced by the cables and devices, which are placed 
after the mixer. Figure 3 shows the signal after crossing 
the programmable attenuator and some meters of coaxial 
cable. 
TeK Run: S.OOCS/s     Sample 
  E -T--] 

:.'-^'';;;:;,;;;- V-;'^':'->-^v 

SO.omVfi M 5.00ns ■\.  -190mv 
Figure 3 - Excitation signal after crossing the 

programmable attenuator and some meters of coaxial 
cable. The valley at this point is larger than 800 ps. 
(50 mV / division, 5 ns / division). 

respectively. The chosen excitation frequency (fgx) is 
474.010 MHz; fEx = fRF-fH. 

RESULTS 
Figure 4 shows the signal from a stripline pick-up in 

the booster after about 3 seconds of resonant excitation. 
The revolution period of the booster is 113 ns. 

Tekstop   I ; fi— - 
I ■ ■ ■ I M I i ■ I ' I . .'i I . I I I . I ■ I I ) . . I I fii I 

Figure 4 - Signal from a stripline pick-up in the booster 
3 seconds after the beam had been injected. We 
determined that the small signal after the pulse is due to a 
reflection. (10 mV / division, 20 ns / division). 
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The duration of the single-bunch injection depends on 
the LINAC conditions. Typically it takes about one hour 
to reach 15 mA. We have not observed instabilities which 
showed us the upper limit of the single-bunch storage 
current. The limitation seems to be the lifetime, which is 
about 6 hours @ 10 mA /1.37-GeV. 

Figure 5 shows a typical signal from a stripline pick-up 
in the storage ring with a single-bunch beam stored. 
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Figure 5 - Typical signal from a stripline pick-up in the 
storage ring. The accumulated current was about 4 mA. 
(50 mV / division, 5 ns / division). 

The use of a DBM as a fast switch proved to be a good 
method to provide coarse cleaning in the booster injector, 
and electrical measurements such as the one shown above 
indicate a purity factor better than 2x10' [3]. In order to 
improve the purity factor to the lO' - 10* range, a bunch 
fine cleaning system can be designed and installed in the 
storage ring. Probably this system will be based on the 
same principle: betatron resonant excitation, switched or 
not. The shift in the betatron frequency for bxmches with 
different charges [4], enables either a fine cleaning in the 
storage ring at 500-MeV before the energy ramp or the 
maintenance of excitation on at 1.37-GeV during users' 
runs. 

The smgle-bunch beam was provided for users for 2 
weeks last March. Three different beam lines utilized 
synchrotron light [5] [6] [7], among them, we can 
mention a very innovative experiment using synchrotron 
excitation in a sample of ultra-cold atoms. In this 
experiment, neutral cesium atoms were spatially confined 
into a magneto-optical trap. The purity achieved was 
enough for all the users to perform their TOF (time of 
flight) spectrum based experiments. 

CONCLUSIONS 
The LNLS purification system was developed and 

installed in the booster synchrotron injector in a relatively 
short period of time (about 4 months). The results showed 
us th^t the purity factor achieved (2x10') could be 
improved by either using a fast switch with better 
isolation or with a single-bunch fine cleaning system in 
the storage ring. The objective of providing the users with 
single-bunch beams for TOF experiments was achieved 
successfully. 
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POLARIZED H" ION SOURCE PERFORMANCE DURING THE 
2003 RHIC RUN* 

James Alessi, Anatoli Zelenski, Brian Briscoe, O. Gould, Ahovi Kponou, Vincent LoDestro, 
Deepak Raparia, John Ritter (BNL); 

Viktor Klenov, Sergei Kokhanovski, Valeri Zubets (INR, Moscow) 

Abstract 
The performance of the RHIC Optically-Pumped 

Polarized H- Ion Source (OPPIS) for the 2003 run in ACS 
and RHIC is reviewed. The OPPIS met the RHIC 
requirement for the beam intensity with the reliable 
delivery of -0.5 mA polarized H- ion current in 400 
microsecond pulses (maximum current was 1.5 mA). The 
beam intensity after the 200 MeV linac was 5-6 *10" 
H"/pulse, which exceeded present RHIC program 
requirements, even after considerable controlled beam 
scraping in the Booster to reduce the 6-D emittance in the 
ACS. Magnetic field shape optimization at the source 
ionizer cell entrance greatly reduced the extraction high- 
voltage discharge current in the crossed electric and 
magnetic fields. As a result, reliable spark free operation 
was achieved at 7 Hz repetition rate. Polarization 
optimization studies have resulted in 82 ± 2% beam 
polarization as measured in a 200 MeV polarimeter. 

INTRODUCTION 
The OPPIS has been operating since early January, 

2003, for RHIC polarized beam setup and commissioning, 
followed directly by a RHIC spin physics run. Therefore, 
we are now nearing the end of- 4'/2 months of continuous 
running of the source. During this time, source reliability 
has been very good. The intensity can easily exceed the 
requirement for RHIC, so the source is typically operating 
at - 400-500 |iA, which is less than the maximum output 
current. Polarization is typically 75-80%. An-8 hour 
weekly maintenance period has beeii required for the 
source, but one can be flexible in the scheduling of the 
maintenance, so it can be done either along with other 
machine maintenance, or during a long RHIC store. This 
maintenance has primarily been on the ECR primary 
proton source, while laser systems and vapor cells have 
been trouble Jfree. 

OPPIS SOURCE 
The OPPIS is shown schematically in Fig. 1. This 

source was developed in a collaboration between 
Brookhaven, KEK, INR (Moscow), and TRIUMF. It is 
based on components from the KEK OPPIS, was 
upgraded at TRIUMF for high current operation, shipped 
to   BNL  in  the   fall   of  1999,   and   has   undergone 

considerable further optimization at BNL. The source has 
a 115 cm long superconducting solenoid with three 
separately adjustable coils. An ECR source operating at 
29 GHz, - 0.8 kW, sits in the solenoid in a resonant field 
region of 10 kG It produces the primary proton beam of 
-80 mA at an energy of -3 keV, with a muhi-aperture 
extraction system (120 holes). Also located in the 
solenoid, in a field of 27 kG, is a Rb vapor cell. This 
vapor is polarized via optical pumping using circular 
polarized light from a 1 kW, flashlamp pumped Cr:LiSAF 
laser. Protons are converted to polarized hydrogen atoms 
via pickup of a polarized electron from the Rb. These 3 
keV atoms are then converted to H~ by electron pickup in 
a Na vapor jet cell, located in a separate solenoidal field 
of 1.4 kG The entire Na jet assembly is biased to a 
voltage of-32 kV, so the H~ ions are accelerated to a final 
total energy of 35 keV while leaving the source, for 
injection into the RFQ. Details on the source can be 
found in [1]. 

A new 35 keV low energy beam transport (LEBT) was 
designed to allow injection into the existing RFQ without 
interfering with high intensity, unpolarized beam- 
operations, while preserving polarization and giving the 
desired vertical spin alignment. The 35 keV beam from 
OPPIS passes through a pulsed dipole, so one is able to 
interleave at - 7 Hz rep rate polarized and high current 
unpolarized beam pulses before injection into an RFQ. 
(High current pulses go to an isotope production facility at 
the end of linac). Transmission from the polarized source 
to the end of the linac is typically -50%. One is able to 
monitor beam polarization at 200 MeV with both p- 
carbon and p-deuteron polarimeters. When polarized 
beam is injected into Booster at -0.25 Hz, a second source 
pulse is sent to the 200 MeV polarimenter for continuous 
online monitoring of polarization. The design and 
performance of this new injection line is described in 
[2,3]. 

The control system allows one to produce source pulses 
in an arbitrary spin sequence. For example, bunches in 
one RHIC ring are filled with the sequence ++—++—, 
and bunches in the other ring are filled as +-+-+-f-. 
Also, it is convenient that one can produce unpolarized 
beam pulses with no change in beam parameters by 
merely inhibiting the laser pulses. 

*Work   performed   under   Contract   Number   DE-AC02- 
98CH10886 with the auspices of the US Department of Energy. 
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SUPERCONDUCTING 
SOLENOID 

Figure 1: Schematic of the OPPIS source. 

OPPIS PERFORMANCE 
The source performance has been very good. The ~0.5 

mA current that we are typically running is quite a bit less 
than what we can achieve when ECR power, vapor cell 
temperatures, etc. are all at their peak values, but this 
current satisfies the program requirements while reducing 
demands on the source. Indeed, the current is high 
enough that 80-90% of the current is scraped in a 
controlled fashion in the Booster in order to reduce both 
the transverse and longitudinal emittance of the beam in 
the AGS. This smaller emittance results in less 
depolarization in the AGS. 

With the long continuous runs for RHIC setup/physics, 
much of the development effort has gone towards 
refmements to improve long term stability, reUability, and 
maintainability. Some of the improvements have 
happened during the course of the run. 

Laser System 
The 1 kW, flashlamp pumped Cr:LiSAF laser has 

operated maintenance free for the entire 4.5 month period. 
The Rb vapor thickness and polarization is measured by 
the Faraday rotation technique. The measurement 
provides a continuous polarization confirmation signal for 
the spm direction pattern of bimches injected into RHIC. 

Auxiliary Solenoid Coil 
It had been noticed that there was a sensitivity of 

extractor voltage holding to the precise positioning of the 
main superconducting solenoid coil. In order to allow an 

independent control of this sensitivity to the detailed 
magnetic field shape in the extraction region, a room 
temperature coil was added at the end of the 
superconducting solenoid. This 40-tum [pancake D 
solenoid (2 tum, 20 layers) has proved very effective in 
eliminating sparking of the 32 keV extraction voltage. 
The correction coil field direction is opposite to the 
superconducting solenoid field. It helps to reduce 
significantly the superconducting solenoid stray field at 
large radii (~ 10 cm). Magnetic field calculations suggest 
that one is eliminating a region of crossed E and B fields 
at these large radii, where there was a tendency for a glow 
discharge to be sustained. The drain current on the 
extractor power supply can be reduced from -400 mA 
when the coil is off, to essentially zero with the coil at 
-130 A. 

The coil also allows one to control the Sona transition 
position, which has resulted in smaller longitudinal field 
gradient. For maximum polarization, this gradient must 
be less than 0.5 G/cm at the zero crossing point. With the 
correction coil the gradient was reduced to less than 0.15 
G/cm. 

ECR Source Performance 
The ECR source operates at 29 GHz, -0.8 kW, and 

produces the primary proton beam of -80 mA at an 
energy of-3 keV, with a 120 aperture extraction system. 
The source has no hexapolar field, and the discharge 
chamber of the source has a quartz liner. This source has 
evolved from its original configuration, in which it was 
operated cw. Since we require only very low duty factor, 
pulsed operation of the ECR has been explored. A -30% 
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enhancement in output can be observed in pulsed 
operation, and the gas flow from the source can be 
reduced. In addition, the ratio of atomic to molecular ions 
from the ECR was improved in pulsed operation 
(resulting in higher beam polarization). An additional 
enhancement in performance comes from running with a 
slight admixture (a few percent) of oxygen with the 
hydrogen feed. Starting with the optimized conditions of 
a newly cleaned and installed ECR source, however, one 
observed a reduction in the pulsed output over time, and 
so the source would periodically be switched back to cw 
mode for a "re-conditioning D This has only limited 
effectiveness, and there has been a 30-60% reduction in 
output on about a 1 week time scale. Since the source 
output exceeds our requirements for RHIC, we start with 
the current cut back from the maximum achievable, by 
reducing the Rb vapor cell thickness below its optimum. 
As the ECR output degrades, we make up for this by 
increasing the Rb thickness. After ~7 days, we can no 
longer compensate for the reduced ECR output, and have 
to remove and clean the ECR (~8 hour maintenance, 
which is scheduled to fit with either a machine 
maintenance, or during a long RHIC store). The 
reduction in output seems to be coming primarily from a 
gradual contamination of the inner quartz wall of the ECR 
chamber, and much of it seems to be sputtered Mo 
coming back from the extraction grids. Most recently, we 
have found some improvement in stability by operating 
the ECR with a cw power of- 500 W, which is bumped 
up to ~ 750 W during beam time to enhance the output 
current. 

Reducing H2^ ions from the ECR 
We have found that there is some reduction in H" 

polarization coming from the Uj ion component 
extracted from the ECR along with the If". When these 
molecular ions break up, with half the 3 keV H* energy, 
they can be ionized in the Na cell, resulting in a 33.5 keV 

H component along with the 35 keV H" beam. This 
lower energy component has low polarization. It has been 
shown both in simulations and experimentally that under 
many conditions the LEBT tune will match both energy 
components into the RFQ, resulting in a reduced beam 
polarization. 

We have managed to increase the rejection of the 
unwanted lower energy ions by replacing a magnetic 
quadrupole triplet at the exit of the source by an einzel 
lens, operating in the decelerating mode. Also, with 
careful setting of the voltages on the 3-gap extraction 
electrodes, the lower energy ions can be rejected further. 
These changes have resulted in a suppression in the 
transport line of H" ions coming from H2'^ by abnost an 
order of magnitude. In addition, as mentioned earlier, 
B.2 output from the ECR is reduced in pulsed operation, 
and in dc operation an O2 admixture reduces the 
molecular ions. 
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Abstract 1) 
The Project SPARC (Sorgente Pulsata e Amplificata di 

Radiazione Coerente), proposed by a collaboration among 
ENEA-INFN-CNR-Universita^ di Roma Tor Vergata- 
INFM-ST, was recently funded by the Italian 
Government. The aim of the project is to promote an 
R&D activity oriented to the development of a coherent 
ultra-brilliant X-ray source in Italy (SPARX proposal 2) 
[1]). The SPARC collaboration identified a program 
based on two main issues: the generation of ultra-high 
peak brightness electron beams and experimental study of 
SASE-FEL process with generation of resonant higher 
harmonics. The SPARC project is being designed in order 
to encompass the construction of an advanced photo- 
injector producing a 150-200 MeV beam to drive a 
SASE-FEL in the optical range. The machine will be buih 
at LNF, inside an underground bunker: it is comprised of 
an rf gun driven by a Ti:Sa laser, injecting into three 3) 
SLAC accelerating sections. We foresee conducting 
investigations on the emittance correction[2] and on the rf 
compression techniques[3], which are expected to 
increase the peak current achievable at the injector exit up 
to kA level, with proper preservation of the transverse 
emittance. Although the system is expected to drive a 
FEL experiment, it can be used also to investigate beam 
physics issues like surface-roughness-induced wake 4) 
fields, bunch-length measurements in the sub-ps range, 
emittance degradation in magnetic compressors due to 
CSR, and Compton backscattering production of sub-ps 
X-ray pulses. 

PROJECT OVERVIEW 
The overall SPARC Project consists of 4. main lines of 

activity: 

750 MeV Advanced Photo-Injector, the 
performances of X-ray SASE-FEL's are 
critically dependent on the peak brighmess of the 
electron beam delivered at the undulator 
entrance. Two main issues to investigate: 
generation of the electron beam and compression 
via magnetic and/or velocity bunching. 
SASE-FEL Visible-VUV Experiment: this is 
aimed to investigate the problems related to the 
beam matching into an undulator and the 
alignment with the radiation beam, as well as the 
generation of non-linear coherent higher 
harmonics. The SASE FEL experiment will be 
performed with the 150 MeV beam, using a 
segmented undulator with additional strong 
focusing to observe FEL radiation at 500 nm and 
below. 
X-ray Optics/Monochromators: the X-ray FEL 
radiation will provide unique radiation beams in 
terms of peak brightness and pulse time duration 
(100 fs). This project will pursue a vigorous 
R&D activity on the analysis of radiation-matter 
interactions in the spectral range of SASE X-ray 
FEL's (from 0.1 to 10 nm), and on the design of 
new optics and monochromators. 
Soft X-ray table-top Source: to test these optics 
and start the R&D on applications the project 
will undertake the upgrade of the presently 
operated table-top source of X-rays at INFM - 
Politecnico Milano, delivering lO' soft X-ray 
photons in 10-20 fs pulses by means of high 
harmonic generation in a gas. 

0-7803-7738-9/03/$17.00 © 2003 IEEE 3285 
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To lo«cr 
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Figure 1: Lay-out of SPARC Advanced Photo-Injector and SASE-FEL Experiment 

In the following we present an overview of the design 
for the system under construction at the Frascati National 
Laboratories of INFN, by a collaboration between two 
national research institutions, INFN and ENEA namely, 
aiming at reaching the scientific and technological goals 
indicated in the first two topics listed above, i.e. the 
production of a high brightness electron beam and the 
operation at saturation of a SASE-FEL experiment driven 
by such an electron beam. 

ADVANCED PHOTO-INJECTOR 
The main goals of this activity are the acquisition of 

expertise in the construction, commissioning and 
characterization of an advanced photo-injector system and 
the experimental investigation of two new ideas that have 
been recenfly conceived and presented by the study 
group: the optimum working point for high brightness RF 
photo-injectors and RF bunch compression technique. 

The 150 MeV injector will be built inside an available 
bunker of the Frascati INFN National Laboratories: the 
general layout of the system is shown in Fig. 1. The 
system consists of a 1.6 cell RF gun operated at S-band 
(2.856 GHz, of the BNL/UCLA/SLAC type) and high 
peak field on the cathode (120 MeV/m) with incorporated 
metallic photo-cathode (Cu or Mg), generating a 6 MeV 
beam[4]. The beam is then focused and matched into 3 
accelerating sections of the SLAC type (S-band TW) 
which accelerates the bunch up to 150-200 MeV. For the 
Laser system it is planned to use the third harmonic of the 
radiation from a Ti:Sa laser with the oscillator pulse train 
locked to the RF . To obtain the time pulse shape we are 
going to test the manipulation of frequency Hnes in the 
large bandwidth of Ti:Sa, in order to produce the 10 ps 
flat top shape. We can use a liquid crystal mask in the 
Fourier plane for nondispersive optic arrangement or a 
collinear   acusto-optic   modulator  for   line   frequency 

manipulation. The goal of these tests is to obtain a pulse 
rise time shorter than 1 ps with intensity ripples along the 
10 ps pulse smaller than 30% (peak to peak): under such a 
condition the beam emittance achievable at the end of the 
photo-injector is foreseen to be smaller than 1 jun. 

Figure 2: Parmela simulation of emittance and envelope 
evolution along the SPARC photo-injector (only two 
accelerating sections taken into account) 

The first experiment is planned to verify the beam 
emittance compensation process. The key point is the 
measurement, at different bunch charges, of the emittance 
oscillation in the drift after the gun where a double 
minima behavior is expected. The optimum beam 
matching to the booster is predicted on the relative 
maximum, see Fig. 2. A dedicated movable emittance 
measurement station has been designed, as shown in Fig. 
3. Our simulations using PARMELA indicate that we can 
generate in this way a beam as required by the PEL 
experiment at 150 MeV. The rms correlated energy 
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spread is 0.2% with a rms norm, emittance lower than 2 
lim (at 1 nC bunch charge, 85 peak current). The slice 
energy spread and the slice norm, emittance, calculated 
over a 300 nm slice length, are below 0.05% and 1 jim 
respectively, all over the bunch. A complete investigation 
over the parameter range of the system is in progress, in 
particular tolerances and sensitivities are being considered 
in the beam dynamics simulations [5]. 

Figure 3: movable emittance measurement station. A 
pepperpot and a screen are connected with three bellows 
in order to scan the emittance along Im long drift 

SASE FEL EXPERIMENT 
The FEL SASE experiment will be conducted using a 

permanent magnet undulator made of 6 sections, each 
2.13 m long, separated by 0.36 m gaps hosting single 
quadmpoles which focus in the horizontal plane. The 
undulator period is set at 3.0 cm, with an undulator 
parameter kw = 1.4. A simulation performed with 
GENESIS is reported in Fig. 4, showing the exponential 
growth of the radiation power along the undulator. 
Ahnost 108 Watts can be reached after 14 m of total 
undulator length. Preliminary evaluations of the radiation 
power generated into the non-linear coherent odd higher 
harmonics show that lO' and 7x10^ W can be reached on 
the third and fifth harmonics, respectively. 

FURTHER EXPERIMENTS 
Two main upgrades will be implemented in a second 

phase of the project. A dedicated accelerating section will 
be inserted downstream the RF gun in order to exploit the 
fiill potentialities of the velocity bunching technique. 
Furthermore, in the parallel beam line a magnetic chicane 
will be installed to allow the experimental investigation of 
CSR induced effects on emittance degradation and 
surface roughness wake-field effects. Its design and 
construction will proceed in parallel to the commissioning 
of the SPARC injector system (RF gun + 3 standard 
SLAC-type 3 m sections). These tests are of great 
relevance in our R&D program in view of the 
development of a coherent X-ray source according to the 

SPARX proposal[l], the general layout of which foresees 
a mixed compression scheme: RF compression in the 
photo-injector and one single stage magnetic compression 
at 1 GeV up to the final peak current of 2.5 kA. 

Applying velocity bunching in the SPARC photo- 
injector with low charge bunches (about 15 pC) will allow 
the production of ultra-short electron bunches, in the 
range of a few ^.m rms bunch length, fully synchronized 
to the Ti:Sa laser pulses. A further upgrade of the laser 
system to produce multi-TW pulses, by means of a third 
stage of amplification and an under vacuum pulse 
compressor, will allow to conduct laser wake-field plasma 
acceleration experiments with external injection of high 
quality ultra-short bunches into the plasma wave, for 
ultra-high gradient acceleration of electron beams. 

This naturally projects SPARC as a more general test 
facility to conduct advanced beam physics and new 
acceleration technique experiments at LNF in the near 
future. 

i/- 

Figure 4: FEL radiation power growth along the undulator 
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A SIMULATION STUDY OF THE JLC POSITRON SOURCE 
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Abstract 

This paper describes a parameter optimization of the JLC 
positron source design by detailed particle tracking simu- 
lations. The design parameters are modified from those of 
the previous JLC design study [1], considering the energy- 
density limit of the converter-target damage and the recent 
change in the specifications, especially the twice increase 
of a charge intensity of a beam pulse [2]. It is shown that 
a multiple target system to share the deposition energy is 
inevitable and at least three targets are necessary to yield 
sufficient positrons within the energy-density limit. 

INTRODUCTION 

The design of the JLC positron source [1][2] is based on 
a conventional scheme of positron production using high-Z 
material target irradiated by a high-energy electron beam as 
shown in Fig.l. A combination of a pulsed solenoid (flux 

Flux concentrator 

icEosiirQns.u^.ii^jL;-" :5 L. 

Figure 1: JLC positron source 

concentrator) and DC solenoids is used for the transverse 
phase space matching. The solenoid field is varied slowly 
from 7.0 T to 0.5 T to achieve an adiabatic matching so as 
to have a wide energy acceptance. A long flat solenoidal 
field of 0.5 T extends in the several meters to cover the 
accelerating structures in the capture section. Only the 
positrons which can pass through the aperture of the ac- 
celerating structure are captured and accelerated. L-band 
accelerating structures are used here, because it has large 
aperture (20 mm in radius) and long RF wave length (210 
mm), thus having large acceptance both in transverse and 
longitudinal phase space. The positrons are accelerated up 
to 180 MeV with the L-band structures in the solenoid fo- 
cusing region and are transferred to the quadrupole focus- 
ing system. In the downstream, the positrons are acceler- 
ated by a S-band linac up to L98 GeV for injection to the 
pre-damping ring (PDR). 

* takuya.kamitani @ kek.jp 

An intensity of 14.4 x 10" positrons/pulse, which is 
equivalent to that of electrons, is require in the present 
JLC design. It was increased more than twice, compared 
with the previous design (6.0 x 10^^ particles/piilse) [1]. A 
beam pulse has a structure like a train of 192 bunches in 1.4 
nsec interval, each having 0.75 x 10^° positrons. A repeti- 
tion rate of the beam pulse is 150 Hz. A primary electron 
beam, whose intensity is 19.2 x 10" electrons/pulse, is ac- 
celerated up to 10 GeV at the converter target to produce 
positrons. A performance of the positron source is evalu- 
ated by the positron yield which is defined by a ratio of the 
positron intensity to that of the primary electrons. Assum- 
ing a loss of the positron beam from the PDR to the inter- 
action point is negligible, the positron yield is estimated by 
calculating a conversion ratio from electrons to positrons 
in the converter target and a fraction of positrons which 
survive during a transmission from the capture section to 
the PDR injection. A design goal of the positron yield is 
Ne+/Ne- = 0.75. 

ENERGY-DENSITY ESTIMATION 

Tungsten-Rhenium alloy has been chosen as a converter- 
target, because of the high melting point and the high ten- 
sile strength. The thickness of the target was determined to 
be 21 mm (6.0 radiation lengths) for the optimum positron 
yield with the 10-GeV primary electron beam. A rotating 
structure is used so that each beam pulse hits a different 
part of the target to prevent concentrated heat deposition. 
Nevertheless, the energy deposition by a single beam pulse 
may exceed the threshold for target damage due to fatigue. 
From analysis of the cracked SLC positron source target, 
the threshold for damage is estimated to occur when the lo- 
cal density of the energy deposition is 35 J/g, as reported in 
the NLC positron source design [3]. This limit is used as a 
reference in the design of the JLC positron target. Increas- 
ing the transverse size of the primary beam helps reduce 
the energy density in the target. Examples of the energy- 
density in the target are shown in Fig.2, for two cases of 
the incident beam sizes of 2.0 and 3.0 mm. The densities 
grow as the beam go deeper in the target and the peaks are 
at the exit. By increasing the beam size from 2.0 to 3.0 
mm, the peak energy density becomes almost half. It is be- 
cause the energy deposition is smeared out in wider region 
as shown in the contour plots in Fig.2. The energy densities 
in the plots are for the case of the beam intensity which is 
one-third of the JLC specification. 

Though increasing the beam size reduces the energy den- 
sity, it also reduces the positron yield, because larger frac- 
tion of the produced positrons go out of the acceptance 
aperture. As shown later, if the incident beam size is suf- 
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JLC design (beam sig-x = 2.0 mm) 
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Figure 2: Energy density distribution 

ficiently large concerning the energy density, the positron 
yield is far below the requirement. To keep the density well 
below the threshold with sufficient positron yield, multiple 
target system is used for the energy deposition to be shared 
as proposed for the NLC [3].  A candidate multiple tar- 

Hia concenlralw ^wrpy * Bninance 
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Figure 3: Multiple target system 

get system for the JLC is shown in Fig.3. To divide the 
bunches in a beam pulse into three, an RF deflector cavity 
whose oscillation is synchronized to every third bunch is 
used. The three groups of the sparse bunches go towards 
the different target. Each target is followed by a: positron 
capture section and a collimator to define energy and emit- 
tance. The three groups of the produced positrons are then 
merged with another RF deflector cavity. To see the effect 
of using the multiple targets, the peak energy density and 
its dependence upon the incident beam size is evaluated for 
the case of one to four targets. The result is shown in Fig.4. 
The EGS4 shower simulation code [4] was used to calcu- 
late the energy depositions in small volumes in the target. 
The acceptable minimum beam sizes to clear the density 
limit are 4.8, 3.2,2.5,2.1 mm for single, 2,3,4 target sys- 
tems, respectively. By using multiple target, the acceptable 
beam size become smaller. 
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Figure 4: Energy density as a function of beam size 

POSITRON YIELD ESTIMATION 

In order to estimate the positron yield for each case of 
the multiple target systems, detailed particle tracking sim- 
ulations were performed. 

As a first step, positron production in the target was 
simulated using the EGS4 code. Approximately, twenty- 
thousand positrons were generated in the 21-mm thick 
tungsten-rhenium target from a thousand initial electrons of 
10-GeV beam energy. Samples for different incident beam 
sizes were generated, assuming the transverse incident par- 
ticle distribution is a two-dimensional gaussian and were 
used as input data for later simulations. 

Capture efficiency of the solenoid focusing system was 
evaluated by tracking simulations with a step-by-step in- 
tegration of the equation of motion, including a focusing 
magnetic field, an accelerating field and a detailed aperture 
constraints in the capture section [5]. The step size was 
0.25 - 1.0 nrni. Typical number of the particles after the 
capture section was three thousand. 

To estimate a beam transmission efficiency of the 1.98- 
GeV positron injector linac, particle tracking was per- 
formed with the SAD code [6] in a six-dimensional sym- 
plectic manner. The positron focusing system in the linac 
is a combination of a FODO of singlets and periodic triplet 
quadrupoles. In Fig.5, a preliminary design of the beam 
optics and the layout in the linac is shown, as well as an ex- 
ample of the beam transmission efficiency along the linac. 
Here, the beam optics from the defining collimator till the 
junction of the three beams and that for the transfer line 
to the PDR were omitted. In this simulation, an aperture 
radius in the linac was assumed to be 10 mm and an accep- 
tance cut by the energy and emittance defining collimator, 
located just after the capture section, were also taken into 
account. 

Finally, PDR acceptance cuts were applied to the sample 
particles after the tracking simulation in order to estimate 
the positron yield. The acceptances for PDR injection were 
assumed to be 0.027 rad.m in the transverse emittance, ±1 
percent in the particle energies and 24 mm in the longitudi- 
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Figure 5: Positron Injector Linac Beam Optics and Beam 
Transmission 

nal position in a bunch. Due to large energy spread of the 
positrons, approximately 50 % of them were eliminated by 
the PDR energy acceptance. To improve this efficiency, the 
single-bunch energy-spread compression system (SBECS) 
was considered, which has already been used in the KEK 
B-factory injector linac [7]. This system is composed of the 
chicane to produce path difference for the particles with 
different energies and an accelerator section which gives 
acceleration (or deceleration) to compensate the energy dif- 
ference in a bunch. As shown in Fig.6, the energy-spread 
can be compressed with this system and the injection effi- 
ciency to PDR was expected to be more than 70 %. 

Not only the energy-spread of the positrons in a bunch, 
but an energy deviations between the bunches due to the 
transient beam loading along the bunch train is also large. 
In the positron linac, AT multi-bunch energy compensa- 
tion system (AT ECS) is used as in the JLC electron injec- 
tor linac [2]. Here, the amplitude modulation technique is 
applied to an input rf pulse into the SLED cavities to obtain 
the desirable slope of unloaded voltage in the accelerating 
structure. A combination of two klystrons are needed to 
modulate the amplitude of rf pulse for the SLED cavities 
with a constant phase. By using the AT ECS, the multi- 
bunch energy deviation can be negligible compared to the 
PDR energy acceptance and therefore, it was not included 
in the tracking simulation. 

„ Before SBECS 
(POfl accepiance) 113?. 

i Energy acceptance. *-.i 0°. 

-30 -SO 

Partide positton in a bunch [mm] 

.After SBECS 
(PDR aeceplaficel 
Longiludinal aeceplanca . 24 m 
Energy acceptance »■ ■ ' "" 

Particle po^fion in a bunch [mm] 

Figure 6: Single-Bunch Energy-spread Compression Sys- 
tem 

numbers of the targets is shown in Fig.7 at each accept- 
able minimum beam size. The single or two target sys- 
tems cannot yield sufficient number of positrons. In the 
case of three target system, the incident beam size can 
be 2.5 mm in radius and the estimated positron yield at 
PDR is Ne+/Ne- = 0.99 and the requirement of the 
Ne+/Ne- = 0.75 is satisfied. 
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Figure 7: Positron yield as a function of beam size 

CONCLUSION 
The tracking simulations of the JLC positron source 

shows that, the multiple target system is inevitable to make 
the energy density below the threshold of the target damage 
and to yield sufficient intensity of the positrons. The simu- 
lation shows the minimum number of the targets are three. 
The single bunch energy compression system is effective in 
improving the injection efficiency to the pre-damping ring. 
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DIFFUSION OF ALKALI SPECIES IN POROUS TUNGSTEN SUBSTRATES 
USED IN CONTACT-IONIZATION SOURCES* 

E. Chacon-Golcher', J.W. Kwan^ and E. C. Morse^ 
' LANL, ^ LBNL, ^ UC-Berkeley 

Abstract 
Contact ionization (doped) sources used in current 

Heavy Ion Fusion (HIF) experiments consist of a porous 
tungsten substrate doped with an alkali carbonate. During 
the early stages of the heating cycle (T ~ 600 °C), the 
carbonate breaks down and releases the alkali atoms that 
then diffuse through the substrate. At the emitter surface 
there is a balance between the fast desorption rate of the 
alkali atoms (mostly as neutrals) and the slower 
replenishment rate from the substrate by diffusion. Time- 
resolved measurements of neutral particle evaporation 
rates at the emitter surface have been used to estimate the 
effective diffusion coefficient (D) that characterizes the 
migration of alkali species in the substrate. These 
estimates are consistent with the observed source lifetimes 
(tens of hrs.) and establish the alkali migration in the bulk 
as a diffusion-limited process. The measurements suggest 
that the faster migration rates (D = 10"^ -10* cm^/s) occur 
early during the heating cycle when the dominant species 
are the neutral alkali atoms. At operating temperatures 
there is a slower migration rate (D = lO'^cmVs) due to the 
dominance of ions, which diffuse by a slower surface 
diffusion process. 

1 INTRODUCTION 
Original studies carried out in the field of surface 

physics of alkali atoms on tungsten can be traced back to 
the definitive work by Langmuir [1]. Subsequent 
technological applications of those fundamental principles 
include space propulsion applications and their continued 
use as a source of heavy ions for inertial fusion energy 
drivers. Despite the wealth of information accumulated in 
the ion thruster research, there have been diverse needs to 
explore the performance of these ion sources for HIF 
research given the very different regimes of operation 
present in these two applications. Among the differences 
for HIF we have: higher ion current density demand, 
desire for lower neutral particle emission, and a 
requirement of a lower effective ion temperature (low 
beam emittance). Previous investigations carried out in 
LBNL have shown the capability of these ion sources to 
deliver jis-length pulses of approximately 100 mA/cm^ for 
a potassium beam under typical experimental conditions. 
This and a description of the basic preparation of these 
ion sources are elaborated in a previous report [2]. One 
of the main research interests in HIF applications relate to 
the ion source lifetime and the atomic processes that 

determine it. This report summarizes a simple 
methodology applied to understand the importance of 
diffusive processes in the performance of this type of 
sources. Using previously measured [3] rates of neutral 
alkali atom desorption to match theoretical curves it was 
possible to estimate the diffusion constant of the alkali 
species in the porous timgsten substrate, in good 
agreement with the observed ion source lifetimes. 

2 ONE DIMENSIONAL DIFFUSION 
MODEL 

2.1 Physics Issues 

It is known that the mean residence lifetime (T) of an 
alkali atom on a tungsten surface decreases exponentially 
with temperature (T). For instance, in the Ahrrenius-type 
relation 

■T^e^ (1) 

*Work supported by the Office of Fusion Energy, US DOE under 
contract No. DE-AC03-76SF00098. 

the parameter tO has a magnitude of approximately 10-13 
s and the energy desorption parameter, Q, is on the order 
of 1 eV. These values amount to desorption times of a 
fraction of a nanosecond over the range of temperatures of 
interest for ion emission. The porous mngsten substrates 
used in HIF experiments are doped with an initial amount 
of alkali atoms (Cs or K). Considering the desorption 
times, it can be concluded that it is the slow diffusion of 
the alkalis towards the emitting surface what determines 
the observed ion source lifetimes. 

Even when considering the case of the diffusion of a 
single species, the process is highly dynamical and 
somewhat complicated. Initially, the concentration of 
potassium or cesium in the emitter substrate is relatively 
large, given the dose of carbonate used, which provides 
enough alkali atoms to have a full monolayer of coverage 
throughout the internal surfaces of the emitter. It is 
expected that the initial distribution of the alkali atoms 
will become more uniform upon the breaking down of the 
chemical compounds and the natural diffusion of the 
alkalis in the bulk. Several stages can be identified: 

I. An initial stage of an alkali rich bulk. This stage 
should be identified at temperatures beyond 600 °C. At 
this stage, the high concentration of alkali atoms highly 
favors their existence as neutral particles which have a 
smaller surface affinity with the tungsten than the alkali 
ions. Therefore, a neutral particle diffusion dominated 
process is expected. This does not occur at very fast rates 
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since this stage usually happens while the emitter is at 
relatively low temperatures during the warm up cycle. 
n. A mid-stage where sufficient alkali atoms have been 
desorbed so that there starts to appear a significant ion 
population. The neutral atoms will continue to diffuse 
through like in a Knudsen-type flow (given that the mean 
free path of the atoms is much larger than the 
characteristic dimensions of the pores), being slowed 
down by the fact that the gas atoms do not elastically 
collide with the emitter internal surfaces and bounce right 
off, but become adsorbed, spend some time on the surface 
and then become desorbed again. The ions, on the other 
hand, due to their binding force to the surface, are limited 
to a slower diffusion speed, as their movement is through 
surface migration along the grain surfaces. 
m. A final stage where the alkali content is sufficiently 
low to favor the existence of ions, which as said in point 
b., move by surface diffusion. It is at this stage that the 
source is fully operational and capable of its higher 
current yields. It is also this slow surface diffusion 
mechanism that explains the observed lifetimes of the 
surface ionization sources. 

The above stages may be interpreted from neutral 
desorption rate data during the heating cycles of doped 
tungsten substrates [3]. Given the diffusion dynamics 
described above, the estimated effective diffusion 
constants ('D') at different temperatures do not scale 
simply with an Ahrrenius-type formula. 

2.2 Mathematical Model and Data Fitting 
The porous W substrates used in these measurements 

were small cylindrical pellets (diameter = 0.6 cm, length = 
0.64 cm) surrounded by a molybdenum holder. Only one 
of the circular ends was exposed to the vacuum chamber. 
Once the dopant was included in the pellet, the diffusive 
flow would only occur in a single direction. The equation 
that relates the concentration 'c' with the distance from 
the back of the emitter 'x' and the time 't' is the known 
diffusion equation. 

dc(x,t)    ^3^c(x,0^^ 
dt dx^ 

(2) 

The solution of this equation was subject to the following 
boundary conditions. 

c(x,0) = Co 

dx 
= 0 

;t=0 

c(L,t) = Q 

(3) 

(4) 

(5) 

which represent the conditions of initial uniform 
concentration, no flow at the back end of the emitter and 
an artificial boundary condition of zero concentration at x 

= L respectively. L is just at a very small distance from 
the actual emitting surface to which the experimental data 
was fitted. 

The exact solution to this problem is given by equation 
(6). This can be obtained in direct analogy with a heat 
diffusion problem [4]. 

=Z^«^^p 
n=l 

CDt 
cos 'g^x^ 

j \ 
(6) 

) 

Here 'CQ' is the concentt-ation at the beginning of the 
interval in which the data is fit, and the coefficients 'C„' 
and '5„' are related by equations (7) and (8). The 
condition in equation (8) reflects the fact that the 
desorption rate of the particles at the surface is much 
faster than the diffusion rate towards the surface. 

C -      4sin(g-„) 
"    2f„+sin(2f„) 

(7) 

(8) 

Figure I. shows the curves predicted by equation (6) 
using the first four terms of the series. The graph shows 
the decrease in concentration in the bulk with time. 

0.1   C.2  0.3   0.4   075   0.6 
Figure 1: Concentration profile (with respect to original 
value) as a function of position (in cm) with increasing 

time as a parameter (lower concentration curves). 

Equation (6) was used to fit the experimental 
measurements of neutral atom desorption of cesium and 
potassium atoms. These data exist for a collection of 
operating temperatures and at different points of the 
heating cycle of the emitter [3]. After applying an 
appropriate normalization factor to adjust the magnitude, 
the curve is fitted by varying a single parameter, the 
effective diffusion coefficient 'D'. 

The clear assumption of this method is that the neutral 
particle desorption rate at the emitter surface varies 
linearly with the concentration of particles at the surface. 

Figure 2 shows an example the fitting of experimental 
data with the theoretical model. The discontinuities of the 
data correspond to the background level signal, when the 
detector was moved out of the line of sight of the emitter. 
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Figure 2. Fitting of the measured neutral particle 

desorption rate from a cesium source at T = 765 °C. 
Effective D = 1.210"^ cmVs. 

Widi a similar procedure a series of effective diffusion 
coefficients was estimated during the heating cycle of Cs 
and K ion sources and at different operating temperatures. 
A summary is presented in Table 1. The cells with a gray 
color represent the temperatures and conditions normally 
encountered in the operation stage of these ion sources. 

Diffusion Coefficient (cm^/s) 
Temperature (°C) Cesium Potassium 

680 5.910""* 
765 1.210-''^ 
800 3.710-°* ^OlO"*^ 
815 5.010"°* 
840 1.010°^ 
885 6.010"°* 
955 4.010"°* 4.010-*^ 
955 1.110"°* 2.010"°* 
955 6.510-°' 1.410^ 
955 5.010°' 3.010"°' 

1,025 1.010"°* 
1,030 1.610"°* 
1,055 1.210"°* 
1,075 8.010"°' 1.8-10^ 
1,095 1.510"°* 
1,110 1.3510"°* 
1,130 5.710"°* 
1,150 1.910"°* 
1,185 3.510"°* 

Table 1. Estimated diffusion constants of Cs and K 
through a nominal 12 jim grain size porous W substrate. 

Several values for D are Usted for the temperature of 955 
°C as at this temperature the source is allowed to 

eliminate the surplus of alkali atoms and during a period 
that lasts -17 hours. Diffusion becomes slower with time 
at this stage. Gray color represents typical operating T's. 

In general, the uncertainty of the values can be 
estimated to ±5 in the first decimal place to have curve 
fits with the type of agreement shown in Figure 2. 

3 DISCUSSION AND CONCLUSIONS 
From the estimates in Table 1 it can be seen how at the 

lower temperatures, while the diffusion of the particles is 
dominated by neutral atoms, there is not much sensitivity 
to 'T'. This may be explained qualitatively by knowing 
that the expected faster diffusion rate (at higher T) is 
opposed by the decrease in concentration of alkalis. This 
decrease resuUs in a larger fraction of particles migrating 
as ions, which due to their stronger affmity with the 
surface, migrate at a slower rate. This effect may be 
more clearly appreciated after the emitters have been 
allowed to eliminate their surplus alkalis (at T = 955°C). 
At this temperature, the diffusion becomes slower with 
time, until the temperature starts to rise again. Then, there 
is still not a clear increase of the flow with T (proportional 
to 'exp(E/kT)', for some activation energy 'E') since the 
ratio of ions to neutrals starts decreasing with T as well in 
accordance with the Saha-Langmuir equation [2]. 

The estimates of 'D' are valid for the specific substrates 
used in these experiments, i.e. sintered tungsten made 
with nominal 12 ^m grain size. While it was found that D 
varies with T and the alkali content of the emitter, the 
values found are a good indication of the magnitude of D 
to be expected in similar conditions. 

With regard to ion source lifetimes, consider a Cs 
source operating at 1,150 °C. Taking a diffusion length of 
L = 0.64 cm, the associated time scale would be Xd ~ L^/D 
= (0.64cm)^/(5.710"*cmVs) s 20hrs. This is consistent 
with the observed source lifetimes of-ST:^. This suggests 
that for the duty factors used in these experiments, (~2 us, 
every 20s, or ~ 110"') the main loss mechanism for alkali 
atoms is indeed neutral particle loss. 

With these resuhs is also possible to estimate the 
replenishment rate at the emitter surface. By assuming a 
"surface thickness", '/', of the order of the grain size, one 
can propose a formula like (9) for estimating the 
maximum pulse repetition rate (MPRR) that would allow 
a particle balance at the surface for a given current density 
demand sufficient to significantly affect the surface 
concentration. This is of interest to HIF applications. 

MPRR=   ^ _ '^bulk 

5T. 5V 
(9) 
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FABRICATION OF LARGE DIAMETER ALUMINO- 
SILICATE K" SOURCES* 

D. Baca, J. W. Kwan, J. K. Wu 
Lawrence Berkeley National Laboratory, Berkeley, California 94720 

E. Chacon-Golcher, Los Alamos National Laboratory, Los Alamos, NM 87544 

Abstract 
Alumino-silicate sources that are used for Heavy Ion 

Fusion (HIF) drivers can produce high current beams, and 
have a long Hfetime, typically many months of normal 
operation. The usual ion source diameter is about 10 cm 
with a curved emitting surface. Recently we achieved 
reliable fabrication of such large diameter sources with 
high quality alumino-silicate coating on tungsten 
substrates. The effects of substrate porosity, powder size 
distribution, coating technique, particle packing density, 
drying, and heat firing temperature have been 
investigated. 

INTRODUCTION 
Alumino-silicate K* sources have been used in HIF 

experiments for many years [1,2]. These sources have a 
typical current density of--10-15mA/cm^ for 5-10 |xs. but 
much higher current density has been observed (using 
smaller size sources). In comparison to ionizers, alumino- 
silicate sources have a considerably long experimental run 
time, on the order of months, and lower neutral emission 
levels. Recently we have improved our fabrication 
techniques and are able to reliably produce large diameter 
ion sources with high quality emitter surface without 
defects. This note provides a detailed description of the 
procedures employed in the fabrication process. The 
variables in the processing steps affecting surface quality 
are substrate porosity, powder size distribution, coating 
technique on large area concave surfaces, drying, and heat 
firing temperature. 

SUBSTRATE PREPARATION 
Alumino-silicate K'^ ion sources are made by melting a 

layer of synthetic alumino-silicate onto a tungsten 
substrate, the process is similar to working with ceramics 
[3]. Since the ion source will be operated at temperatures 
above 1050 degree C and the melting process is around 
1550 degree C, the substrate is usually made of a 
refi-actory metal such as timgsten. 80% dense porous 
tungsten is suitable for ion source application, anything of 
lighter density is usually too fragile. 

There is another very important reason to use porous 
tungsten substrates. In comparison to a solid substrate, the 
absorption of molten ceramic material and a rough surface 
provides the basis for mechanical gripping of alumino- 
siUcate during the melting stage. The HCX source has a 
dimension of 10cm diameter with a concave surface of 

20.32cm spherical radius. The emitting concave surface 
area is 82.4cm^ (+/-l-mil tolerance). The tungsten 
substrates supplied by the vendor have pores closed by the 
finishing machining process so the first step is to reopen 
the emitting surface pores by electrolysis etching. 

Tungsten etching is accomplished by a DC electro- 
chemical process. A 5 molar KOH solution is produced 
by mixing 2 liters of high purity deionized water and 500g 
of potassium hydroxide (KOH). A tungsten substrate is 
attached to a positive electrode with the region to be 
etched exposed and facing the negative electrode. The 
negative electrode has the shape of a convex spherical cap 
with a smaller spherical radius of 19.05cm, to fit the 
concentric contour of the substrate etching area and retain 
uniform electric field line distance across the entire etched 
surface at a separation of ~1.2cm. In etching the 10cm 
diameter source, a 20A DC current with ~2.5V applied 
across the electrodes for 40 minutes will etch away ~8-mil 
of tungsten material and is enough to re-open the pores 
and produce a uniform surface free of any remaining 
machining marks. SEM photos (Fig. I) show that the 
surface pore average size is typically ~15nm. 

After electro-chemical etching, residual KOH 
electrolytic solution must be removed from the substrate. 
Typical practice is to soak and dilute the tungsten 
substrate in deionized water for a few days until the pH 
value reaches -6.0 or higher. Drying can be done in a 
vacuum oven at a temperature of -100 degree C to 
remove all remaining water vapor. Finally, the substrate is 
clean fired at 1750 degree C in a vacuum fiimace at a 
pressure of-10'* Torr. 

*This work has been performed under the auspices of the US DOE 
by UC-LBNL under contract DE-AC03-76SF00098, for the HIF 
Virtual National Laboratory, http://hifweb.lbl.gov/webpages/ 

Figure 1: SEM photo of etched, porous, 80% dense 
tungsten surface (50}im scale) vsdth -ISjim pore size. 

ALUMINO-SILICATE PREPARATION 
This procedure describes the preparation of 

synthesizing potassium-aluminosilicate, as it is heated to 
-1450 degree C to produce the Leucite crystalline phase, 
K20Al203*4Si02 [4]. It begins with thoroughly mixing 
raw high purity chemicals followed by a two-step reaction 
process in an atmospheric air furnace. 
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The chemicals, all in powder form, are 99.995% 
Potassium Carbonate (K2CO3), 99.9% Silicon Oxide 
(SiOz), and 99.8% Aluminum Oxide (AI2O3). The 
respective stoichiometric ratio by weight is 
1.0:1.739:0.738. Since potassium carbonate is 
hygroscopic, the mixing process begins in a controlled 
low humidity environment, such as, flowing dry nitrogen 
gas through a glove box and keeping the humidity below 
5%. After mixing by weight, the mixture is tape-sealed in 
a jar before removing from glove box to trap in the dry 
nitrogen gas. 

The next step is to use a ball mill process to thoroughly 
blend the chemicals for several hours. Afterward the 
mixture is transferred to a platinum crucible. Chemical 
reactions occur when the mixture is heated in an air 
fimiace for 4 hours at 1100 degree C. The reaction 
product expands and froths as CO2 gas is released, and 
then shrinks to form a solid mass when cooled. 

The comminution processes that follow after cooling 
consist of crushing and milling to fiirther disperse the 
mixture and to reduce the average particle size of the 
material [5]. The solid mass is carefiilly removed from 
the crucible and the dry material ground with mortar and 
pestle to a fine powder, ~ 200-mesh (ISimi) size, before 
placing in a planetary ball mill for one hour minimum 
reducing it to a finer powder size as a final mixing step. 
The entire mixture is again transferred to the platinum 
crucible for re-heating in an air fiimace for 2 hours at 
1450 degree C, completing the reaction, releasing any 
remaining CO2, producing the Leucite crystalline phase, 
and cools to a solid mass. After removal from the 
crucible, the material is ground once more to produce the 
final particle-size powder distribution. 

The particle-size powder distribution was found to be 
an important factor in minimizing defects, such as, 
warping, distortion, and cracks on the alimiino-silicate 
layer. Two principal particle sizes for the coating process 
are separated using wire sieves. Fine particle-size 400- 
mesh (<37nm) powder is chosen as an initial pre-coat 
layer on porous timgsten substrates to penetrate, and lodge 
into the ~15nm diameter pores of the tungsten substrate. 
The main coating layer consists of a coarser particle-size 
distribution between 200-mesh (75n,m) and 270-mesh 
(53nm) powder. 

COATING TECHNIQUE 
A thin layer of ceramic may be formed by pouring 

aqueous slurry onto a surface and then moving a blade 
over the material to produce a thin film [5]. This coating 
method was used to apply a uniform adhering finish of 
15-mil potassiimi alumino-silicate to cover large area 
concave and planar porous tungsten substrates. 

The coating process occurs in two steps. Starting with 
400-mesh powder, an aqueous slurry suspension is 
produced by mixing with high purity de-ionized water. 
Droplets of the 400-mesh aqueous mixture are then 
distributed over the entire surface, effectively imbedding 
small particles of fine 400-mesh alumino-silicate powder 

into the pores of the tungsten substrate as a pre-coat layer. 
After a 12-hour drying period, the top layer of 400-mesh 
dry powder is gently brushed off and discarded. 

Second step is to apply the main 15-mil coating layer, 
consisting of a coarser particle-size distribution between 
200 and 270-mesh potassium alimiino-silicate powder, 
and mixing with de-ionized water to form a thicker slurry. 

Difficulties can arise in applying this main coating to 
large diameter and non-planar surfaces. A blade-scraping 
tool was designed to match the spherical radius of the 
concave shaped substrate with a smooth knife-edge down 
the center, and a 30-degree taper from the horizontal on 
both sides (Fig 2) 

Figure 2 Blade-scrapmg tool, knife-edge has a 30-degree 
taper from the horizontal on both sides. 

The main coating process begins by pouring alumino- 
silicate slurry to cover the emitting surface of the tungsten 
substrate. Because porous tungsten absorbs water readily, 
it is necessary to frequently apply de-ionized water 
droplets to keep the mixture near aqueous in viscosity. 
The scraping tool action is initiated by rotating slowly at 
the base of the support rod and applying de-ionized water 
droplets and adding slurry as needed to cover depleted 
areas. Alignment tolerance is held to ~l-mil in a milling 
machine. The wet coated material gradually increases in 
viscosity as it dries and is nearly ready for the final lifting 
of the knife-edge tool off the surface. An ~l-mil high thin 
track is typically left by the knife edge tool during final 
lift off. This is usually not a concern because the track 
will disappear when the layer of alumino-silicate melts 
during the heat firing process. With accurate digital 
vertical position control provided by a milling machine, it 
is possible to reset the scraping tool each time after 
removing excess slurry material, and then continue to 
form the layer imtil achieving uniform thickness. By 
slowly rotating the scraping tool and allowing the slurry 
to increase in viscosity before removing, uniform 15-mil 
coatings have routinely been achieved. After the coating 
process has been completed, the drying process should 
start immediately. 

DRYING 
The rate of drying and the particle packing density are 

essential factors of the forming process [6]. If the rate of 
drying is too fast, shrinkage of the ceramic slurry will 
cause coating defects to occur. A ceramic part dried too 
rapidly forms a hard surface film, which traps the 
moisture and leads to tearing at the surface. Hydrostatic 
forces, imparted to the mixture by water, are removed 
through the drying process. During the wet forming 
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process, the distribution of particle shapes and sizes is 
known as particle packing density. A higher particle 
packing density will effectively reduce shrinkage. 
Shrinkage will occur during drying as the liquid between 
the particles is eliminated and the interparticle separation 
distance decreases. Forming the ceramic material at a 
lower liquid content and increasing the mean particle size 
will reduce drying shrinkage and thus reduce coating 
defects. Shrinkage defects occurred using smaller particle 
size 400-mesh alumino-silicate powder for the main 15- 
mil coating layer, while shrinkage defects did not occur 
using increased particle size 200-mesh powder with 
proper drying techniques. 

A basic method requiring limited effort is to control the 
drying rate by regulating humidity. For this task, a 
humidifier chamber was built by flowing air through a de- 
ionized water-filled flask to create water vapor flowing in 
parallel with dry air into a manifold and combining into a 
chamber. The air velocity is kept low for slower drying 
rates. Himiidity is monitored at the output tube of the 
chamber with a humidity sensor. Immediately after wet 
coating, substrates are placed in the humidifier chamber 
and slow dried over a period of several days starting with 
>90% humidity, gradually lowering the humidity and 
ending with <10% humidity. A completed drying process 
is essential before heat firing in a vacuum fiimace. 

HEAT FIRING 
Heat firing is the final process step that produces a 

melted layer of alumino-silicate that mechanically bonds 
to the tungsten substrate. Since bonding is mechanical, 
substrate porosity and surface roughness is essential to 
provide the basis for mechanical gripping. Also, there is 
thermal expansion mismatch to consider, metals usually 
have a higher thermal expansion coefficient than 
ceramics. Poor coating thermal shock resistance can lead 
to cracking and chipping at the surface. An effective way 
to enhance thermal shock resistance is to apply as thin a 
coating as possible with a high ceramic to metal bond. 
Defects can occur, such as craters and blowholes, fi-om 
contamination of dust or metal flakes within the material 
vaporizing during heat firing. 

A dry coated substrate is centrally placed in a vacuum 
fiimace to reduce inherent temperature gradients. During 
the heat firing process, the vacuum furnace pressure is 
maintained in the 10"'-10"* Torr range. Potassium 
aliunino-silicate starts to melt at 1550 degree C. 
Typically, the heat firing process consist of bringing the 
temperature up to -1565 degree C and holding for 45 
minutes, with a heat-up and cool-down rate of 10 degree 
C per minute. Temperature control is achieved with 
thermocouples up until -1500 degree C, then two optical 
pyrometers are utilized to achieve accurate temperature 
control near the melting point. The potassium alumino- 
silicate surface emissivity, equal to -0.91, was calibrated 
by focusing on a blackbody in the vacuum furnace and 
then compared with a coated substrate at the same 
temperature, 1570 degree C, in tiie heat zone region. 

Utilizing two optical pyrometers improved the accuracy 
of the temperature measurements to +/- 5 degrees C. The 
resultant phase structure is dependent upon the maximimi 
heat firing temperature and the aluminosilicate coating 
thickness. Observed phase transformations, for uniform 
15-mil coatings, range fi-om glassy viti-eous stiiicture, 
-1555 deg C, dull snowy bubble structure, -1565 deg C, 
to crystalline needle-like stinctiire, >1570 deg C. After 
heat firing, alumino-silicate coated layers have typically 
been reduced by -30% in thickness due to shrinkage. 

The maximum heat firing temperature must be 
approached slowly to avoid overfiring temperatures. 
According to SEM analysis, overfiring causes crystal 
growth and depletion of potassium. The glassy viti-eous 
stiucture has desirable characteristics of lower defects and 
high current emission properties. Absorption depth of 
molten ceramic material into porous tungsten substirates 
has been detected to depths of - 25-mil to ~50-mil. 

CONCLUSIONS 
Previous attempts at fabricating ion sources have 

resulted in coatings displaying various defects, such as, 
shrinkage cracking, blistering, and craters (Fig. 3). After 
applying these coating techniques, the surface quality has 
significantly improved to produce smooth, uniform, and 
fully coated large diameter emitting surfaces with 
virtually a single-phase structure. As with most 
techniques, optimization of these processes is far from 
complete. For instance, the drying rate and the heat firing 
duration have not been fully optimized. The effect on 
surface quality will be a determining factor. 

Figure 3: Comparison of significant coating technique 
improvements fabricating 10cm diameter, 0.4mm K"" 
alumino-silicate coatings on porous tungsten substrates. 

REFERENCES 
[1] PA. Seidl, et al., "The High Current Transport 

Experiment for Heavy Ion Inertial Fusion", these 
proceedings. 

[2] S. Eylon, et al., "High Brightiiess Potassium 
Source for the HIF Neuti-alized Transport 
Experiment", these proceedings. 

[3] Ceramic Film and Coatings, Wachtman & Haber, 
1993 

[4] Phase Diagram for Ceramists, Amer. Ceramic Society, 
E.M.Levin, C.R., Robbins, H.F McMurdie, 1964 

[5] Ceramic Processing, James Reed, 1995 
[6] Introduction to Ceramics, W.D. Kingery, 1960 

3296 



Proceedings of the 2003 Particle Accelerator Conference 

BEAM OPTICS OF A 10-CM DIAMETER HIGH CURRENT 
HEAVY ION DIODE * 

J.W. Kwan, J.L. Vay, F.M. Bieniosek, Lawrence Berkeley National Laboratory; 
E. Halaxa, G. Westenskow, Lawrence Livermore National Laboratory; I. Haber, Univ. of Maryland 

Abstract 
Typically a large diameter surface ionization source is 

used to produce > 0.5 A K'' current with emittance 
< 1 Jt-mm-mrad for heavy ion fusion experiments. So fer 
we have observed aberrations that are slightly different 
from those predicted by computer simulations. We have 
now set up an experiment to study in detail the beam 
optics of such a large diameter ion diode and to benchmark 
the simulation code. 

INTRODUCTION 
Heavy ion driven inertial fusion (HIF) requires about 3- 

7 MJ to achieve ignition with a D-T target [1]. At 2-4 
GeV ion kinetic energy, the corresponding beam charge is 
~1 mC. Induction linacs can accelerate and compress 
these beams from -10 (xs at injection to -300 ns by the 
end of the driver and further drift compress the duration 
down to -10 ns at the target. The total beam current from 
the ion source is - 50-100 A. In order to overcome the 
space charge problem associated with high current heavy 
ion beams, an HIF driver is usually designed to contain an 
array of N - 100 parallel ion beam channels at - 0.5 A 
each. 

In order to focus the ion beams onto a nmi-size fusion 
target the beam emittance must be small, thus HIF 
requires beams with both large current and high 
brightness. Since the beam brightness is proportional to 
J/T, where J is the current density and T is the effective 
ion temperature, high brightness demands either high 
current density and/or low effective ion temperature. 
Furthermore, a heavy ion injector must have an adequate 
low energy beam transport Ql-EBT) system that can handle 
the severe space charge force. The LEBT often limits the 
maximum current density in the injector and therefore 
dictates the type of ion source that can be used. 

According to high voltage breakdown and Child- 
Langmuir space-charge flow scalings, the current density 
of a diode decreases as the beam current increases [2]. 
Thus producing large current and high brightness from a 
single large aperture implies low ion temperature because 
the current density must be low. This condition can be 
met by a surface ionization sources because their typical 
effective ion temperature is < 1 eV and the solid emitter 
surface provides a way to design large diameter beam 
optics. 

Although heavy ions such as Cs* are ultimately needed 

**This work is supported by the Office of Fusion Energy Science, US 
DOE under contract No. DE-AC03-76SF00098 (LBML) and W-7405- 
ENG48(LLNL). Email: jwkwan@lbl.gov 

for fusion drivers, Hghter ions such as K"^ can be useful in 
the near future because they provide an opportunity to do 
experiments at high ion velocities on medium length 
accelerator facilities during the early development phases. 

Figure 1 shows the "2-MV" injector that was developed 
for the previous ILSE project [3] which consists of a 750 
kV triode followed by an electrostatic quadmple (ESQ) 
section. Recently the ion source and extraction gap was 
modified in order to improve the beam optics for meeting 
the requirements of the High Current Transport (HCX) 
experiment [4]. So far the experimental results from the 
HCX experiments have shown qualitative agreement with 
the computer simulation. The discrepancy in beam current 
and in beam optics between the measurement and 
simulation predictions were significant enough to cause 
uncertainty in future beamline designs. This is especially 
true if the design relies heavily on "end-to-end simulation" 
or the experiment requires a high degree of phase space 
control accuracy. 

ELEOTBOSTATIC QUADRUPOLES 
(I'l <ri 

Source Extraction electrode 

Fig. 1: Schematic Diagram of the 2-MV injector. 

At present, our strategy is to use a two-pronged 
approach for the injector program [2]. On one hand we are 
exploring a new approach to built compact injectors, that 
are suitable for multiple beams HIF drivers, using an array 
of high current density beamlets. On the other hand, we 
continue to improve the large diameter surface source so it 
can provide a single-beam injector for near-term HIF 
projects such as the Integrated Beam Experiment (IBX). 
Recently we have mastered the techniques to fabricate 
large diameter alumino-silicate sources with a uniform 
emitting surface [5]. 

The main objective of the experiment described in this 
paper is to study how to produce a high quality ion beam 
from a large diameter surface ionization source. By 
carefully comparing the resuhs from experiment against 
that from computer simulation, we will benchmark the 
simulation code(s) and also determine if the necessary 
physics are included in the simulations. 
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RECENT DEVELOPMENT 
Previous injector experiment with the ILSE project 

have produced up to 0.8 A of K* ion beam at 2.0 MeV by 
using a 17-cm diameter ion source [3]. However the beam 
profile was found to be hollow with significant current 
density non-uniformity. Since spherical aberration occurs 
near the edge of the emitter and is more pronounced when 
the source diameter is large, we reduced the ion source 
diameter down to 10 cm, and modified the extraction 
electrode. The result was a lower beam current at 0.6 A, 
but the beam optics was significantly improved [4,6]. 

Figure 2a shows a Kapton film image of the beam spot 
at the injector exit (accumulated exposure of 100 beam 
pulses). Previous calibration confirmed that the darkening 
on a Kapton film was proportional to beam exposure at 
the 2-MV energy range [7]. Since the image was time- 
integrated over the entire pulse length, it also recoided 
(superimposed) the beam head and tail that were 
responsible for the complicated pattern inside the ellipse. 
In comparison to the corresponding time-integrated image 
generated by computer simulation, as shown in Fig. 2b, 
we found a -15% discrepancy in the rms envelope size and 
a -20% discrepancy in the beam current. We found the 
discrepancy was minimized if the extraction voltage used 
in the simulation was empirically re-calibrated from the 
measured value. This finding suggested that there could 
be a possible error in the extraction voltage measurement 
but so far we were not able to confirm that assumption. 

Fig. 2a. Kapton image of beam spot at the injector exit. 
2b. Images obtained from time-dependent simulation. 

COMPUTER SIMULATIONS 
In order to minimize current density non-uniformity and 

aberrations, the extraction diode must be designed by 
using reliable computer codes. In the HIF program we 
have used both EGUN and WARP-3D. Figure 3 shows 
the result from WARP-3D simulation of a beam extracted 
from a curved emitter (10 cm diameter). Figure 4a is the 
corresponding current density profiles at two axial 
locations and Fig. 4b is the results from a flat emitter. In 
comparison, the flat emitter produces a more uniform 
current density beam. 

When comparing results between different simulation 
codes, and also results from the same code but using 
different mesh sizes or numerical convergent criteria, we 
often found that the fine details of the beam profile may 

vary. For example, the "ripples" on the beam profile in 
Fig. 4a should not be taken too seriously and the absolute 
height of the spikes at the beam edge can be very sensitive 
to small variation. This kind of error can result in up to 
10% uncertainty in the total beam current. 

Electrostatic potential inz-x plane 

0.6 0.2 0.4 
2 

iy=0 

Fig. 3: WARP-3D simulation of a diode producing an 
ion beam entering a Faraday cup (only trajectories on 
upper-half plane are shown). 
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Fig. 4a Current density profiles of a curved source at 
z=0.3m and z=0.45m. Fig. 4b: corresponding profiles for 
a flat source. 

Part of the errors may be due to mesh size being too 
coarse at critical regions such as the gap between the 
emitter edge and the tip of the Pierce electrode. An 
effective way to deal with this problem is to use adaptive 
mesh [8]. Another possible source of error is the method 
used to determine the local current density at the emitting 
surface. Each code seems to have its own unique way of 
dealing with this boundary condition. 

Aside from numerical errors, the simulation can still be 
inaccurate if the physics is incomplete. For example, the 
code may ignore effects such as secondary electtons, 
alignment errors, ion temperature, work function and 
roughness of the emitting surface. In our case, IBF 
beams are both high current and low emittance. With high 
current, the space charge effect is severe, so the secondary 
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electron problem can be significant. With low emittance, 
the effective ion temperature is only a small fraction of an 
eV, therefore the work function and surface roughness can 
be important. 

+500 kV 

+375 kV 

+250 kV 

+125 kV 

+500 kV 

OkV 

Port for the 
slit scanner 

Suppresor 
Ring 

Faraday 
Cup 
Collector 

Fig. 5: Schematic diagram of a 10-cm alumino-silicate 
ion source/diode experiment showing the Faraday cup in 
the retracted position. 

Fig. 6: Photograph of the 10-cm diameter alumino- 
silicate ion source mounted on a Pierce electrode. 

In electrostatic devices, the charged particle trajectories 
remain similar if J ~ V''/L^ where J is the current density, 
V is the voltage, and L is the characteristic length. Since 
the ion temperature, the work function, and the surface 
roughness are fixed parameters determined by the ion 
source surface condition, they do not scale according to the 
diode voltage or the source diameter. Likewise, 
production of secondary electrons increases rapidly with 
the beam potential. The important point here is that 
while reduced size experiment can be useful for proof of 
principle purpose, only real size experiment can study the 
"dirty physics" which is critical for a practical driver. 

NEW EXPERIMENTAL SETUP 
Figure 5 shows the schematic diagram of a new 

experiment at LLNL dedicated to smdy the large-diameter 
ion source and extraction diode problem. Figure 6 is a 
picture of the 10-cm source mounted on a large Pierce 
electrode. The test stand can provide up to 500 kV and 20 
ms of diode voltage. Beam diagnostics will include 
Faraday cup, beam spot imaging, slit-scanner and pepper- 
pot for emittance measurements. 

Our goal is to use the experimental results from this 
experiment for benchmarking the computer simulation 
codes. Once we have a reliable code, with all the necessary 
physics included, we hope to improve the beam optics and 
therefore enhance our ability to observe subtleties in 
future large-aperture-fill HIP experiments. At the time of 
writing this paper, the experiment has just begun 
commissioning. The ion source was heated to 1000 deg C 
and we saw no relative movement between the ion source 
and the Pierce electrode that could cause alignment errors. 
We expect to publish the experimental results, in 
comparison with computer simulations, by the end of this 
year. 
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CHARACTERIZATION OF AN RF-DRIVEN PLASMA ION SOURCE FOR 
HEAVY ION FUSION* 

G. Westenskow, R. P. Hall, E. Halaxa, Lawrence Livermore National Laboratory; 
J. W. Kwan, Lawrence Berkeley National Laboratory 

Abstract 
We are testing a high-current-density high-brightness 

Argon-Ion Source for Heavy Ion Fusion applications. The 
100-kV 20-jis source has produced up to 5 mA of Ar* in 
a single beamlet. The extraction current density is 
100 mA/cml We have measured the emittance of the 
beamlet, and the fraction of Ar"^ ions under several 
operating conditions. We present measurements of the 
extracted current density as a function of RF power and 
gas pressure (~ 2 mT), current density uniformity, and 
energy dispersion (due to charge exchange). We are 
testing a 80-kV 61-hole multi-beamlet array that will 
produce a total current > 200 mA. In the current 
experiments the beamlets are not merged into a single 
beam. A 500-kV experiment where the beamlets will be 
merged to a produce 0.5-A beam is being planned. 

BACKGROUND 
Following a proposal that the usual limits on brightness 

for compact ion-beam sources used in Heavy Ion Fusion 
can be circumvented by using a multi-beamlet injector [1] 
we have started an experimental program to examine 
practical issues. The final source envisioned will start 
with -100 5-niA beamlets across a 100-kV gap. The 
beamlets will be focused by Einzel Lens while their 
energy is increased to about 1.6 MeV. The beamlets are 
then merged to produce a 0.5-A beam with a normalized 
emittance below 1 Ji-mm-mrad. 

Beyond providing a low-temperature source that can 
provide ion emission densities of -100 mA/cm^[2], the 
main physics issues involved in the multi-beamlet 
approach are emittance growth and envelope matching in 
the merging process. In computer simulations, if the initial 
emittance is in the range of measured values, the final 
emittance increases only weakly with the initial emittance 
of the individual beamlets. 

We have available three test stands for developing the 
concept. The first has a small chamber with voltages 
below 50 kV. The second has increased diagnostics and 
100 kV. The third larger system is capable of 500 kV with 
a 20 jisec pulse [3]. 

We will first describe the characteristics of a single 
beamlet. We will then give early results fi-om a "61- 
beamlet" array. During the next year we have a series of 
planned experiments that move the design closer to a 
source that could be used in the driver. 

*This work has been performed under the auspices of the 
US DOE by UC-LBNL under contract DE-AC03- 
76SF00098 and by UC-LLNL under contract W-7405- 
ENG-48, for the Heavy Ion Fusion Virtual National 
Laboratory. Email: westenskowl@llnl.gov 

STUDYING INDIVUDUAL BEAMLETS 
We are using an rf plasma source to produce the Argon 

ions. The plasma chamber is 33 cm in diameter with 
multicusp permanent magnets to confine plasma. RF 
power (~11 MHz, > 10 kW) is applied to the source via a 
2-tum, 11-cm diameter antenna inside the chamber for 
producing beam pulses of 20 |xs at up to 10 Hz. We have 
shown that we can extract 100 mA/cm^ firom the chamber. 
Optimum performance has been with -2 mT gas in the 
plasma chamber. 

Fig. 1: RF plasma source used in the experiments. 

Beam Current 
Our first step was to characterize the current in a single 

beamlet from the rf plasma source (see Fig. 2). 

4.00 6.00 

RF drive (kV) 

Fig. 2: Extracted current in a smgle beamlet at 2 mT 
source pressure. The aperture was 2.5 nmi diameter. The 
curves are different gap potentials. The "10 kV RF drive" 
is about 12 kW of power from the rf source. 
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Fig. 3: Effect of source pressure on extracted current and 
the ion density in the chamber. Gap voltage was 80 kV 
and the RF drive was 8.5 kV. 

As shown in Fig. 3 increasing the source pressure above 
2 mT continued to increase the ion density in the 
chamber, but did not yield higher extracted currents from 
the gap. Increasing the source pressure increases charge 
exchange in the gap. 

Charge state and charge exchange 

Time (usec) 

Fig. 4: Arrival time of ions at the back Faraday Cup. 

A crude measurement of the ionization state was done 
by using time-of-flight information. We have a 1.5 meter 
drift section between pulsed dipole plates and a Faraday 
Cup. Since there was no focusing, the beam diameter at 
the cup was larger than it's acceptance. We switched the 
beam into the Faraday Cup during the center of the pulse. 
The Ar"^ ions will have higher momentum, and the front 
edge of the pulse will arrive at the Faraday Cup before the 
Ar* ions. At drive powers higher than 5 kW, we did see a 
"front step" in the ion current at the cup (see Fig. 4). We 

estimated that less than 5% of the extracted ions were in 
the Ar'^ state. 

An early concern was that collisions between the 
extracted ions and the background gas would yield an 
excessive amount of charge exchange. The newly created 
ions would leave the gap with lower energies and 
different transverse motion. Using the dipole plates as an 
"energy analyzer" we looked for a shift in the profile at 
the slit cup. We even increased the background gas 
pressure in the gap to enhance the effect. Our preliminary 
conclusion is that the energy spread is small. It is 
conceivable that most of the ions that undergo collisions 
do not reach the Faraday Cup. Further experiments are 
planned to improve our ability to resolve energy spread. 

Emittance 
We used a narrow slit and slit cup to examine the x - x' 

phase space of abeamlet. An example is shown in Fig. 5. 

a = 3.53 mm ' 
60 .    a' = 32.21 mrad 
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Fig. 5: Phase space of a beamlet 12 cm from the 
extraction plate. Operation at 80kV, 2.1 mT source 
pressure, 6.5 kV RF drive. Cut taken at 90% of the peak 
valve. Early values removed to reduce noise from the 
spark gaps. 
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Fig. 6: The current at the slit cup verses angle from the 
slit as a fimction of time. Same parameters as in Fig. 5. 

The beam parameters were stable over the 3 to 15 jis 
period as shown in Fig. 6. The deviation at 12 fis is 
believed to be from a problem with the diagnostics. The 
normalized emittance for the beamlet was ~ 0.015 
7i-mm-mrad. 
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CURRENT EXPERIMENTS 
We are presently investigating a multi-beamlet 

extraction array. The 1.6-cm gap is held with three high- 
gradient insulators. The bottom beam-forming plate in 
Fig. 7 has Pierce Cones for each of the beamlets. The 
apertures in the bottom plate are 2.2 mm diameter. The 
holes in the top plate are 4.0 mm diameter. Figure 8 shows 
the change in the opacity of a kapton sheet hit with 50-kV 
20-ia.s beamlets from the array. The kapton sheet was 2 cm 
from the extraction plate. Figure 9 is a lineout of the 
image shown in Fig. 8. 

Fig. 7: Extraction plate for the 61-beamlet array. 

Figure 8. Image produced by ions hitting a Kapton sheet, 

ffi   180 

distance (mm) 

Fig. 9: Line out of the above image taken at the first row 
of complete beamlets. The fine structure is from a metal 
screen placed in front of the Kapton sheet to stop ion 
charge buildup. 

NEXT STEPS 
After further characterization of the beamlets, our next 

step will be to add Einzel Lens to the present 
configuration (shown in Fig. 10). In latter versions the 
lens will be used to boost the energy of the beamlets. We 
plan to separate the lens with high-gradient insulators. 
The separation of the lens is about 1 cm. 

Ground potenial 

Extraction gap "'" ^V 

Fig. 10: Next experiment with extraction gap and Einzel 
Lens. 

Merging of the beamlets will not be done at this stage 
because the perveance is too high. Also, minimizing the 
final transverse phase space will require curved plates for 
the Einzel Lens. We are designing an experiment with the 
extraction gap at -100 kV with post acceleration up to 
500 keV. 
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Abstract 
The investigation into the generation of tubular electron 

beams and their parameters in a system of secondary- 
emission cathodes was carried out. The parameters of 
electron beams in a multi-cathode secondary-emission 
source and a single magnetron gun with the use of a 
multi-channel measuring system were measured. The 
stability of the beam current amplitude and a net charge in 
the beam (pulse to pulse), current distribution on the 
azimuth were studied. In the 8-cathode system at a 
cathode voltage of -34 kV and a magnetic field strength 
of-3500 Oe the total current of all beams was -35 A and 
its stability was 4+5%. In the single magnetron gun at a 
cathode voltage of -30 kV and a magnetic field strength 
of-2500 Oe the beam current was -60 A. And its stability 
was 2+4%. 

1 INTRODUCTION 
The electron sources with cold metallic secondary- 

emission cathodes in crossed fields are of interest as 
sources of tubular multi-beam electron beams for the 

1      2     3 

measured the beam parameters in the system with a very 
non-uniform electric field and in a single magnetron gun. 
The parameters such as a stability of the electron beam 
current amplitude and a shape of the electron beam cross- 
section were studied. 

2 EXPERIMENTAL 
INSTALLATION AND PROCEDURE 

The system with a common coaxial anode (1,2) inside 
which he secondary emission cathodes are arranged is 
shown in fig.la. The system comprises 8 copper cathodes 
(3) of 5 mm diameter. The cathodes are arranged 
uniformly inside the common coaxial anode on the circle 
of 44mm diameter. The diameter of the external cylinder 
of the anode (1) is 68 mm, the diameter of the internal 
cylinder (2) is 20 mm. The anode cylinders are made from 
stainless steel and are connected between them with a 
metallic flange with holes through which the cathodes are 
put in. The experiments were carried out at the installation 
[1] the layout of which is presented in Fig. lb. 

microwave high-voltage pulse electronics. Arrangement 
of cathodes and anodes in the system determines the 
electric field uniformity and, respectively, the beam 
generation conditions in it [1]. Till recently, the 
investigations were carried out with the secondary- 
emission magnetron sources having a non-uniform 
electric field distribution on the azimuth [1-3]. In paper 
[4] studied are the processes of the spatial-periodic beam 
generation in a multi-cellular system with a non-uniform 
electric field distribution. Another configuration of a non- 
uniform system is a multi-cathode system in which the 
cathodes made in the form of metallic rods are arranged 
inside the common cylindrical anode. In the present work 
we have investigated the electron beam generation and 

Figure 1 a) Multicathode system. 1,2-anode cylinders; 3- 
secondary emission cathodes, b) Experimental installation 
arrangement 

A voltage pulse necessary for the beam generation was 
shaped in pulse modulator 1 by adding the pulses from 
two pulse generators in thyratrons Tl and T2 [5]. To 
cathodes 6 of the system through isolator 2 the voltage 
pulses were applied with an amplitude overshoot up to 
100 kV and a pulse flattop duration of - 5iis (of a 
controllable amplitude) with a repetition rate of 15 Hz. 
Anode 7 of the system is grounded. The onset of the 
secondary-emission process was taking place at the peak 
decay (duration of-0.3 |is, slope of-150 kV/p-s). 
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The multi-cathode electron source was placed in 
vacuum chamber 3 where a discharging of -10-6 Ton- 
was maintained. The magnetic field for beam generation 
and beam transport was created by solenoid 4 supplied 
from source 5. 

To study the parameter of each of beams we used 
sectionalized cooled Faraday cap 8 (each section of 
which, of 10mm diameter, recorded the beam from one 
cathode) disposed at a distance 40 mm from the anode 
cut. The scattered electrons come onto the block of 
Faraday cups enveloped by the mask. To investigate the 
spatial and time uniformity of a beam one of the Faraday 
cups was covered by the silver shield with a thin radial 
slit. (D~0.5 mm) that allowed observing the beam glow 
and evaluating visually its transversal dimensions. 

The pulses from the Faraday cups, masks, cathode 
voltages (from the high-voltage divider) arrive into the 
computer. The measuring system allows one to process 
(with a discreteness of 100 ns) 32 pulses following one 
after another by 12 channels: 10 beam channels, the 
voltage pulse channel and the microwave signal channel. 
We have measured the current amplitude for each of 
beams, the mean cathode voltage amplitude, the total 
beam current and the coefficients of maximum pulse 
amplitude deviation from the mean value (that is 
equivalent to the stability of beam currents and cathode 
voltages). These parameters were measured in the given 
time point - at the beam current pulse flattop and were 
averaged for 32 pulses. The measurement error is 1+2 %. 
Besides, the mathematical processing of a pulse sequence 
(determining their area) was performed to determine the 
voltage stability and the net charge of beams. 

3 EXPERIMENTAL RESULTS AND 
DISCUSSION 

In the system under consideration the generation of 8 
electron beams was obtained. At a cathode voltage of 34 
kV and a magnetic field strength of-3500 Oe the average 
value of the current from each of 8 beams positioned on 
the azimuth changed from 3.15 A to 3.48 A (±5%), and at 
a voltage of 28 kV it was from 2.5A to 2.8 A (±6%). This 
difference is caused by the unequal conditions of beam 
generation by each cathode that can take place because of 
the inaccuracy of assembling the system and upsetting the 
centering of each of cathodes relatively to its Faraday cap. 

Fig.2 shows the beam currents (averaged for 32 pulses), 
recorded by the measuring systems, from 7 cathodes (II 
... 17) in one voltage pulse U (beam current pulses from 
the 8th Faraday cup and from the mask are not shown). 
From the figure one can see that the beam currents from 
each cathode are insignificantly different by the 
amplitude, and the pulse shapes are almost coinciding 
with each other. The electron beam current reaching the 
mask in this case is ~10A, and the total beam current is ~ 
36 A. 

Figure 2. Beam current pulses ((II ... 17) and cathode 
voltage pulse (U) 

The processing of the results obtained in several series 
of measurements showed that at a cathode voltage of 34 
kV the current stability was from 1 to 4% for current II, 
from 1 to 5% for current 12, and the stability of the total 
current of all beams was from 2 to 5%. The stability of 
the voltage amplitude in this case was from I to 2 %. 
When processing the results of beam current 
measurements using another method, i.e. by the total 
beam current, we have obtained the similar resuhs. 

The beam current stability of a short duration, with 
taking mto accoimt three pulses following one after other 
for current II, was 1+3% at the voltage amplitude 
instability of ~ 1 %. This value characterizes the limited 
possibilities of the multi-cathode secondary-emission 
system in the given concrete experimental conditions. 

The experiments have been performed under conditions 
of the magnetic field instability (pulse-to-pulse) of- 2%. 
The axis of the system was displaced approximately by 4 
mm relatively to the axis of the magnetic field and had the 
tilt angle ~ 1°, the misalignment of the cathode and the 
anode was -0.1+0.2°. 

In the secondary-emission system the beam generation 
stability is determined by the following factors: number 
of primary electrons bombarding the cathode surface, 
their energy accumulation stability, presence of steady 
processes of the secondary-emission muUiplication at the 
stationary stage of beam gerieration [1], stability of 
electric and magnetic fields in time and space, etc. These 
conditions should be satisfied in each of pulses following 
one after other. The above given experimental results 
show that the beam current amplitude stability and, 
consequently, the total stability of all the factors 
providing the beam generation can have the value of - 1 
to 2%. 

The electron beam generation with the use of 
secondary-emission cathodes in non-uniform electric 
fields has some features. This is concerned, in particular, 
with a transverse beam current distribution. In paper [4] 
one considers the shaping of four electron beams in tiie 
system of rod cathodes and anodes. Calculations of the 
electric field non-uniformity on the azimuth showed that 
near the cathode surface it was -5%. The imprint of each 
beam on the Faraday cap was in the form of a ring close 
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to a circle. In our case, because of the cylindrical 
geometry of the anode, the calculated electric field non- 
uniformity on the azimuth near each cathode is -40%. 
Here, the electron drift on the radius, determined by the 
electric field value, leads to shaping the beam of an 
elliptic cross-section and to turning the ellipse axis. Then 
a considerable beam corona is formed that creates 
conditions for a large current of the mask (~ 10). 

Fig.3 presents the photo of electron beam glow at the 
Faraday cup covered with the silver shield. In the photo 
there is shown the line of a section of 0.5mm width. The 
glow was in the form of an ellipse turned at an angle ~ 
45° with a wall thickness from 0.5 to 1 mm. When the 
magnetic field is changing the ellipse axis turns at an 
angle 90°. The major half-axis of the ellipse was 6.5+7 
mm, the minor half-axis was ~ 5.5-5-6 mm. This result, 
practically, coincidences with the results obtained in [6]. 
It should be noted that at such a significant value of the 
field non-uniformity the beam ellipticity is not great and 
equals to 1.2-5-1.3. The processing of measurement resuks 
from the Faraday cup sectioned into two isolated parts has 
shown that the ratio of currents taken from these isolated 
parts remains constant and has a stability of 5+15%. This 
indicates on the rather high stability of a beam position at 
the target. 

0.5 mm 

Figure 3. Photography of the beam glow 

In the system we observed also the generation of 
microwave oscillations developed in the course of 
electron beam shaping. Probably, the microwave 
oscillations are related with oscillations of the spatial 
discharge of the electron cloud. 
Also, the investigations of the beam current stability in 
the single magnetron gun with a copper cathode of 40mm 
diameter and a cylindrical cathode of 50mm diameter 

were carried out. At a cathode voltage amplitude of -30 
kV and a magnetic field strength of 2500 Oe the beam 
current was -60 A. The investigation undertaken showed 
that the current stability of each section in the Faraday 
cylinder is 2+4% at a cathode voltage amplitude stability 
of 1+2%. 

4 CONCLUSION 
The investigation performed showed, for the first time, 

a possibility of electron beam generation stabilization in 
secondary-emission systems. In the multi-cathode 
electron source the stability of the anode current of each 
of 8 beams on the azimuth was changing within ±5%. It 
is shown that the beam current stability is ~ 1+3% and 
can reach -1% under optimum conditions. In the single 
magnetron gun the beam current stability is 2+4%. Such 
sources of tubular electron beams can be used in the 
accelerator technology and in powerftil microwave 
devices. 

The work is fulfilled with the support of the University 
of St. Andrews, Scotland. 
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Abstract 
The ion source for the Spallation Neutron Source (SNS) 

is a radio-frequency, multicusp source designed to deliver 
45 mA of H" with a normalized rms emittance of less than 
0.2 7c mm mrad to the SNS accelerator. The ion source— 
designed, constructed, and commissioned at Lawrence 
Berkeley National Laboratory (LBNL)—satisfies the 
basic requu-ements of commissioning and early operation 
of the SNS accelerator. To improve reliability of the ion 
source and consequently the availability of the SNS 
accelerator, we are undertaking a comprehensive ion 
source development program at Oak Ridge National 
Laboratory (ORNL). To date, this program has focused on 
design and development of internal and external ion 
source antennas having long operational lifetimes, 
development and characterization of efficient RF 
matchmg networks, simulation and measurement of the 
extracted ion beam and, optimization of the beam 
extraction and Cs systems. This report will outline 
progress made in some of these areas as well as 
summarize the current state of the SNS ion source 
discussing specifically source performance during front 
end re-commissioning at ORNL. 

INTRODUCTION 
The Spallation Neutron Source (SNS) is a second- 

generation pulsed neutron source dedicated to the study of 
the dynamics and structure of materials by neutron 
scattering and is currently under construction at Oak 
Ridge National Laboratory (ORNL). Neutrons will be 
produced by bombarding a liquid Hg target with a 1.4- 
MW, 1-GeV proton beam produced using several types of 
linear accelerators and an accumulator ring [1,2]. In order 
to meet this baseline requirement, the ion source must 
deliver approximately 45 mA of H" within a 1-ms pulse 
(60 Hz) into a normalized rms emittance of 0.2 n 

*SNS is a collaboration of six US National Laboratories: 
Argonne National Laboratory (ANL), Brdokhaven National 
Laboratory (BNL), Thomas Jefferson National Accelerator 
Facility (TJNAF), Los Alamos National Laboratory (LANL), 
Lawrence Berkeley National Laboratory (LBNL), and Oak 
Ridge National Laboratory (ORNL). SNS is managed by UT- 
Battelle, LLC, under contract DE-AC05-00OR22725 for the 
U.S. Department of Energy. 

mm mrad. SNS performance upgrades are being discussed 
which will require 3-5 MW of beam power and 
consequently demand higher beam currents from the ion 
source. This report discusses some highlights of our ion 
source development program as well as ion source 
performance during the re-commissioning of the front end 
at ORNL. 

THE H MULTICUSP ION SOURCE 
A schematic diagram of the H" ion source is shovra in 

Fig. 1. The source plasma is confined by a multicusp 
magnet field created by a total of 20 samarium-cobak 
magnets lining the cylindrical chamber wall and 4 
magnets lining the back plate. RF power (2 MHz, 20-50 
kW) is applied to the antenna shown in the figure through 
a transformer-based impedance-matching network. A 
magnetic dipole (150-300 Gauss) filter separates the main 
plasma from a smaller H' production region where low- 
energy electrons facilitate the production of large amounts 
of negative ions. A heated collar, equipped with eight 
cesium dispensers, each containing ~5 mg of Cs2Cr04, 
surrounds this Hproduction volume. The RF antenna is 
made from copper tubing that is water cooled and coiled 
to 2 1/2 turns. A porcelain enamel layer insulates the 
plasma from the oscillating antenna potentials. More 
details of this source design can be found in reference 3. 

Multicusp 
magnets 

Plasma 

Dumping 
magnets 

Dumping 
electrode 

RF antenna H' beam 

Cs collar 

Filter magnets 

Figure 1: Schematic diagram of the SNS ion source. 
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RF ANTENNA DEVELOPMENT 
The multicusp, RF-driven, positive/negative ion sources 

developed at LBNL have performed quite well in a wide 
variety of applications [4]. Most of these applications 
have involved pulsed, low duty-factor operation in which 
thinly coated (100- to 200-um) porcelain enamel coatings 
were sufficient to guarantee a long operational lifetime. 
The SNS ion source, on the other hand, requires long 
pulses (~1 ms) and high repetition rates (-60 Hz) as well 
as high peak RF powers (20-50 kW) and therefore tends 
to destroy these antennas rapidly, usually withm a few 
hours of operation. In a collaborative effort between 
LBNL and ORNL, we began to improve the lifetime of 
this ion source component. Detailed accounts of this effort 
can be found in earlier work [5], and we will only 
summarize here. 

Electromagnetic modeling has shown that a 1- to 2-kV 
RF potential develops across the length of the antenna 
because of its inductance. Large RF electric fields can 
develop between different parts of the antenna and 
between the antenna and the plasma chamber, since one 
leg of the antenna is grounded to the plasma chamber 
through a resistor. If the antenna coating is not sufficiently 
thick or has too large a dielectric constant the majority of 
this electric field will exist within the plasma sheath as 
opposed to within the insulating coating. Large electric 
fields in the plasma sheath accelerate charged plasma 
particles into the coated antenna, causing sputter ejection 
of the coating materials as well as vaporization of the 
coating material from localized heating. Eventually, a thin 
spot in the coating develops that enhances the electric 
field, driving the process until a hole is burnt through the 
coating. Once bare conductor of the antenna is exposed to 
the plasma, the plasma itself can conduct a significant 
portion of the RF current normally carried by the anterma 
and thereby greatly reduce the inductive power coupling 
to the plasma. This process can be greatly accelerated if a 
manufacturing defect already exists porcelain coating. 

Quantitative models have been developed and applied 
to fusion plasmas to determine the fraction of a given 
electric field that exists within the plasma sheath, versus 
the field inside a dielectric wall material [6]. Using the 
plasma parameters of the SNS source and material 
properties of the porcelain enamel coating, it has been 
shown that essentially all of the electric field within the 
plasma sheath can be eliminated provided the following 
two conditions are met [6]. First, the coating is 
sufficiently thick, greater than 0.5 mm, several times the 
thickness of the original coating. Second, the dielectric 
constant of the porcelain is reduced by removal of the 
Ti02 (FC=86) component from the porcelain mixture. 

Based on these calculations, a local company [7] 
developed a multi-layer coating technique to achieve the 
specified coating thickness and composition. Since Ti02 is 
added to porcelain enamel mixtures purely as a color 
pigment with no structural importance, it was easily 
eliminated from the mixture resulting in a coating that 
appears clear. This approach has yielded coatings as thick 
as 1 mm which was achieved through the successive 

application of -10 enamel layers. Increasing the number 
of layers also improves antenna lifetime by reducing the 
chance that a single layer defect will cause an electric 
breakdown through the coating. 

To date antennas fabricated in this fashion have allowed 
the successfiil commissioning of the front end of the SNS 
at LBNL (-500 hours of operation) and again at ORNL 
(-1000 hours of operation) [8]. In addition to these 
accelerator-commissioning activities, which have 
generally required low duty-factor operation, we have 
also performed several high duty-factor lifetime tests. On 
one occasion, the source operated continuously for 107 
hours with -25 kW of applied RF power at the full 6% 
duty factor with no visible damage to the antenna 
observed. During the last few hours of the test, a -25 mA 
beam was extracted from the source. Another such test 
also occurred at LBNL on the front-end system, where the 
source was operated for 125 hours at 2-3% duty factor, 
again producing -25 mA with no antenna damage visible. 

To ensure an adequate ion source lifetime at the 
nominal SNS beam current and duty factor, in the absence 
of specific lifetime tests, we have developed a 
contingency strategy for coupling RF power into the 
source: use of an external antenna. This approach is 
similar to that employed at DESY for their very low duty 
factor application [9]. To date, thermal and mechanical 
finite-element analysis has been performed on an AI2O3 
plasma chamber to determine an optimal design. One such 
design, shown in Fig. 2, was developed in conjunction 
with designers at ISI Corporation. The design features an 
alternative ion source backflange where the helical 
anterma is submerged in de-ionized water surroimding an 
AI2O3 plasma chamber. This system is currently under 
consideration for development. 

Cu RF antenna AI2O3 
plasma 
chamber 

Ion source backflange 

Water 
cavity 

Figure 2: Initial design of an external antenna for the SNS 
ion source. 

SOURCE PERFORMANCE 
The SNS front end was recommissioned at ORNL from 

Nov 5, 2002, to Jan 31, 2003. The ion source performed 
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quite well over this period and allowed accomplishment 
of most of our commissioning goals [8]. 

Initially, a beam-intercepting flag (biased to +300V to 
suppress secondary electrons) was installed just 
downstream of the extractor electrode and was used for 
initial ion source check out as well as operator training. 
Beam currents as high as 35 mA were produced during 
this early commissioning period. Fig. 3 shows the 
dependence of the ion current, intercepted by the flag, on 
the applied RF power for an un-cesiated source (squares) 
and after 1 successful cesiation of the source (diamonds). 
Source cesiation was accomplished by raising the 
temperature of the 8 Cs dispensers to -550 C for -1/2 
hour and then maintaining a collar temperature of-275 C. 
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Figure 3: Ion current versus applied RF power from both 
cesiated and uncesiated sources. 
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The commissioning period also served as a shakedown 
of the front-end system delineating weaknesses. The ion 
source and low-energy beam fransport (LEBT, between 
the ion source and RFQ) systems were available 68% of 
the time. Much of the down time was attributed to 
mechanical failures of the LEBT, problems with the ion 
source RF amplifiers induced by high-voltage sparks, and 
not having a readily available backup source. Most of 
these problems have been corrected over the last several 
months. Near the end of this period when we aimed for 
higher beam currents, consistent with the commissioning 
schedule, we were able to achieve currents in excess of 51 
mA from a newly cleaned source with fresh Cs operating 
at higher collar temperatures (300 C) than were 
maintained during earlier operations. 
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Figure 4: Typical beam currents produced during front- 
end commissioning at ORNL. 

On Dec 14 we began injecting beam into the front-end 
system [8]. Fig. 4 shows typical beam currents measured 
over the accelerator-commissioning period by current 
transformers located near the entrance and exit of the 
medium-energy beam transport (MEET). Since most of 
our commissioning tasks did not require large beam 
currents, we ran at modest currents levels of 15- to 30-mA 
for much of the commissioning period. 
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Abstract 
Negative halogen ion beams have recently been 

proposed as heavy ion fusion drivers. They would avoid 
the problem of electron accumulation in positive ion 
beams, and could be efficiently photodetached to neutrals 
if desired [1]. Initial experiments using chlorine produced 
a current density of 45 mA/cV of 99.5% atomic negative 
Cl with an e/Cl" ratio as low as 7:1 and good emittance. 

INTRODUCTION 
Driver concepts for heavy ion fusion have traditionally 

relied upon positive ions, which suffer the possible 
drawback of accumulating electrons in their deep 
potential wells. Negative ions would preclude electron 
accumulation, and if desired, could be converted to atoms 
by photodetachment with technically feasible lasers 
before entering the target chamber. The halogens bromine 
and iodine are the most appropriate masses for a driver, 
but chlorine, which has a similar electron affinity and is a 
gas at room temperature, is ideal for proof-of-concept 
experiments of the source [2]. 

EXPERIMENTAL ARRANGEMENT 
In a process similar to that by which hydrogen forms 

negative ions in plasmas, halogens can be expected to 
form negative ions by dissociative attachment of electrons 
to vibrationally excited diatomic molecules. Thus, an RF 
driven (12.56 MHz) source previously used for H' 
production was used with Clj for these experiments. A 
movable 135 gauss magnetic filter divided the plasma into 
a vibrational excitation region and an extraction region. 
A fuller discussion of the setup and the experiments is 
provided in ref. [3]. Permanent magnets deflected 
electrons from the beam for measurement. Ion currents 
were measured with a secondary-suppressed Faraday cup, 
and a magnetic mass spectrometer analyzed the ion 
species. Hydrogen, with an electron affinity of 0.75 eV, 
requires the addition of Cs to produce significant negative 
ion currents. The halogens have electron affinities of 3.06 
- 3.62 eV, so no Cs was needed. 

EXPERIMENTAL RESULTS 

Oxygen Tests 
With an electron affinity of 1.27 eV, oxygen was a 

convenient non-toxic comparison gas before trying Cl 
(electron affinity of 3.61 eV). With 2 kW of RF power, a 
maximum of 5.7 mA/cm^ of O' was extracted under the 
same discharge conditions which yielded 22 mA/cm^ of 

O* and an electron-to-negative-ion ratio of 300. The 
negative/positive ion ratio of 0.25 is much better than is 
achievable in uncesiated H discharges, where it is 
typically of order .01 - .03. Figure 1 shows oxygen 
currents extracted versus extraction voltage with 1.5 kW 
of RF and a source pressure of 10 mTorr, with 40% of the 
positive ions 0+ and 90% of the negative ions O". 
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Figure 1: O", O*, and e" currents vs extraction voltage. 

Chlorine Results 
The positive ion spectrum with chlorine was 82% cr, 

with the rest in Clj* and impurities such as nitrogen and 
oxygen. At the same RF power of 1.5 kW, the negative 
spectrum was 99.5% atomic Cr, 0.5% C^, and no 
detectable impurities. Figure 2 shows the Cl", cr, and e" 
current densities versus extraction voltage with arc 
conditions of 1 kW RF and 25 mTorr. With chlorine's 
greater electron affinity, the ratios of negative/positive 
ions and of negative ions to electrons are much more 
favorable than was the case for oxygen. 
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Figure 2: Cl", Cr, and e" currents vs extraction voltage. 

The Cl" current density was only weakly dependent 
upon source pressure across the measured range of 20 - 
35 mTorr but began to decline below 20 mTorr. As was 
the case with O", the Cl" current density scaled linearly 
with RF power, where it should be noted that the RF 
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power levels given in this paper are the output power of 
the RF supply; the actual power coupled into the 
discharge plasma would have been less. 

At an RF power of 2.2 kW (the maximum of the 
supply) and a source pressure of 28 mTorr, the Cl" current 
density was 45 mA/cm^ and the eVCl' ratio was 7. Under 
the same discharge conditions the Cr current density was 
53 mA/cm^, so the ratio of Cl" to total positive ion current 
was 0.69. Since more of the Cl" would be lost through 
stripping in the extractor and modestly-pumped analyzer 
system than would be the case for positive ion loss due to 
charge exchange, the actual density of Cl" in the extraction 
plane plasma was probably greater than 69% of the total 
positive ion density. Because of their large electron 
affinities, halogens can form ion/ion plasmas which leave 
very little room for electrons in phase space [4]. This is 
substantiated by the low e'/Cl" ratio that was obtained 
without the extractor plane magnets used to reduce the 
copious co-extracted electrons from H" sources. Based 
upon the difference in mobilities, one would expect an e" 
/Cl" ratio of about 240 instead of 7 if the electrons and 
ions had the same temperature, and in fact, the electron 
temperature was probably higher than that of the ions, 
which would make the expected ratio even larger. In the 
case of oxygen, the e"/0" ratio of 300 exceeded the 
mobility ratio of about 160 for the same temperatures, 
implying a higher electron temperature. 

In H" volume sources, biasing the plasma grid positive 
relative to the plasma reduces the co-extracted electron 
current and can increase the extracted negative ion current 
[5]. With oxygen, the bias induced a noticeable effect, 
augmenting the O' current by 20% while diminishing the 
e" current by 25% as the bias increased from 0 to 15 
volts; higher voltages reduced both species. In chlorine 
plasmas, varying the bias from 0 to 35 volts had almost no 
effect upon the Cl" current, and reduced the e" by less than 
5%. This probably reflects the scarcity of electrons in the 
ion/ion chlorine plasma at the extractor plane. 

Figure 3 shows Cl" and e" currents as functions of 
source pressure. The e" current is much more sensitive to 
pressure than the Cl" current, declining strongly with 
pressure. This may be due to a decrease in the extractor- 
region electron temperature at higher pressure, which 
would reduce the electron mobility. 
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Figure 4 shows the Cl" and e" extracted currents as a 
function of the distance from the plasma grid of the 
magnetic filter which partitions the plasma. The electron 
current is significantly more sensitive to filter position 
than is the Cl" current The rapid rise in electron current 
for the largest distances from the extraction plane might 
be partly due to the fact that this movable filter may have 
allowed leakage of energetic electrons around its edges; 
with more distance, a greater number of these electrons 
may have reached the axis, where the extraction aperture 
was located. Alternatively, the filter may have been 
positioned too close to the RF antenna, allowing electron 
heating beyond the filter. 
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Figure 3: Cl" and e" versus pressure 

Figure 4: Cl", e" versus filter distance from plasma grid 

A pepper pot measurement was done to obtain an 
approximate measure of the effective beam temperature in 
the directions transverse to the beam propagation axis. 
Measurements were done in the directions parallel and 
perpendicular to the electron deflection magnetic field. 
The effective beam temperature is larger in the 
perpendicular direction due to the magnetic deflection of 
the ions. The effective temperatures in the perpendicular 
direction were 0.5 eV for both Cl" and CV; in the parallel 
direction they were 0.3 eV for Cl" and 0.2 eV for cr. 

Implications for Heavier Halogens 
The more massive halogens, bromine (mass 79 and 

81) and iodine (mass 127), are most likely to fit the mass 
requirements presently being considered for heavy ion 
driver beams. Experiments with these elemental 
feedstocks will require ion sources at moderately elevated 
temperatures (the boiling points of Br and I are 59 C and 
114 C, respectively. Since they should form negative ions 
through the same mechanism as Cl (dissociative 
attachment of electrons to vibrationally excited dimers), 
results with the heavier halogens should be similar to the 
Cl experiments. The achievable current density at a given 
RF power may be somewhat lower for Br, with an 
electron affinity of 3.36 eV, and for I, with an electron 
affinity of 3.06 eV, than they were for Cl. However, this 
should not be a problem if the observed linear scaling of 
negative ion current density with RF power continues to 
higher levels. For instance, the 45 mA/cm^ of Cl" found at 
2.2 kW extrapolates to about 100 mA/cm^ at 5 kW, which 
was the planned power level for this source before 
problems were found with the intended power supply. 
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Although one would normally expect the co-extracted 
electron component to be greater for Br and I than for Cl, 
both because of their greater mass and their somewhat 
lower electron affinities, this may be compensated to an 
unknown degree by a competing effect: the greater mass 
of Br"" and T compared to cr. The addition of cesium to 
H sources not only increases the production of H'; it also 
significantly reduces the co-extracted electron current. 
The electron suppression is thought to occur because the 
massive (133 amu) Cs'^ in plasma near the extraction 
plane provides a drag on the flow of the low energy 
electrons in that region to the extraction meniscus. If this 
hypothesis is correct, then the same effect could be 
expected to occur in halogen plasmas. Thus, the low level 
of electrons co-extracted with Cl" might be partly 
attributable to the mass (37 amu) of Cr, in which case the 
electron suppression could be expected to be even more 
favorable for Br and I. Iodine has almost the same mass 
as cesium ( 127 versus 133), and the density of T in an 
iodine plasma should be significantly higher than the 
density of Cs* in a dominantly hydrogen plasma. 

H" ion sources commonly remove their much more 
abundant co-extracted electrons by mounting permanent 
magnets inside the extractor grid to deflect the electrons 
onto the extractor aperture walls while they are still at low 
energy. The effect upon the optics of the H" is small 
because of its much greater mass. While this technique 
works well, the space required for the placement of 
magnets reduces the maximum grid transparency 
available to a multi-aperture beamlet array. 

This same technique could be used for multi-aperture 
Br" or I" beamlet arrays; because they are both much more 
massive than H", the effect upon ion optics should be even 
less than in today's H" sources. However, it might not be 
necessary if the electron component remains as small as 
was found with Cl. Unlike the current applications of 
multi-aperture H' sources, which must dump the electrons 
because the beam pulses last for seconds, and the 
electrons would otherwise reach the full acceleration 
energy, heavy ion fusion sources will fire microsecond 
pulses, and the electrons could be dumped further down 
or after the injector before they reach the main 
accelerator, since the short pulses and low duty factor 
would Umit the heat load. 

CONCLUSION 
Heavy negative ions would have some appealing 

characteristics as driver beams for inertial confinement 
fusion [1]. Because the halogens have large electron 
affinities they are the most natural candidates for high 
brightness heavy negative ion sources [2]. A proof-of- 
concept experiment was conducted using chlorine, which 
can be used in a room temperature source, and should be a 
good surrogate for bromine and iodine, which have 
masses more appropriate for driver beams, but require 
moderately elevated source temperatures. 

In contrast to ion sources using hydrogen, which has an 
electron affinity of 0.75 eV, it was not necessary to add 
cesium to obtain high negative ion current densities. In 
order to evaluate the effect of electron affinity upon yield, 
the source was first operated with oxygen (electron 
affinity of 1.27 eV), producing an O" yield of 5.7 
mA/cm^, an O" to positive ion ratio of 0.25, and an 
electron-to-negative-ion ratio of 300. Chlorine (electron 
affinity of 3.62 eV) yielded a negative ion spectrum which 
was 99.5% cr, 0.5% CV, and no detectable impurities. 
Under the most optimized conditions, the Cl negative ion 
current was 69% of the total positive ion current, 
suggesting a mostly ion-ion plasma near the extraction 
plane (probably with an even higher fraction of negative 
ions than the current ratios indicate, because of higher 
negative ion loss rates at low energy). Under these 
conditions, the electron current to negative chlorine ratio 
was 7, much less than the mobility ratio of about 240 for 
equal temperatures, which also suggests the presence of 
few electrons in the extraction plane plasma. Biasing the 
plasma grid positive relative to the plasma reduced co- 
extracted electrons and increased O' with oxygen, but had 
little effect with chlorine, again suggesting a scarcity of 
electrons in the extraction plane plasma. Preliminary 
emittance measurements gave effective beam 
temperatures of 0.2 eV for Cr and 0.3 eV for Cl" in the 
direction parallel to the electron analysis magnets, and 0.5 
eV for both species in the direction perpendicular to the 
analysis field; these values appear acceptable for drivers. 

In both oxygen and chlorine plasmas, the negative ion 
current density scaled linearly with RF supply output. At 
the maximum RF supply power of 2.2 kW, the Cl" current 
density was 45 mA/cm^, which would extrapolate to about 
100 mA/cm^ at 5 kW (the intended level before problems 
with the RF supply). This level is fully adequate for 
driver applications. Since halogens permit negative ion 
current densities similar to positive ion densities, the 
extractable current densities of heavier driver ions such as 
I" or Cs"^ will depend upon the extraction voltage which 
can be applied. This will be a function of the extractor 
design, and not the polarity of the ion. Thus, achievable 
ion source parameters appear acceptable for halogen 
negative ion driver beams. 
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ELECTRON GUNS AT SLAC 
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Abstract 
The next generation of powerfiil electronic devices 

requires new approaches to overcome the known 
limitations of existing tube technology. Multi-beam and 
sheet beam approaches are novel concepts for the high 
power microwave devices. Direct and indirect modeling 
methods are being developed at SLAC to meet the new 
requirements in the 3D modeling. The direct method of 
solving of Poisson's equations for the multi-beam and 
sheet beam guns is employed in the TOPAZ 3D tool. The 
combination of TOPAZ 2D and EGUN (in the beginning) 
with MAFIA 3D and MAGIC 3D (at the end) is used in 
an indirect method to model the high power electron 
guns. Both methods complement each other to get reliable 
representation of the beam trajectories. Several gun ideas 
are under consideration at the present time. The collected 
results of these simulations are discussed. 

INTRODUCTION 
It is advantageous for multi-beam high power devices 

that the external magnetic flux guides each individual 
beam that is emitted from the cathode. This is known as 
confined flow focusing. The challenge is to develop 
electron guns and the associated magnetic optic system to 
confine and compress the electron beams and transport 
them through the separate beam tunnels to the spent beam 
collector. This is fundamentally a three-dimensional 
problem. Asymmetry of the focusing magnetic field can 
lead to partial interception of the beam. The beam 
interception creates the power losses and leads to the 
thermal deformations. To avoid these limitations it is 
necessary to develop methods of 3D computer simulation 
and create the mathematical model. A new approach for 
3D analysis of the electron guns and beam optics utilizes 
a combination of MAFIA 3D and TOPAZ 3D. An 
algorithm based on perturbation theory provides a 3D 
correction to the- 2D, self-consistent field solutions. The 
combination of TOPAZ 2D or EGUN (in the beginning) 
with MAFIA 3D and MAGIC 3D (at the end) is used as 
an indirect method to model the high power electron guns 
also. 

3D MODELING OF MULTIBEAM GUNS ** 
The amount of RF power that can be produced in a 

linear beam microwave tube is dependent on the amount 
of beam power that can be transmitted through the device. 
Space charge forces that occur as the beam is bunched in 
device, limit the amount of current that can be 
transmitted. In order to increase the power, it is necessary 
to increase the beam voltage. This leads to reduced 
efficiency and complicates the power supply. One way to 

reduce the space charge forces is to use a multiplicity of 
electron beams. They will travel through individual beam 
tunnels. This allows operation at significantly lower 
vohage while enhancing the RF performance. 
Additionally multi beam mode operation reduces the 
required magnetic power. For example, the reduction in 
beam voltage for the same level of rf power for the multi- 
beam klystron as compared to single-beam design is 
shown in Fig. 1. Here N is a number of the beamlets. 

0(N)    3 

J.   1 

Figure 1 

It is seen that the beam voltage can be reduced by 
factor 2.5 if the ten-beam configuration of klystron 
is employed. 

The SLAC algorithm for a design of the MBG optical 
system was described in [1]. This algorithm was used for 
design of MBGs under SBIR grants (see footnote **). 
Additionally, the MBG for TESLA Lband klystron with 
initial triode configuration and post acceleration stage was 
investigated. The advantage feature of proposed klystron 
gun is a fact that the klystron is connected with DC power 
supply directly, i.e. without klysti-on modulator. Only the 
grid control pulser is required. This pulser has a DC grid 
bias that shuts off the multi beam gun between pulses. 
The intermediate electrode (modulating anode) separates 
the grid controlled region and the post acceleration stage 
and plays a role as a klystron gun arc protection. 

Some of the results of the 3D MBG design, which were 
performed for Calabazas Creek Research, Inc, are 
presented. The sketch of MBG is shown in Fig. 2. Here 
the cross section of the iron dome behind the cathode is 
shovra. The shape of the dome is made in such a way that 
the magnetic flux dstribution in the region between a 
pole piece and the cathode duplicates the distiibution for 
the case when the cathode is on the axis. A 3D cutaway 
picture of the iron dome is shown in Fig. 3. The presence 
of radial magnetic field (Br) in the beam optical system is 
the result of the beamlet sheer in accordance with 

[v,x5J azimuthal component. The behavior of the off- 
axis confined flow beamlet is presented in Fig. 4. 

** This part of work was performed for Calabazas Creek Research, Inc with funding provided by DoE SB IR 
program DE-FG03-O0ER82964 and DoD SBIR program N00014-02-M-016. ,. 
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Figure 2 

Figure 3 

Figure 4 

This beam envelope and its cross sections correspond to 
the case where the ratio between radius of the solenoid 
and the radius of the bore circle is approximately 2. The 
designed shape of the iron dome was insufficient to 
provide 100% transmission through the whole length of 
the device. A Fig. 5 illustrates Br distribution along 
beam axis. 

M\\<: 

Figure 5 
In this case, the fringe solenoid field contains large 
enough area with Br. There are several methods 
to compensate this field. It was found that the field 
straighteners in the solenoid part effectively suppress the 
beamlet sheer and allows the beam transmission to reach 
100% (see Fig. 6). 

€t # 0 9 

The iron dome shape around the cathode region and the 
field straighteners in the solenoid part provide the 
excellent duplication of on-axis magnetic field [2]. The 
MBG test bench is imder construction. The results of the 
experimental study of this geometry are expected during 
this year. 

3D MODELING OF SHEET BEAM GUNS 
Studies of MBG for the high power X-band electron 
devices show that cathode current is high (more than 15 
A/cm in our example) reducing the cathode hfetime. The 
klystron with a sheet beam can overcome some 
limitations of the multi-beam devices. The design of 
sheet-beam guns (SBG) is fundamentally a three- 
dimensional problem. Two methods are currently used to 
design the SBG at SLAC. Direct and indirect modeling 
methods are developed to meet the new requirements in 
3D modeling. The direct method of solving of Poisson's 
equations for the SBGs is employed in the TOPAZ 3D 
tool. The combination of TOPAZ 2D and/or EGUN (in 
the beginning) with MAFIA 3D and MAGIC 3D (at the 
end) are used in an indirect method to model the high 
power electron guns. Both methods compliment each 
other to get reliable representation of the beam 
trajectories. Currently two SBG geometries are under 
study. They are shown as quarter model of the whole 
geometry in Fig. 7 and 8. 

Figure 7 

The gun of Fig. 7 represents the diode type gun with 
three elements: cathode (red), focus electrode, (yellow), 
and anode (grey).  This is Vb=490 kV and Ib=250 A 
gun with the 100 x 72 mm ^ cathode area. 

Figure 6 

Figure 8 

The gun shown in Fig. 8 represents the triode configuration 
with the intermediate   electrode (green). This electrode 
separates   the   beam    formation    region     and     post 
accelerating stage. The purpose of this electrode is to 
protect the cathode area against arcs. It can be also used 
as  the  modulating  anode  for some  applications.  The 
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pulsed control voltage in this case is smaller than the 
beam voltage and isolated x-fmr is necessary in this 
configuration. The most attractive modification of 
proposed gxm is the gridded version gun that is shown in 
Fig. 8. This version is being developed for Calabazas 
Creek Research, Inc with funding firom DoE. The current 
design parameters are as follows: Vb=415 kV, Vl=150 
kV, Ib=270 A (Vg=9 kV for grid control of SBG). The 
cathode area is 100 x 84 mm^. Both SBGs have the beam 
compress!ve and non-compressive planes. The problem 
was to find a shape of focus electrode, so the beam 
trajectories were similar to the 2D trajectories in the beam 
compressive plane. Especially it was necessary to pay 
attention for the trajectories at the comer of the cathode. 
Some of the studied focus electrodes for the diode version 
of SBG are shown in Fig. 9. 

^HH ^^^^^^^^ ■  ^ 

Figure 9 
The difference in the shapes takes place mainly for the 
comer area and the non-compressive pane. 

The MAFIA 3D static solver simulates the electric and 
magnetic fields for SBG geometry. The beam space 
charge has been extracted fi-om 2D mn and introduced 
into input MAFIA file together with the electrode 
potentials. The sign of the electric fields from electrodes 
and the beam space charge are matched to get the 
physical correct action on the test particle. The same takes 
place for the beam self magnetic field. The result of 
MAFIA static solution was six files with E and B 
components in the gun space. It was possible to get a 
visualization of the electric and magnetic Faraday's lines 
after MAFIA simulation. This feature of the indirect 
method B usefiil to get some insight regarding what the 
electi-on trajectory would look like. The components E 
and B are introduced into MAGIC 3D together with the 
initial particle momentum distribution on the cathode 
surface. The trajectories of test electrons are traveling 
into gun space and can predict the quality of the SBG 
geometry. The output file of MAGIC 3D contains the 
trajectory data that can be compared with 2D trajectories 
in the middle plane. The result of the comparison for the 
diode type of SBG with the fourth focus electrode is 
shown in Fig. 10 a) and b). 
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Figures 10 a) and b) 

The picture of Fig. 10a represents the comparison 
between the reference outer trajectory (red curve) and 
trajectories of electirons, which are emitted firom the 
cathode comer. There is practically perfect dupUcation of 
the comer trajectories with reference trajectory. The 
h-ajectories for non-compressive plane are shown in Fig. 
10b where 6% deviation takes place. The method 
described above was employed to study the gridded 
version of three-electirode gun. Stiidies show tiiat the 
original version of the SBG shown in Fig. 8 has the 
diverging trajectories in non-compressive plane. The new 
version of this gun is shown in Fig. 11. 

z, mm 

Figure 11 
The shape of the focus electrode in the non-compressive 
plane and its comer were adjusted to meet the beam 
requirements for the PPM focusing channel. More results 
and data are available at the PAC2003 FPABOll poster. 

CONCLUSION 
The 3D gun design tools have been under development at 
SLAC. Indirect method has been employed to model 
different 3D gun geometries and allows to optimize their 
focus electi-odes. The combination of TOPAZ 2D and 
EGUN (in the beginning) with MAFIA 3D and MAGIC 
3D (at the end) is used in an indirect method to model the 
high power electron guns. This method is effective to get 
the trajectory deviation from the reference particle. 
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Abstract 
An improved version of the TOPAZ 3D gun code is 

presented as a powerful tool for beam optics simulation. 
In contrast to the previous version of TOPAZ 3D, the 
geometry of the device under test is introduced into 
TOPAZ 3D directly from a CAD program, such as Solid 
Edge or AutoCAD. In order to have this new feature, an 
interface was developed, using the GiD software package 
as a meshing code. The article describes this method with 
two models to illustrate the results. 

INTRODUCTION 
The problem of simulating high-current electron 

devices can be formulated into a set of field equations, 
particles motion equations, and the conservation law for 
the total charge. The EGUN [1] 2D code has been 
available at SLAC for several years and is designed to 
simulate trajectories of charged particles in electrostatic 
and magnetostatic fields. The modem development of 
high power electron devices is bound up with the multi- 
beam and sheet beam microwave sources. They are 
attractive for the design of gigawatt range free electron 
masers, pumping systems of gas lasers, and quasi-optical 
gyrotrons. For example, multi-beam [2] and sheet beam 
[3] X-band klystrons may be good candidates for R&D of 
the Next Linear Collider program. The design of such 
devices is practically impossible without the development 
of 3D computer codes. TOPAZ 2D [4] and TOPAZ 3D 
[5] are computer codes, which have been orientated for 
the simulation of relativistic charged particle optic 
problems using the Boundary Element Method. This 
method provides more precise solutions to complex 
geometries. The TOPAZ codes are available at SLAC 
now. Both versions of TOPAZ were revised for the 
modem computer platform and its shells. More details 
about the TOPAZ code are available in [5]. The new 
TOPAZ 3D adds the ability to import a 3D geometry 
directly and to compute the trajectories of particles in the 
extemal electromagnetic fields, including space charge 
effects, self-magnetic fields, and relativistic effects. 

FROM SOLID EGDE INTO GID 
The original version of TOPAZ 3D had an expansive 

set of standard geometric objects (plane, cone, sphere, 
cylinder, toms, triangle, quadrangle, ring, etc.). These 
objects could then be operated upon (shift, rotate, stretch, 
reflect, etc.). This was the original approach used prior to 
simulation. Typically, the designer had to spend an 
appreciable amount of time to create a working input file 
without any errors. However, the visualisation of objects 
and the ability to work with them was not as user-friendly 
as preferred. The above disadvantages were the major 

motivation for improving TOPAZ 3D. There are several 
3D CAD programs, which are available at SLAC. The 
most sophisticated is the Solid Edge CAD software. This 
software is powerful and effective to'work with 3D 
objects. However, there is no option to mesh three- 
dimensional geometries. 

GiD [6] is a powerfiil and reasonably priced software 
package. It was designed as a universal, adaptive and 
user-friendly graphical interface for geometrical 
modelling, data input and visualisation of results for all 
types of numerical simulation programs. Typical 
problems that can be successfully tackled with GiD 
include most situations in solids and mechanics. This 
program is used as the main interface between Solid Edge 
and the new version of TOPAZ. 

The design of a sheet beam gun can be used to illustrate 
the new features of TOPAZ. The sheet beam gun consists 
of three electrodes: anode, focus electrode, and cathode. 
The results of the Solid Edge gun design and the meshing 
of this geometry using GiD are presented in Fig. 1 a) and 
b) accordingly. 

a) 

b) 

Figure 1: 
a) Sheet beam gun design: anode in grey, cathode in 

red, and focus electrode in yellow 
b) Unstmctured mesh of the geometry using GiD 

* Work supported by Department of Energy 
under contract DE-AC03-76SF00515 
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Here, a quarter model of the whole sheet beam gun 
geometry is shown. As it is seen, GiD generates a mesh 
for each surface of the gun. GiD also shows the volumes 
of the metallic elements where there is not an electric 
field. However, the Boundary Element Method, which is 
used in TOPAZ, only requires the surface representation 
of boundary conditions. From this point of view, the GiD 
output file might include extraneous information. The 
geometry can be easily edited before it is exported into 
TOPAZ. The example shown in Fig. 2 a) and b), is the 
result of editing the volumes of the electrodes of the 
three-electrode sheet beam gun (see Fig 2a). 

a) 

Figure 2: 

a) Quarter model of three-electrode sheet beam gun; 
b) Surface representation of electrodes after editing the 

geometry using the GiD software package 

Unnecessary surfaces, lines and nodes were removed 
fi-om the gun geometry before the TOPAZ simulation. 
The removal of unnecessary elements will simplify the 
output GiD file. The assigning of siufaces for the gun 
electrodes is the next necessary action. After the 
geometry is simplified and all the electrodes are assigned, 
the next step is to mesh the surface. Users can choose the 

size of the mesh inside the GiD program. The result of 
meshing the three-electrode gun geometry is shown in 
Fig. 3. Here the green colour is the surface of the 
cathode, blue is the focus electrode, pink is the 
modulating anode, and cyan is the anode. 

Figure 3: Result of surface meshing the three-electrode 
sheet beam gun in GiD 

The geometry is ready to simulate. 

FROM GID INTO TOPAZ 3D 
The output file from GiD represents the numerical data 

for the studied geometry (the sheet beam gun in this case). 
The additional interface between GiD and TOPAZ is 
necessary to sort the output GiD data in such a way that 
they are separated for each element (anode, cathode, 
focus electrode, etc.). 

The GiD output data is 
created in the text format 
and segregated into four 
sections: 

Project Title: 
Author 
Date: 

-GiD to TOPAZ — 

4l5-150f 
A. Krastiykh 
03-18-2003 

Number of Surface Points: 1185 
Number of Elements:      2648 

Catfiode Potential:       0 
Focus Electrode Potential: 0 
Mod Anode Potential:        150 
Anode Potential:        115 
 Created by Aaron Jensen  
 Modified by An atoly  
0 0 0 0 
0.001 
1 
0 0 0 0 : 
1 -3.9370079000 0.0000000000 7.9133858000 
2 -3.9370079000 0.5181305978 7.8307037296 

1181   9.8125197000   0.3119606300   0.5520150636 
1185   9.8125197000  .0.3113606300   0.0000000000 

0 0 0 0 
1 115    132    121      cathode 
1    159   115   110     cathode 

1 270 117   113     anode 
1 113 259   270     anode 
2 307 298   306     locus.electrode 

2 398 391    389    focus electrode 
3 1213 1217   1255    modi anode 

3   1077   967   103S    mod  anode 
0     0     0     0     null 
10 
20 
3150 
1115 

• User information 
• Coordinate data 
• Element data 
• Condition data 

This file is the input file 
for TOPAZ 3D. Before 
simulation it is necessary 
to create a volume mesh 
for the beam. The next 
types of beam meshes are 
available in TOPAZ: 

• Cartesian type (x,y,z) 
• Cylindrical type (r,()),z) 
• Spherical type (p,9,(j)) 
• Generalized curvature 

orthogonal type 

Figure 4: Structure of the GiD output file 
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The volume, where the beam is going to be propagated, 
can be split into small discrete distances for each type of 
coordinate system. The charge and beam current are 
equally spread inside cells. Fig. 5 shows the result of the 
sheet beam simulations for the gun geometry shown in 
Fig. 1. The trajectories for two planes are shown here. 
Approximately 100 trajectories are shown. 

seen for this shape of focus electrode when the indirect 
method [6] is used. 

ffiSM. 

This region is not, 
optimized Cathode 

Figure 6: 
electrode 
cathode   of 
beam gun 

Focus 
and 

sheet 

The numerical result of the electron gun simulation 
shows the ability to simulate the complicated sheet beam 
geometries directly from Solid Edge. The pre-processor 
stage for preparation of the geometry for simulation is 
simpler and more user-friendly. In this case Solid Edge 
and GiD features are used. The geometry is edited and 
converted into the digital text format after creation of the 
solid model. 

CONCLUSIONS 
There are several codes to simulate the behavior of a 

sheet beam. Some of them are focused on the analysis of 
the confinement characteristics of sheet beams focused by 
periodically permanent magnets. The TOPAZ 3D code is 
optimized to run fully three-dimensional stationary 
problems such as the design of a relativistic beam gun and 
following after the gun the beam optics system. Solid 
Edge CAD and GiD software were adopted as the 
TOPAZ 3D pre-processor for the preparation of the 
geometry for simulation and the creation of the input file. 
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Figure 5: Result of sheet beam gun simulation 

It is seen from the above simulation that the shape of 
the focus elecfrode for the gun is not optimized. The sheet 
beam has converged too much for the non-convergence 
plan. The region of the focus electrode, that is not 
optimized, is shown in Fig. 6. Similar beam behaviour is 
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FIRST TEST OF THE CHARGE STATE BREEDER BRIC 

V. Variale, V. Valentino, INFN sezione di Bari, Ban, Italy, A. Boggia, G. Brautti, T. Clauser, A. 
Raino, Dipartimento di fisica Universita' di Bari e INFN sezione di Bari, Bari, Italy 
P. Bak, Y. Boimelshtein, P. Logatchov, B. Skarbo, M. Tiunov, BINP, Novosibirsk 

Abstract 
The "charge state breeder" BRIC (BReeding Ion 

Charge) is based on an EBIS device and it is designed to 
accept Radioactive Ion Beam (RIB) vk^ith charge state +1, 
in a slow injection mode, to increase their charge state up 
to +n. BRIC has been developed at the INFN section of 
Bari (Italy) during these last 3 years. Now, it has been 
assembled at the LNL (Italy) where are in progress the 
first tests as stand alone source and where, for the end of 
the year, it will be tested as charge breeder at ISOL/TS 
facility of that laboratory. 

BRIC could be considered as a solution for the charge 
state breeder of the SPES project under study also at the 
LNL. 

The new feature of BRIC, with respect to the classical 
EBIS, is given by the insertion, in the ion drift chamber, 
of a RF - Quadrupole aiming to fihering the unwanted 
masses and then making a more efficient containment of 
the wanted ions. In this paper, the charge breeder BRIC 
first test will be reported and discussed. 

INTRODUCTION 
The physics with energetic Radioactive Ion Beams 

(RIB) represents one of the foremost frontiers in Nuclear 
Physics. For this reason, many laboratories in the world 
have start to project and build new facilities for the 
production of RIB accelerated up to several MeV/u (see 
for ex. ref [1]). Among them can be mentioned the SPES 
project which is in an advanced phase of study at the 
Legnaro National Laboratory (LNL) (Padua, Italy) [1]. 
This kind of project is based on the ISOL technique. With 
this technique, two beam acceleration stages are used. 
The primary accelerator is intended to provide a proton, 
or a light ion, beam incident on a target to induce nuclear 
reactions. Then radioactive species will be produced 
inside. These radioactive elements need to be ionised for 
acceleration and then a secondary stage is intended to 
accelerate the radioactive ions at the desired energy 
before they reach the experimental area. Since the cost of 
an accelerator is roughly related to the inverse of the 
charge state of the beam to be accelerated, a higher ion 
charge state beam can allow a sensitive lowering of the 
accelerator cost. This problem can be solved by using, 
before the post-acceleration of RIB, an appropriate device 
capable of increase the charge ion state of the radioactive 
element that must be accelerated. In the framework of the 
LNL SPES project, our INFN group, in Bari, has been 
involved in the development and testing of a "charge 
state breeder" device based on an EBIS source type: 
BRIC. The BRIC features have been presented in a 

detailed way in ref [2,3]. The main feature of BRIC is the 
using of a RF quadrupolar field to obtain a selective 
containment of the wonted ions. In this way, a more 
efficient high charge state ion production could be 
reached. The BRIC device, before to be used as charge 
breeder, will be tested as stand alone high charge ion 
source to verify this idea and then study the radio 
frequency effects in the ion production. In this paper, the 
test of the selective containment of the BRIC as high 
charge state ion source will be presented and discussed. 

THE CHARGE BREEDER BRIC 
As mentioned before, the detailed design of the device 

has been akeady presented in ref. [2,3]. However, for sake 
of clarity, a shortly description of the device here will be 
done to recall its main features. As can be seen from fig.l, 
the BRIC experimental set up is practically the same of a 
classical Electron Beam Ion Source (EBIS). In fact, in 
that figure, as in an usual EBIS, the electron gun, the ion 
drift chamber and the typical electron collector with the 
hole for the ion extraction are shovm. 

The main difference between BRIC and a usual EBIS 
can be observed from the inside of the ion drift chamber 
of the fig.l. In that chamber, RF electrodes of cylindrical 
shape, placed around the symmetry axis in such a way to 
form a quadrupolar RF field, are shown. This RF field, 
which is added to the electron beam space charge 
potential, can give the above mentioned transverse 
selective containment to the wonted ions. Furthermore, 
the same cylindrical shaped RF electrodes are used to 
create the longitudinal trap for the ions before they could 
be extracted for the acceleration. 

As electron beam focusing system two short solenoids 
made of special coils are used. They are suitable to be 
mounted together in such a way to form a solenoid [4]. 
These coils have been designed and built by the BINP 
institute of Novosibirsk. The construction of these coils 
has finished at the eiid of the last year with a very big 
delay with respect to our experiment schedule. 
Meanwhile, however, few home made coils have been 
built to test all the system (e-gun, collector and ion trap) 
at low power [3]. Furthermore, a TOF system to study the 
ion charge state of the extracted ion beam, for different 
RF parameter, has been designed and built [4]. The home 
made coils have been also used to test the TOF system. 
For this test the vacuum measured was 3.5 x 10-8 Torr, 
the electron beam current, used to produce ions, measured 
on the collector was 13 mA (practically all the electron 
current has been recovered at the collector). The ion pulse 
measured at the end of the TOF is shown in fig. 2. 
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— Ion drift chamber with rf electrodes 1 Collector — 

Figure!: BRIC mechanical design without electron focusing solenoid. 

From that figure it can be seen that the extracted ion pulse 
length is of about 350 us and the signal amplitude, of 3 V, 
correspond to an ion current of 3 fiA. Since the charge 
contained in our trap for this test can be evaluated as 
about 1 nC (AQ=IeAl/ve where ^/=0.8m is the trap length) 
and the area inside the pulse signal (in 2a)) gives a higher 
charge value, the reason why an extra charge has been 
measured needed to be explained. In order to clarify this 
effect, the width of the voltage extraction pulse has been 
increased, as shown in fig. 2b) (yellow line). From that 
figure, it can be seen that the ion pulse, extracted jfrom 
the source, was composed by two signals, as shown by 
the dashed lines; The first signal is given by the ion pulse 
trapped in the source and then released when the trap 
potential is down and this pulse must have total charge 
less then the trap capacity (1 nC). The latter is given by 
the starting of new ionisations after the pulse has been 
extracted and the extracted voltage level remains down 
allowing also to the new ions to go towards the TOF 
system. 

Trh^'d 

( \    t 

BDD   SOOmV     ' rji?" 1 fin v ' 

TMcStop [  

M 200p5     A    Exi    V     ]70mV 

i! 39.20% a) 

M 200ps     A     Ext   "V    41>2mV 

'%) 
Figure 2: ion pulse measured on the FC at the end of the 
TOF system, a) cyan line is the voltage pulse for ion 
extraction with Vex=-80 V and Tex=320 |j,s and blue line 
indicates the ion pulse, b) yellow line: pulse voltage with 
Vex=-80 V and Tex=l ms, cyan line indicates the ion beam 
pulse. 

Notice that this signal after a while reach a saturation, 
given by the ionisation rate, and then it remains at 
constant value up to the closing of the trap. 

In these last months, after the arrival of the coils for the 
solenoid from Novosibirsk, it is started the test of the 
source at nominal power, which is with an electron 
current of Ie=0.5A and a kinetic energy of Eic=5 keV. 
Since, for this test, a solenoid magnetic field of 1.6 kG 
will be used a water cooling system has been prepared at 
LNL where the test is underway. All the coils have been 
moimted together to form the solenoids and then aligned 
as shown in fig.3 where the system to measure the axial 
magnetic field is also exposed. The solenoid has been 
aligned in the vertical plane by tilting the single coils 
around the vertical axis by acting on the special wings 
placed on the coil sides (see fig.3) in such a way to 
minimize the transverse magnetic field read on the 3D 
Hall probe. 

Figure 3: Coils mounted on BRIC to form the suitable 
solenoid for electron beam focusing. The axial magnetic 
field measurement system for the coils alignment is also 
shown. 

The magnetic field precision reached with this system 
has been of about 5x10"''. fiirthermore, although the water 
cooling system was still not ready during the magnetic 
measurement, we measured the maximiun axial magnetic 
field reachable with our solenoid and obtained a value of 
about 1.2 kG. However, we hope that when the coils 
water cooling will be operating (at the beginning of May) 
Braax will reach 1.6 kG as foreseen. In conclusion, for the 
end of the month of May, the first test measurement at 
nominal power to produce ions of Ar with high charge 
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states, taking into account the effect of the RF quadrupole 
containment, will start. 

TEST AS HIGH CHARGE STATE ION 
SOURCE 

To find out what are the RF parameters that give stable 
motion condition for the wanted ions with the aim of 
improve the containment efficiency a code package, 
called BRIC-code, have been developed [5]. As described 
in the ref [5], once fixed the element of interest, one of 
the codes can be used to find the stability region in the 
plane {q,a). 

0.2     0.4     0.6     0.8      1 0      0.2     0.4     0.6     0.8       1 

0.6   H^i^ 
Z=9 

0.4   HHM (fc 
0.2 Hisi ̂ g>( 

0 ^■■■B 
0.2      0.4      0.6      0.6        1 0       0.2      0.4      0.6      0.3        1 

Figure 4: Stability zones (dotted regions) for different 
charge states of Ar ions in the plane {q,a). 

The parameter q and a are typically used in the theory 
of the RF quadrupole spectrometry and are defined as: 

a = a=-a. 

9 = ?, =-?v 

4eU 

2eV 

here co is the RF signal used and V its amplitude, U is the 
DC component, /-Q is the distance fi-om the axis to the RF 
electrodes and e/m is the charge over mass ratio of the 
element considered. The simulation results of figure 4 
show stable regions for different charge states Z of Ar. 
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Figure 5: Ion beam spots of (a) initial conditions, (b) final 
results for Ar with stable value of (q,a) at Ar""', (d) final 

results for Ar with instable point, (c) final results for N 
with the same (q,a) of (b) case. 

From the ion charge state evolution during the electron 
beam bombardment (see for ex. [6]), it can be seen that the 
charge state distribution of one element has, at a certain 
confinement time ,TC, the simultaneous presence of very 
different charge state ions. However, for a value of j^Tc of 
about 2 the main fi-action of charge state of Ar are Z=7, 
Z=8, Z=9. By looking at the stable regions in the plane 
(q.a) shown in figure 4, a working point, stable for the 
ions Ar^* and instable for the other charge state ions, can 
be chosen. In our case, the point (0.3,0.2) has been chosen 
as RF parameters for the simulations of the Ar ion motion 
in BRIC. In the code that simulates that motion it is also 
taken into account Ar ion charge state evolution and the 
space charge compensation [5]. The results shown in fig. 
5 (b) show the beam spot of the Ar ions after a j^tc of 
about 2 corresponding at a charge state distribution with a 
maximum pick for Ar'^*[6]. In the fig. 5 (c) it is shown 
also a beam spot of the N (typical residual gas element) 
ions after the same value j^Tc. Notice that fi-om the 
simulation results shown in fig. 5, it seems that, for the 
chosen stable point, a large fraction of the initial Ar ions 
is preserved only in the case (b). The residual gas 
elements, as N, are expelled as seen in 5(c). In fig. 5(d) it 
is shown the case of Ar ions but for a working point, (q.a) 
= (0.6,0.4), which is external to all the stability regions 
shown in fig. 4. In that case a very small fraction of Ar 
ions remain stable up to the end of simulation. 
In conclusion we can say that the simulation results seem 
to confirm the hypothesis of a selective containment 
effect. However, the simulation codes make several 
approximations [5] and then an experimental test is 
needed to be sure of this effect. That experiment is 
underway at LNL (PD, Italy). 
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DESIGN AND OPERATION OF PEGASUS THERMIONIC CATHODE 

P. Frigola, G. Andonian, S. Reiche, J.B. Rosenzweig, S. Telfer, G. Travish, 
UCLA, Los Angeles, CA 90095, USA 

Abstract 
A new thermionic cathode has been developed and 

installed for use on the PEGASUS plane wave 
transformer injector. The novel design of the LaBg 
cathode allows for thermionic emission as well as 
photoinjector operation. Both test-stand measurements 
and in situ operational experience are reported. 

INTRODUCTION 
The PEGASUS (Photoelectron Generated Amplified 

Radiation Source) was commissioned at UCLA as a linac- 
based electron beam radiation laboratory [I]. The injector 
is a PWT (Plane Wave Transformer) originally designed 
to operate strictly as a photoinjector. The virtues of 
photocathodes are much cited. Their ability to produce 
short electron pulses for applications such as free electron 
lasers (FELs) is superior [2]. However, the operation of 
photocathodes is not always possible or even desirable. In 
fact for high average charge applications, such as planned 
optical transition radiation (OTR) experiments [3], a 
thermionic cathode becomes more desirable. 

A thermionic cathode assembly was developed, tested, 
and installed for use in the PEGASUS PWT injector. The 
PEGASUS thermionic cathode assembly uses a 
lanthanum hexaboride (LaB^) cathode heated by a UHV 
button heater. The assembly can be installed with little 
modification to the PWT, and it can operate as a 
photocathode as well as a thermionic emitter. 

APPARATUS 
The PEGASUS thermionic cathode is a compact and 

cost efficient emitter designed to provide beam charges of 
up to 1 nC. By virtue of its simple design, the thermionic 
cathode can also operate as a photocathode. The 
thermionic cathode assembly consists of a cylindrical 
LaBg cathode conductively heated by a UHV cartridge 
heater, all incased in a molybdenum body. The LaB^ 
cathode is 3.5 mm in diameter, with an active area of 
approximately 0.28 cm^ and 1 mm thick. The heater is a 
commercially available HeatWave UHV Standard Series 
cartridge heater rated at 1200 C at 7.5 Watts. Two 
versions have been constructed. A schematic of the major 
components of the later version is shown in Figure 1. 

Test-Stand Setup 

For the test-stand measurements, the thermionic 
cathode assembly is housed in a cylindrical holder whose 
geometry duplicates that of the cathode mounting plate of 
the PWT. The entire assembly is located within a vacuum 
chamber. With the cathode held at ground potential, a 
voltage of 2 kV is applied to a collector 3 mm from the 

cathode.   The thermionic current is measured with an 
Amp meter. 

PWT Installation 
The PWT's design allows for insertable and removable 

cathodes. The thermionic cathode assembly is designed 
to operate as a replacement cathode without the need to 
modify the PWT structure. A schematic of the cathode 
assembly is also shown in Figure 1. 
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Figure 1: Schematic of thermionic cathode assembly. 

EXPERIMENTAL RESULTS AND 
DISCUSSION 

Test-Stand Measurements 
With the collector bias at up to 2.0 kV and a maximum 

operating heater power of 12 Watts, a thermionic DC 
current of approximately 400 jiA was measured. The 
temperature of the cathode was estimated at 
approximately 1000-1100 C. This resuh is consistent 
with published measurements of thermionic emission of 
LaBj [4]. Further enhancement, when operating under RF 
power (E=50 MV/m), will result in an increased Schottky 
Current well into the mA range. 

Operational Experience 

With the thermionic cathode assembly installed in the 
PWT, the system was evacuated and a base pressure 
below lO'Torr was reached. Cathode heater power was 
supplied by a remotely controlled power supply. The 
cathode was slowly heated and allowed to outgas. The 
temperature of the cathode was qualitatively measured by 
imaging the surface of the LaB^ cathode using a mirror 
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and camera installed on the beamline. The temperature 
was estimated to be 900-1000 C based on its color and 
intensity. Unfortunately, the small size of the cathode and 
its distance from the imaging mirror made measurement 
using our pyrometer unreliable. 

The thermionic cathode assembly was RF tested to 
approximately 15 MW. On a number of limited runs, the 
cathode was brought close to emission temperature 
(-1000 C) and RF power was applied to the PWT. YAG 
crystal beam position monitors and a faraday cup were 
used to observed and measure operation. Initial results 
indicate that the LaBg cathode is not emitting as expected. 
The problem is likely the result of the cathode not 
reaching emission temperature. This was in part due to the 
heater losing contact with the LaB^ cathode caused by 
repeated heating and cooling cycles.   A new assembly 

was designed and constructed to address this problem. 
Further testing in currently underway. 
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DEVELOPMENT OF DISPENSER PHOTOCATHODES 
FOR RF PHOTOINJECTORS 

D. W. Feldman, P. G. O'Shea, M. Virgo, IREAP, U. Maryland, College Park, MD, 20742 USA 
K. L. Jensen'', Code 6841, NRL, Washington, DC 203 75 USA 

Abstract 
Nonlinear photoelectric emission from Scandate 

dispenser cathodes using 1.06nm radiation in nanosecond 
scale pulses has been observed. Unlike single photon 
emission, the photocurrent is a strong function of both the 
initial lattice temperature and the applied electric field as 
well as laser intensity. Quantitative agreement is found 
between experimental data and the proposed model, 
especially with regards to temperature, field, laser 
intensity, and laser wavelength (/I) dependence. In 
particular, for long wavelength incident lasers, the 
majority of the absorbed photon energy heats the electron 
gas and background lattice, and photoemission from that 
electron distribution constitutes the emitted current. 

INTRODUCTION 
Photoemission sources for Free Electron Lasers' under 

development for a variety of scientific and industrial 
applications face unprecedented operational demands. 
FELs need photocathodes to be long-lived, reliable, 
produce nanoCoulomb (nC) bunches in picosecond (ps) 
time scales, and operate using the longest wavelength 
permissible. Such requirements often conflict. Low work 
fiinction coatings on semiconductors have excellent 
quantum efficiency (QE), but degrade prematurely and 
have response times that are too great^. Metal 
photocathodes are rugged, long-lived, and prompt but 
have low QE and require ultraviolet (UV) drive lasers^ 
The wavelength of drive laser is obtained by non-linear 
conversion crystals. For the UV case, therefore, a great 
deal of waste heat (90%) will be dumped into the crystals, 
altering their operation. Moreover, the non-linear 
conversion process introduces fluctuations that scale as 
(Laser intensity)", where n is the harmonic number (4 for 
UV), and such fluctuations appear in the resulting 
electron pulses, resulting in degraded FEL operation. 
Nevertheless, photocathodes remain the only viable 
option for high power, short wavelength FELs. 

We report on our investigations of the photoemissive 
properties of thermal dispenser cathodes, the traditional 
electron source of rf vacuum electronics devices where 
ruggedness and reliability are paramount. The low work 
fimction coating is maintained by the diffusion of, e.g., 
barium, to the surface, replacing that which is lost due to 
desorption, evaporation, and sputtering. Such cathodes 
can be rehabilitated even when operating in non-ideal 
conditions. The work function is on the order of 2 eV, 
and scandate cathodes have shown an even lower work 

function of 1.8 eV.* Here, theoretical models are 
developed and applied to analyze experimental results. 
The modeling effort is directed to predict the performance 
of such cathodes in an FEL rf gun environment, where the 
laser intensities are orders of magnitude higher, the pulse 
lengths orders of magnitude shorter, and the applied fields 
larger, than are found in the present experimental 
arrangement. 

THEORETICAL MODEL 
Relationships exist relating the lattice temperature to 

the electron temperature under laser illumination". Some 
approximations and observations simplify the calculation 
of the electron temperature used to estimate the emitted 
charge. First, the time scale of the laser pulse is 1 ns, but 
electron-electron and electron-phonon relaxation times 
are much smaller so that the electron and lattice 
temperatures are equal. Second, the temperature 
exponentially decays into the bulk with a decay length 
parameter L, e.g, (T(x) - To)/(T(0) - To) = exp(-x/L), 
where the length scale is L is a multiple of the Fermi 
velocity and the total scattering relaxation time: the 
multiplicative factor should be on the order of the square 
root of the ratio of the laser pulse time scale with the 
scattering time scale, or n = V(l ns / 0.1 ps) ~ 100. Third, 
given that the cathode is predominantly tungsten grains, 
the heating of the electron gas by the laser can be 
approximated using bulk tungsten parameters. We have 
found that, invoking these approximations, the electron 
temperature is the solution of 

'fe-rj= 3«: G„(t) 

"ep + ^ee'o 
(1) 

T 

kevin.jensen@nrl.navy.mil 

where Te and To are the surface and bulk temperature 
G(t) is the energy per unit volume deposited by the laser 
as a function of time (presumed to be a Gaussian with a 
time parameter of 2.7 ns), y is the ratio of the electron 
specific heat and the temperature (presumed constant), 
and Bep and A^e are the coefficients of the relaxation times 

where fi is the chemical potential, Ao and A, 
material-dependent (dimensionless) parameters 
tungsten [see Ref 4], and other symbols have their usual 
meaning. With the electron temperature and photon 
wavelength A in hand, the emitted current can be 
evaluated. The detailed formulae to do so shall be 
presented separately; here, in the limit P(^(o) » 1 and 
>9//» 1, it is approximated by 

(2) 

are 
for 
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mcon 
where Jx is the photocurrent, p is the inverse 

temperature MkeT, ha is the photon energy, Ix(t) is the 
laser intensity, 7^0 is the Richardson-Laue-Dushman 
equation for thermionic emission, ^ is the barrier height 
above the chemical potential {i.e., ^NOxk function minus 
Schottky factor), and R is the reflection coefficient (taken 
as 50% hereafter). The electron is assumed to be 
transmitted if its energy after photon absorption exceeds 
the surface barrier height: quantum mechanical tunnehng 
via a modified transmission probability calculation' will 
be deferred to a future work. A detailed theoretical 
analysis, has shown that asymptotically the QE is 

tico- (p\ QE(ho)>(f)=0(l-Ri- 

QE(ho)<^= 
(w+l) 

3/2 

(4) 

w= 1 
V^   {(t>-ho)^ e kjiT„ B'max ■J 

where 6 is the fi-actional coverage of the surface by the 
low work function coating and A/ is the time constant of 
the electron or laser pulse. The proportion of the surface 
covered by low work function material on a dispenser 
cathode is a thermally regulated phenomenon: 
temperatures within this study are considerably lower 
than those generally used when the cathode is run as a 
thermionic emitter. Surface coverage factors are therefore 
presumed low. The field used in the Schottky factor is 
enhanced due to surface roughness (Figure 2): a simple 
model easily generates enhancement factor of 4x. 

EXPERIMENTAL PROCEDURE 
Scandate cathodes fabricated by Spectra-Mat Inc.' were 

illuminated by a Q-switched Nd:YAG laser with fiiU 
width at half maximum (FWHM) pulses of ^t = 4.5 ns. 
The field between the cathode and anode was varied from 
0 to 2.5 MV/m. The laser was focused to a circular spot 
on the cathode with a FWHM area of approximately AA = 
0.3 cm^ "current density" below is defined as the ratio of 
total emitted charge with A^ and ^A. The photon 
wavelengths (in nm) of the 1", 2"", 3''', and 4* harmonics 
of the Nd:YAG laser are 1064, 532, 355, and 266, 
respectively. The electron emission from 2"'', 3"*, and 4* 
harmonics exhibited "normal" photoemission 
characteristics, that is, the emission was proportional to 
the incident laser intensity and independent of electric 
field low (0.1 to 2.0 MV/m) field gradients: the QE at 
these wavelengths are shown in Figure 1 

The FWHM illumination area of the incident laser was 
0.3 cm^ implying the e"^ simulation radius is 0.5249 cm. 
The cathode was a 1.27 cm diameter rod. The anode was 
a tube with a 1.27 cm inner diameter and a 2.54 cm outer 
diameter. The edges of the anode facing the cathode were 

rounded, and sat inside a dielectric tube with an irmer 
diameter of 3.175 cm. The anode-cathode separation was 
0.4 cm. Simulation showed that with a 1 kV anode 
potential, the tangential and perpendicular fields were, at 
the center, 0 MV/m and 0.17 MV/m, respectively, while 
at the edge (where the illumination was weak), they were 
0.2 MV/m and 0.45 MV/m, respectively. The electron 
temperature is therefore greatest where the laser intensity 
is strongest, and occurs near the center of the beam spot. 
The cathode surface, shown in Figure 2, was corrugated 
due to machining, and therefore field enhancement 
occurs. Except for Figs. 1&2, X =1064 nm in all figures. 

10-' 

^  10 = 
0^. 

I 
§ s a 

10" 

10-^ 

10-- 
10-' 
lo-' 
10-' 

•^^. ""•0^ 
O Experiment 

--'l^hc/X-^ »1 

 M-hc/X]»\ 
\      F= 1.7 MV/m 

6 = 0.0617 

0.4 0.6 0.8 
Wavelength [jam] 

Fig. 1: Measured QE at various X for Scandate dispenser 
cathode. Lines refer to Eq. 4. Black dot = same in Fig. 3. 

20 40 60 
Radial [^im] 

80 

Fig 2: Cathode surface cross-section profilometry plot. 

RESULTS 
The experimental parameters varied are laser intensity, 

macroscopic field, and bulk temperature. The QE of 
various metals reported in the literature serve as an 
independent confirmation of the values used in the 
theoretical analysis. Parameters which are unknown, such 
as the exact value of the reflectivity, work function at the 
emission site, proportion of the emission sites 
participating, thermal factors of the dispenser cathode, 
etc., use appropriate generic parameters (e.g., R = 50% O 
= 1.8eV) or are treated as effective parameters. 
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Fig. 3: Current Density vs. laser intensity. 
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Fig. 4: Same as Figure 3, but for variation in temperature 
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Fig. 5: Same as Figure 3, but for variation in field 
(top) 5.3 MW/cm\ 713 K; (bottom) 2.9 MW/cm^ 633K 

CONCLUSION 
We have found that the theoretical model of a laser- 

heated electron gas giving rise to photo-thermal-field 
emission is consistent with experimental findings of infra- 
red laser illumination of a Scandate dispenser cathode. 
The surprisingly good quantitative agreement between 
experiment and simulation, seen in the Figures, bodes 
well for theoretical extrapolation to parameters not 
achieved experimentally but nevertheless representative 
of future devices. Temporal characteristics of the laser 
and the limitations of the test cell constrain the power 
density and electric fields achieved to well below those 
characteristic of an rf photoinjector. Nevertheless, 
extrapolations based on the present study clearly indicates 

that dispenser cathodes function as a promising 
photocathode candidate, as indicated by the theoretical 
extrapolations performed in Fig. 7. 

-14 :X« 
1        1        r 1 1 r- 

 Theory 

/-*-- %. 
O   Exp 

H -16 X ' 

CM bo 
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-18 
Field = 

- BulkT 
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'    '   1 

9 = 0.0617 
—■—■—1 1 . . ..   1   . . .    >    1    .    .    .    1    . 
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Fig. 6: Demonstration that current follows field & photo- 
enhanced thermal emission model (Eq. (3)). Max 

temperature evaluated via Eq. (1) for center of laser pulse. 

Laser Intensity [MW/cm^] 
100 

Fig. 7: Extrapolation for other 6, >.[nm] and F[MV/m]for 
Scandate cathode. ;9=1 means no field enhancement 
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THE RESEARCH ON THE CARBON NANO TUBE CATHODE 
A. Yamamoto, H. Nakai, N. Kaneko, T. Nakashizu, IHI Co.Ltd., Yokohama, Japan 

S. Ohsawa, T. Sugimura, M. Ikeda, KEK, Tsukuba, Japan 

Abstract 
Joint experiment, the research of new carbon material, 

started in collaboration of KEK (High Energy 
Accelerator Research Organization) and IHI 
(Ishikawajima-Harima Heavy Industries Co.,Ltd.). Main 
target is new carbon material, CNT (Carbon Nano Tube) 
and related materials like GNF (Graphite Nano Tube). 
The purpose is developing high-current, high-duty 
electron gun with cold cathode for injectors of 
accelerators. From the beginning, relatively high current 
was observed. It seems to have a high potential. 

INTRODUCTION 
It is well known that field emission from a CNT 

makes quite high current density (around lOWcm^ was 
reported [1]). But many of those measurements were 
performed as a development of FPDs, total current was 
not enough to use for an accelerator. Electron cixrrent of 
1-lOOA/lcm^ is needed. One difficulty of cathode is less 
field enhancement with a flat surface. So, the first step of 
this research was to find a suitable material. 

In this paper, main results of the first experiments 
were reported. 

CATHODE MATERIALS 
Samples of CNT and GNF (Graphite Nano Fiber) 

were employed. Typical microscopic image of the CNT 
is shown in fig. 1. 

Figure 1: Surface of CNT(left) and GNF(right) 

Table 1 shows tested materials. CNTs were employed 
form three different manufactures. CNT#3 and GNF 
were the same manufacture. Therefore measurement 

condition was almost the same, results were much 
different. Following resuhs were focused on two 
remarkable material, CNT#3 and GNF. 

Table 1: tested cathodes 

No Emission 
Area 

Substrate Emission Remark 

CN 
T#l i)10mm 

square 
ii) (j)6mm 
circle 

Inver 
i) 10mm 

square 
ii) (ti25mm 

circle 

10mA 
/cm^ 

tube/ 
vertica 
Ito 
substra 
te 

CN 
T#2 

10x20mm Inconel few |xA 
/cm2 

tube/ 
rando 
m 

CN 
T#3 

(|)6rmn Stainless 150mA 
/cm' 

tube/ 
rando 
m 

GN 
F i) (|)20 mm 

ii) <|)6mm 

Inver 

i) (t)20mm 

ii) (t)25mm 

40 mA 
/cm' 

fiber/ 
rando 
m 

EQUIPMENTS 
Triode electron gun with few kV voltage was 

employed. Electrodes were adjustable to use various 
cathodes. Conductive and luminous glass was placed in 
the anode. Cathode was bound by insulators. Some 
cathode, which had large emission are, was covered by 
film with (|)6-8 mm hole, to adjust emission area. 

Figure 2: Triode gun with adjustable electrodes 
Grid-Cathode voltage: 0-3.5kV pulse or dc. 
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• Grid-Cathode gap: around 0.2nim 
• Cathode-Anode voltage: 8kV dc fix. 
• Cathode-Anode gap: 8mm 

RESULTS 
Measurements had been performed during a few days - 

weeks for every sample. Peak currents and long time 
stabilities were recorded. Summaries are as follows. 
These characteristics are common for all material. 

1) Higher current could be obtained by increasing grid 
voltage. But it is limited by break downs. Frequent 
discharge made damages on a cathode surface (see 
fig. 3). That damage led decrease of a current. 

siiBilftitv. 

Figure 3: Damage of the cathode surface 
CNT was processed in the center. 

Left: new cathode (black circle) 
Right damaged by discharge 

2) Decay of a current was observed at the starting of 
every measurement. But then it became stable and 
the current was constant, while all conditions were 
kept. 

3) Currents were stable, while no discharge took place. 

4) By those measurements, maximum currents were 
far to saturation with grid voltage. So, it is possible 
to obtain higher current, with preventing discharges. 
Following improvements seems to be effective. 

• Pulse width: shorter 
• Grid mesh : smoother 
• Cathode surface : smoother 
• Electrodes : optimisation of materials 

Following descriptions were results of two materials. 
Those cathodes marked relative high current and long 
time stability. 

CNT#3 
For this cathode, two samples were tested by 

improvement of equipments. 
Figure 4 shows the record of CNT#3 at T' time 

measurement. Current change vs. grid voltage and time 
were plotted.  The stable current value was around 

140mA/cm^. This value was observed after several 
discharges with higher gird voltage. After l" 
measurement, cathode damaged like fig.3. For the 2'"' 
sample of this cathode, measurement was performed 
carefiilly not to lead discharge. Figure 5 shows the latest 
result. The highest current density was recorded as 
2.5A/cm^ at 3.27kV. Few discharges took place, no 
appearant reduction of ciurent was observed. It seemed 
to be possible to exceed few 10A/cm2 with development 
of this cathode. 

CNT#3,l" Anode Current Change 

400 

26 31 36 41 

Time (day) 

- I-anode 
(mA/cm2) 

-V-grid(kV) 

Figure 4: Characteristics of CNT#3, T' sample. 
Long time current change. 

CNT#3 I-Vg Characteristics 
Latest Result 

^ 10000 
1               1               1 
1               1               1    -   .- 

1    1000 —   -   — 1 -   —  - 1-   ..M'.IU^JMMK  - \ 

g      100 
1 .iii*!!*'*"'^ ■     i --.^0^-^  W)c              1 

J^ I-anode         1 ! 

1        10 ^r~\ 1 I-cathode        j 

m           ! 
1 

1 

F X    I-anode+I-bc ' j 
L    . 

5            2            2.5            3            3 5                1 
Grid Pulse Voltage (kV)                               1 

Figure 5: CNT#3,2"'' Grid voltage vs. Emission current. 
With improved measiu-ement. 

GNF 
Figure 5 shows current change of GNF. Peak current 

was around 150mA/cm^, and stable current was around 
50mA/cm^. This cathode was very stable and it could be 
used for middle current application. Higher current also 
seemed to be possible with higher grid voltage. 
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GNF Anode Current Change Used CNT 
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Figure 5: Characteristics of GNF 

DISCUSSION 
Discharge caused a reduction of emission area. One 

reason was decrease of emission area. The discussion of 
the other effects have been started. Molecular structures 
have analysed by raman shift. From the analysis of the 
fu-st sample (CNT#1), some interesting data was 
observed. In figure 6, it is brand-new CNT#1, the 
spectrum shows two clear peaks. And figure 7 shows the 
used CNT, it was damaged by discharges. The spectrum 
shows much different structure. Those change might 
effect emission characteristics. 

0.6 
fo.5 

ra 'S' 
EO.2 

"0.1 

=^^ 

0 

1100      1300      1500      1700      1900     2100 

Raman Shift cm-1 

Figure 7: Used cathode damaged by discharge. 
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CRYSTAL-BASED SPIN ANALYZER FOR FAST NEUTRON BEAMS 

N. Bondarenco and N. Shul'ga, KIPT, Kharkov, Ukraine 

Abstract 
Possibility of construction of a spin analyzer for fast 

neutron beams is discussed, based on the conception that 
inter-crystal electric fields may act upon passing neutron 
via its magnetic moment. Such an influence might be 
substantial provided that proper crystal orientation is held 
and coherence conditions are organized. Numerical 
estimates of the beam and target parameters are 
performed, confirming possibility of realizing this 
technique imder the condition of the incident beam high 
collimation degree. 

INTRODUCTION 
In modem experimental particle physics fast neutron 

beams are classified as a rather special experimental tool. 
The need in them is largely suppressed due to use of 
protons, which have all strong interaction properties 
almost identical with that of neutrons, but are 
advantageous technically, allowing for beam operation by 
means of external electromagnetic fields. Problems, for 
which use of neutron beams can not be avoided (apart 
from material research, where rather cold neutrons are 
proper), are investigation of spatial structure of nuclei and 
inter-nucleus forces [1], T-invariance precision tests [2] 
etc. As a whole, today fast neutron experimental physics 
is a progressing field, with beam quality and particle 
energies gradually raising. 

Parameters of neutron beams available today in general 
depend on method of the neutron production, which may 
be basically of two kinds: knock-out reactions caused by 
fast protons or electrons on neutron-rich nuclei, and 
diffractive dissociation of neutron-rich light nuclei (D, T). 
Typical neutron energies achieved by both of the methods 
are of order 100 MeV. The advantage of knock-out 
reactions is a high outcoming neutron intensity in a pulsed 
regime, while the diffractive dissociation provides a better 
beam quality at high energy, since this process is closer to 
elastic and its differential cross-section is naturally 
peaked near the forward direction. 

Additional difficulties arise at preparation of polarized 
fast neutron beams. In knock-out reaction methods a 
neutron polarization may be obtained by registering the 
outcoming particles at wide angles, while in diffractive 
dissociation - by polarization transfer from polarized 
initial deutrons. Measurement of fast neutron polarization 
degree is usually performed via measuring their 
attenuation asymmetry in cryogenically nuclear-spin- 
aligned targets. Typical polarizations achieved by those 
methods are of order 0.25. 

In the present contribution we describe an alternative 
method for polarized neutron beam formation under 
conditions when a good unpolarized primary neutron 
beam is available. The method bases on the coherent 
amplification   of  the   electromagnetic   interaction   at 

passage of fast particles near crystal axes or planes. This 
effect is often exploited in experimental high-energy 
physics for conversion of charged particle beams. As for 
neutron, despite its electric neutrality, it possesses a non- 
vanishing magnetic moment, and thus its interaction with 
atomic fields is not zero and might be amplified through 
the coherent mechanism. 

MECHANISM 
Imagine a neutron with a definite momentum p, 

impact onto a finite-thickness mono-crystal, whose some 
strong crystallographic plane is aligned precisely parallel 
to the neutron initial momentum (z direction). Suppose 
that the neutron is fast enough as to scatter only through 
small angles under typical momentum transfers supplied 
by atomic fields. So, within the crystal the neutron moves 
approximately straight along a crystal plane. At that, the 
major impact on the neutron comes from an average 
electrostatic potential <I)(jc), which depends only on the 
coordinate x, orthogonal to the oriented crystal planes. 

Potential energy of the neutron in such a field depends 
on the sign of the neutron spm projection <T^ = +1 on the 

y axis, the latter thus playing role of a quantization axis: 

H^=fJV(Jy—(^{x) (1) 

(// = -1.9|e|/2M,M is the neutron mass, v its velocity). 

Accordingly, a quantum-mechanical phase, acquired by 
the neutron after passage through the crystal along a line 
at an impact parameter x, equals 

where   L    is   the   crystal   thickness.   The 
amplitude with a momentum transfer q reads 

2m y 

(2) 

scattering 

(3) 

(we include the initial wave to consideration, too). 
In view of identity of all the inter-plane intervals, 

constituting the crystal, this expression splits into two 
factors: the Bragg factor 

F„ = sin Nj^qd    n 

sin qd 
.^^{-lYs[q-^l   N,»l    (4) 

(d  - the inter-plane distance,   A^^  - the number of 
planes, constituting the crystal) and the cell eikonal 
structure factor 

F, = Qdxe"^^e''(^). (5) 
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For a qualitative illustration, let the inter-plane potential 
<^{x) be approximated by a quadratic function 

OW.2^.2   -|<.<|,   0(. + ^)=0(.)   (6) 

where p is the density of nuclei with the charge Z 

belonging to the chosen crystal plane. With the potential 
(6) the eikonal scattering phase (2) exhibits a "saw" 
structure 

S{x)=ccc,-^~<x<^, S{x + d)=S{x)      (7) 

a = 
AnpZe^tL 

with the sign depending on the Oy, and the cell structure 

factor is 

Fc = 
2     .{q + a)d  sin-i2 i— 

q + a 2 
This is a function with a dominant maximum at q = -a . 

And in order to attain the largest positive effect and 
sharpness in the total amplitude and the cross-section 

da/do = \a\ , obviously, it is profitable to make the main 

maximum of F^ coincide with one of the maxima of Fg, 
distinct firom the zeroth (cf Fig. 1). 

Fig.l Schematics of Bragg and cell structure factors 
fitting. 

Now let us turn to numerical estimates, which would 
help us decide, whether the given scheme is realizable 
and indeed efficient. 

ESTIMATES 
Let us start from estimating the target parameters and 

the beam energy, at which the best observable effect may 
be foreseen. 

First, by choosing the F^ main maximum coincide 
with the first Bragg maximum, we come to the condition 
a = 7tld, which through (7), L = N^d determines the 
crystal thickness: 

N.=-« M 
(8) 

d    ApdZe 
As we shall see below, it is advantageous to use materials 
with large Z , in order to achieve the desired effect at a 
shorter distance, before any negative effects can evolve. 

At Ze^ ~ 1, yo ~ ijd'^ (8) roughly means 

N^~\Qr', L~0.\pm. (9) 
So, quite a thin (though macroscopic) monocrystal 

target is required here, and certain subtleties in 
preparation and setup must be expected. At such a 
thickness, of course, the target will be transparent to the 
beam, in the sense that shadows fi:om atomic nuclei are 
negligible. The effect of the target influence, thus, indeed 
practically reduces to a pure elastic scattering (through 
small angles). 

Next, the assumed mode of a nearly straight-line 
passage is dynamically sustainable if 

P>'^- (10) 

This entails a lower bound for the energy, which at 
Ze' ' 1 proves to be non-relativistic: 

r^2     ,     r   ,    \2 
E> 

IM 2 
1 

AZe' 
~30AfeF.    (11) 

So, the energies required here are quite accessible with 
modem neutron facilities. (11) also confirms that larger 
Z are more appropriate here. 

Sensitivity to changes of the energy and the incident 
angle in the described pattem is not strong. As follows 
firom (2) through (1), the eikonal phase, even in a non- 
relativistic regime, basically does not depend on velocity. 
This guarantees that the same grid shall work equally well 
at all energies. The pattem also does not alter 
substantially under a non-zero (but small) incident angle 
between the neutron velocity and crystal planes, even if 
neutron crosses a few planes in course of its passage - 
because the "saw" stmcture of the eikonal phase is 
conserved. 

But a most severe physical condition comes fi-om the 
notion that under the typical scattering angles being of the 
order 

^=l.J_<_L.io-5 
p pd N^ 

collimation of the beam in X direction must be better or 
about such a degree. This is not an insuperable difficulty, 
say, if use a 0.1 mm aperture at a 10 m distance fi-om the 
neutron source. The reduction of intensity may be 
compensated by augmentation of the collunating slit 
length in y direction. Nonetheless, it must be recognized 
that there are no beams with such a quality of collimation 
at present - probably because there was no sensible 
motivation for that so far. 
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SUMMARY 
As we have shown in the present contribution, at 

certain conditions a thin oriented monocrystal can spUt a 
monochromatic neutron beam into two parts, each being 
completely or almost completely polarized. In this sense 
the action of the crystal is equivalent to that of the 
renowned Stem-Gerlach apparatus (which in its 
conventional construction can not essentially manage 
with neutrons, since magnetic fields are not strong enough 
for that). Accordingly, the experiment described by us 
may also be suggested as a spin analyzer with the same 
advantages - polarization degree close to 1 and basically 
conservation of all the primary beam properties. 

A sahent feature of the oriented-crystal-based neutron 
spin analyzer, however, is the requirement of quite a high 
collimation degree for the incident neutron beam. Such a 
coUunation may be planned in itself only in case of 
precision measurements. Possibility of moderating this 

requirement needs more involved theoretical analysis and 
computer simulations. Tentatively, one may expect one 
order of magnitude to be reduced. Then the suggested 
method might be enough easily introduced to practice at 
existing fast neutron facilities, such as ORELA at ORNL 
and TSL at Uppsala, or the forthcoming SNS. 
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PULSED HV ELECTRON GUN WITH THERMIONIC CATHODE FOR THE 
SOFT X-RAY FEL PROJECT AT SPRING-8 

K. Togawa, H. Baba, K. Onoe, T. Shintake, SPrmg-8 / RIKEN Harima Institute, Hyogo, Japan 
T. Ishizuka, Sumitomo Heavy Industries, Ehime, Japan 

Abstract 
A pulsed high-voltage electron gun with a thermionic 

cathode is under development for the injector system of 
the SASE-FEL project at SPring-8 (SCSS project) [1]. A 
CeBfi single crystal is chosen as a thermionic emitter, 
because of its excellent emission properties, i.e., high 
resistance against contamination, uniform emission 
density and smooth surface [2]. Since we need to apply a 
-500 kV pulse to the cathode, all gun related high-voltage 
components; ceramic insulator, step-up transformer, 
dummy load etc. are immersed in insulating oil to avoid 
discharge problems. A same model of the C-band klystron 
modulator is used to provide -500 kV through a step-up 
transformer. We report on recent progress in the gun 
development. 

ELECTRON INJECTOR CONCEPT 
For the SCSS project, we chose a pulsed high-voltage 

electron gun with a thermionic cathode instead of a 
photocathode RF-gun. As is well known in SASE-FEL 
theory, the quality of the internal structure of the bunched 
beam dominates the FEL gain, that is, the sliced emittance 
of the beam should be very low to saturate SASE-FEL. 
Also from the FEL users point of view, the FEL light 
should be stable with low jitter over long time periods. 
Therefore, stability is essential for the electron gun. We 
believe that a cathode made from a single crystal of CeBs 
is suitable to produce such a low emittance, extremely 

stable beam, because its surface maintains fairly flat at the 
nano-meter scale due to material evaporation. 

The CeBe cathode 3 mm in diameter will produce a 3 A 
beam with 2 usec FWHM. The gun voltage of -500 kV 
was chosen as a compromise between HV breakdown 
technical problems versus the emittance growth due to 
space charge with lower voltages. Beam parameters at the 
gun exit are summarized in Table 1. 

A beam chopper will be installed after the gun which 
will cut out the rising and falling parts of the pulse, and 
thus create a 2 nsec beam pulse. A 476 MHz pre-buncher 
modulates the beam energy to form a short bunch. The 
followed energy filter removes the energy tails (top and 
bottom). Finally an L-band accelerator captures the bunch, 
and accelerates it to 20 MeV. Fig. 1 shows the layout of 
the injector system of the SCSS project. 

Beam Energy 500 keV 
Peak Current 3A 
Pulse Width 2 us FWHM 
Repetition Rate 60 Hz 
Normalized RMS Emittance 0.4 Ti.mm.mrad 

Table 1: Beam parameters at the gun exit 
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Figure 1: Injector system of SCSS project 
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CATHODE DEVELOPMENT 
The normalized RMS emittance of an electron beam 

emitted from a hot cathode is described by 

^n.RMS = — 
kT 

where r^ is the cathode radius and T is the cathode 
temperature. It is obvious from the above relation that a 
small cathode is necessary to obtain a low emittance beam. 
The single crystal CeBs cathode with a 3 mm diameter 
will produce a 3 A peak current when heated to 1450 
deg.-C. In this case, the beam emittance becomes as low 
as 0.4 7i.mm.mrad, which is much lower than the 
requirement of 2 7i.mm.mrad emittance for PEL operation 
at the undulator section. 

Pig. 2 shows the cathode assembly. The CeBe crystal is 
mounted in a graphite sleeve. This produces a surface 
electric field uniform over the whole Cathode area. This is 
quite important to eliminate halo beam emission from the 
cathode edge which can cause damage to the undulator 
magnets. 

Pigure 2: CeBe cathode assembly 

We use a graphite heater rather than the conventional 
metallic filament made of tungsten or the like. Graphite is 
mechanically and chemically stable even at very high 
temperatures and does not evaporate like metal. Since its 
electric resistance does not change much as a fimction of 
temperature, it is easy to control the heater power. Pig. 3 
shows the graphite heater in operation in the vacuum 
chamber. The cathode was heated up to more than 1450 
deg.-C. 

GUN GEOMETRY DESIGN 
We chose a flat wehneh rather than the common 

Fierce-type electrode. Our reasons are as follows. (1) The 
Pierce electrode has a strong focusing electric field which 
acts against the radial space charge force of the beam. If 
the cathode is not exactly centered on the axis of the gun, 
as may be caused by misaUgnment of cathode mount or 
movement of cathode position due to heating, the 
focusing field does not act on the beam symmetrically. 
This may cause emittance growth. The fiat wehnelt do not 
have such an effect. (2) We plan to vary the beam current 
over a wide range in order to tune the accelerator system. 
The gun will be operated in a temperature limited region. 
The Pierce electrode is not suitable for such operation 
because a low intensity beam is over-focused at the 
electrode. The fiat wehnelt never over-focuses the beam 
because there is no external focusing field. 

In order to check emittance growth of the beam from 
the flat wehnelt, we have performed a computer 
simulation using the EGUN code. The beam trajectory 
and the phase space plots in a temperature limited region 
are shown in Pig. 4 and Fig. 5, respectively. The beam 
does not diverge much and the slope of the phase space 
plot becomes sfraight. The estimated emittance for a 
rough mesh size is deemed to be non-physical and to be 
caused by a simulation error. The emittance converges to 
0.1 ii.mm.mrad at a mesh size of 0.05 mm. We conclude 
that emittance growth due to space charge in the gun 
region can be ignored. - - 
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Pigure 4: Beam frajectory simulated by the EGUN code 
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500 KV GUN TEST STAND 
We have constructed a 500 kV electron gun test stand 

and started performance tests. A side view of the test 
stand is shown in Fig. 6. It consists of the 500 kV electron 
gun and an emittance measurement system. 

Smce we need to apply a -500 kV pulse voltage to the 
cathode, all of the high-voltage components; ceramic 
insulator, pulse transformer, dummy load etc. are 
immersed in insulating oil to reduce discharge problems. 

We use a same model of the C-band klystron modulator 
to feed -24 kV pulsed voUage to a pulse transformer, 
which steps-up the input voltage to -500 kV. In order to 
match the impedance of the gun to the modulator PFN 
circuit, a 1.9 kD dummy load is connected in parallel with 
the cathode. 

We will measure the beam emittance by the so-called 
double slit method. Two sets of movable slits are installed 
in the beam line, one is for vertical emittance and the 
other for horizontal! The width and position of the slit 
gate can be controlled with an accuracy of 10 |am. Fig. 7 
shows a photograph of the horizontal slit. The temporal 
profiles of beam currents are measured by means of core 
monitors. We also measure a time-resolved beam profile 
using a YAP:Ce fluorescent screen. We plan to measure 
emittance of a 500 keV beam from the CeBs cathode in 
this summer. 

Figure 7: Photograph of the horizontal slit (the vacuum 
pipe has been removed) 

REFERENCES 
[1] http://www-xfel.sprmg8.or.jp/ 
[2] http://www.feibeamtech.com/ 

scss 

SOOkVElectron Gun Test Stand 
!r«ww5r'JiseJ«»7^«a^?rCTi5ar:;e;a:iiHKiwmi:jst^T3f^^ 

I 500 kV Electron Gun 

Oil-filled Pulse Tank 
Input Pulse 
Cable Connector 

Emittance Measurement System 

Dummy Load Pulse Transformer HV Bushing 

Figure 6: 500 kV Electron Gun Test Stand 

1m 

3334 



Proceedings of the 2003 Particle Accelerator Conference 

ION AND NEUTRAL BEAM GENERATION 
BY 1 TW, 50 fs LASER IRRADIATION OF THIN FOILS 

Y. Wada, T. Kubota, and A. Ogata 
AdSM, Hiroshima University, 1-3-1 Kagamiyama, Higashi-Hiroshima 739-8530, Japan 

Abstract 

Thin (< 10 /xm) plastic and metal foils were irradiated 
by a 1 TW, 50 fs laser pulses. The foil surface was lo- 
cated at 7r/4 to the laser injection. Particle beams were 
obtained on both sides of the foil with respect to the laser 
injection. The laser intensity under 10^''' W cm~^ produced 
only neutral particle beams on the rear side of the laser illu- 
mination, flowing to the direction perpendicular to the foil 
surface with small (~ 15°) divergence. The laser intensity 
over lO^'^ W cm^^ produced also ion beams with larger 
(> 45°) divergence. The components of the neutrals and 
ions were contaminants of the foil surface. To the contrary, 
mainly ions were observed on the laser-illuminated side, 
which were components of the target foils. The most en- 
ergetic particles were protons on both sides, whose energy 
was about 550 keV. 

INTRODUCTION 

In recent years, interaction between high-intensity laser 
and matter has been actively studied. Especially, the gen- 
eration of multi-MeV ions produced by the interaction be- 
tween a short (< 1 ps) and high-power (> 10 TW) laser 
pulse and thin foils is a rapidly growing research area [1- 
9]. If this phenomenon is reproduced by a T^ laser, it will 
enable construction of a compact ion source of an accelera- 
tor. Although Zhidkov et aZ.[10] have shown the possibility 
of MeV proton generation using a laser with lO^'' W cm~^ 
intensity, few experiments have been carried out so far us- 
ing lasers with intensity below 10^® W cm~^, except the 
work of Badziak etal.[\\] who obtained the 300 keV pro- 
ton energy with a double-layer foil target using a 1 ps laser 
with 10^''' W cm~^ intensity. 

This paper reports experiments to irradiate thinner (< 
10/im) plastic and metal foils by a laser with smaller power 
(1 TW) and shorter pulse width (50 fs) than the hitherto 
experiments. We define the laser-illuminated side and the 
other side by "backward" and "forward", respectively. It 
was found that the intensity threshold of the ion genera- 
tion was 10^''' W cm~2 on the forward side. Under the 
threshold, neutral beams with small divergence are gener- 
ated. However, there were no definite thresholds on the 
backward side. The most energetic particles were protons 
on both sides, whose energy was about 550 keV. 

In the next section, we describe the experimental appa- 
ratus and in the third section, we describe the experimental 
results and their discussions. The final section gives sum- 
mary. 

EXPERIMENTAL APPARATUS 

The experiments were performed with a Ti:Sapphire 
laser, 50 mJ in pulse energy, 50 fs in pulse width (1 TW in 
pulse power), 800 nm in wavelength and 10 Hz in pulse fre- 
quency. A main pulse was accompanied with a pre-pulse in 
the ns range, whose total power was ^ 1/2,000 of the main. 
The surface of the target foil was located at 7r/4 to the laser 
injection. An f=120 mm lens located inside of a vacuum 
chamber focused the laser to a target in the chamber. The 
delivered energy to the interaction point was about 38 mJ. 
A single shot autocorrelator tells that typical pulse duration 
was ~ 40fs in FWHM before the laser pulse goes through 
the window and the lens, which give the laser intensity on 
the target as about 2 x IQ^''' W cm"^. Two types of mate- 
rials were tried as the target foils; mylar (CioH804)„ and 
aluminum (Al). Their thickness was mostly less than 10 
/xm. Typical vacuum in the chamber was ~ 10~^ Pa. 

Figure 1: Picture of the interaction between the laser with 
intensity of ~ 4 x 10^^ W cm'^ and 3 /xm-thick Al target 
foil with schematic of the experimental setup. Definitions 
of "backward" and "forward" sides are also given. 

Figure 1 shows a picture taken at the moment of the laser 
irradiation, from the direction parallel to the laser axis and 
perpendicular to the foil surface, Al in 3 /xm-thick in this 
case. It shows a fine but bright trace to the forward direc- 
tion, besides the backward laser refection. A CR39 and a 
Thomson parabola spectrometer were used to detect gener- 
ated particles. The CR39 is a track detector sensitive only 
to ion (and neutron generated by recoil protons or carbons) 
[12]. The Thomson parabola spectrometer consists of an 
aperture (0.5 mm 4>) and a pair of dipole magnets (0.48 T). 
The pair magnets have also the role of electrodes (2.9 x 10^ 
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V m~^). The computer code MAFIA ' was used to calcu- 
late the field distributions, and particle tracking code was 
used to estimate the deflection of the charged particles. 

RESULTS AND DISCUSSIONS 

In order to measure particle distributions, we placed the 
CR39 plates on both forward and backward sides across the 
target, and also in the direction on the laser axis as shown 
in Fig. 1. Each CR39 plate is located with distance of 30 
mm away from the interaction point Figure 2(a) and (b) 
show photographs of CR39 tracks at the forward direction 
obtained by an Al target in 3 /um-thick in case that the laser 
intensities are 2.1 x lO^'^Wcm-^ and 1.1 x IQi'^Wcm-^, 
respectively. They show that particles concentrate in the 
direction normal to the target surface and that few particles 
are observed on the laser axis. In Fig. 2(a), the particle 
distribution has two components; one is narrow (~ 15° 
in FWHM), another is wide (> 45°). In Fig. 2(b), the 
distribution has only the narrow component. The narrow 
component consists of neutrals, while the wide component 
consists of ions as described in the following. 

were detected above lO^'^ W cm"^, but few ions were de- 
tected below lO^'' W cm-2. We therefore conclude that the 
threshold intensity of the ion generation is around lO^'' W 
cm -2 

5       10      15      20      25      30 
B-deftectionlmml 

0.5        1        1.5        2 
User lnten5ityI10"Wcm'') 

-^^M^ 

Figure 2: Typical CR39 images of generated particles in 
the forward direction. Target was Al in 3/im-thick. Black 
cross indicates the direction normal to the target surface 
and white cross indicates on-axis direction. Curves show 
distributions of etch pits along the path indicated in white 
lines. Laser intensities were (a): 2.1 x IQ^''' W cm"-^ and 
(b):l.lxl0i''Wcm-2. 

Figure 3 shows the result of Thomson parabola measure- 
ment on the forward side obtained by an Al target in 3 /xm- 
thick. The spectra in (a) and (b) are results of sum of 60 
laser shots in the forward direction in case that the laser 
intensity is 2.0 x 10" W cm-^ and 5.8 x 10^^ W cm^^, 
respectively. Lines are results of calculation by MAFIA. 
Neutral particles are concentrated on the = =0 point 
in both figures. The darkest curve is in fine agreement with 
the theoretical proton parabola. Figure 3(c) shows three en- 
ergy spectra of protons; two were given by the 3 /xm-thick 
Al target at two laser intensities over 10^''' W cm~^, and 
one was given by a 5.7/jm-thick mylar target at the laser 
intensity of 2.1 x 10" Wcm^^. Maximum proton energy 
was about 550 keV in the mylar target, mid 150 keV in the 
Al target. Figure 3(d) shows the dependence of the number 
of particles on the laser intensity. Both ions and neutrals 

' See http://www.cst.de 

Figure 3: (a) and (b) Thomson parabola spectra from Al 3 
/im-thick targets in the forward direction, (c) Proton spec- 
tra obtained at laser intensities above 10^''' W cm"^ from 
the Al targets. A dot-dash line shows the case of mylar in 

-. ,(,.        5.7/xm-thick with 2.1 X 10" W cm-Maser intensity (d) 
***^ \**WN^W      Dependence of the number of particles on the laser inten- 

sity. 

On the backward side, particles distribute between the 
laser axis and the direction normal to the target surface, 
with an angle of > 45°. Figure 4 shows the Thomson 
parabola spectra on this side. Figure 4(a) and (b) show 
these given mylar target in 8.7 /xm-thick. The laser inten- 
sities were 2.1 x 10" W cm-^ and 5.9 x 10^^ W cm-^, 
respectively. Even the laser intensity under 10" W cm"^ 
produced ions but few neutrals. Figure 4(c) shows the spec- 
tra of the Al target in 3 /xm-thick at 2.1 x 10" W cm'^ laser 
intensity. The main components of particles are Al ions and 
few protons and neutrals are found. Figure 4(d) shows the 
proton spectra and (e) shows dependence of the number of 
particles on the laser intensity. Maximum proton energy 
was about 550 keV in mylar target. 

Let us compare the Thomson parabola spectra of Al, Fig. 
3(a)-(b) measured on the forward side and Fig. 4(c) on the 
backward side. The superior particles in the forward direc- 
tion are neutrals. Protons and carbon ions were not found 
below the threshold of 10" W cm-^. Note that no Al ions 
were obtained on this side. The protons must be originated 
from water vapor and/or hydrocarbons contaminating the 
target surface as indicated in the hitherto experiments [1- 
6]. Both sides of the mylar targets generate similar species, 
but we can deduce that the protons on the backward side 
are components of the targets while those on the forward 
side are contaminants, because Al targets do not generate 
protons on the backward side. 

Spectra of visible radiation emitted at the interaction 
were measured by an asymmetric Czemy-Tumertypepoly- 
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Figure 4: (a)-(c) Thomson parabola spectra in the back- 
ward direction, (a) and (b) from 8.7 /xm-thick mylar target 
with laser intensities of 2.1 x 10^'''W cm"^ and 5.9 x 10^^ 
W cm~2, respectively, (c) from 3 /im-thick Al target with 
laser intensity of 2.1 x lO^''' W cm"^. (d) Proton energy 
spectra obtained from 8.7 /^m-thick mylar target, (e) De- 
pendence of the number of particles on the laser intensity. 

chrometer. Two lenses transferred image of the radiation at 
a specific position to the polychrometer slit outside of the 
vacuum chamber with resolution of 1 nrni. The range be- 
tween 413 and 928 nm was detectable with the resolution 
of 0.07 nm. We identified the observed spectral lines with 
MIST Spectra Line Database ^. The measurement found 
different species between Al and mylar targets on the back- 
ward side. The Al targets gave lines of Al, H, C, O atoms 
and Ali+'2+.3+, C^+, 0^+ ions, while the mylar targets 
gave those of H, C, O atoms and c^+,-^+,s+A+^ 0^+'2+ 
ions. This also supports the assumption that the particles 
on the forward side are originated from contaminants and 
those on the backward side are mainly components of the 
targets. 

Previous works have not reported the generation of neu- 
tral particles explicitly, including the paper of Gitomer 
et al.[\A] whose laser intensity was under 10^''' W cm~^ 
in most cases. This is probably because the mechanism 
caused by their long (~ ns) laser pulse is different from 
that caused by our short (~ 50 fs) laser pulse. The CR39 
measurements of the neutral particles generated at the laser 
intensity around 4 x 10^^ W cm"^ have been previously 
described in detail [13]. 

The number of particles generated was estimated to be 
under 10'^ [Sr-^ shot~^] in all cases. This value is lower 
than the interpolation based on the previous experiments 
obtained using the laser intensity around 10^^ W cm~^ 
with longer pulse width [1-6]. This is because our laser 
energy is small; it is not the laser power but the laser en- 

^The     NIST     Spectra     Line     Database 
http://physics.nist.gov/cgi-bin/AtData/main-asd 

is     available     at 

ergy that is more closely related to the particle generation. 
Though the energies could be useful, the number of parti- 
cles obtained by our T^ laser is too small and their emit- 
tance is too large for practical use as an accelerator ion 
source. Appropriate shaping or conditioning of the target 
will improve the situation [4,5,7,11]. The neutral beams 
with high energy and small emittance will be able to find 
their own applications. 

SUMMARY 

In summary, we have detected neutral particles and ions 
in the interaction between a T^ laser and thin foils. The 
neutral particles with a small divergence were detected on 
the forward side with the laser intensity under lO^'^ W 
cm"^, and ions, mainly protons, were also detected with 
the laser intensity over 10^''' W cm"^. In this direction, the 
generated particles originate from contaminants of the tar- 
get surface. On the backward side, ions characteristic to 
the target materials were obtained but no neutrals were sta- 
bly detected. The maximum proton energy was 550 keV in 
mylar targets on both sides. 
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TOPOLOGY FOR A DSP BASED BEAM CONTROL SYSTEM 
IN THE AGS BOOSTER* 

J. DeLong. J.M. Brennan, T. Hayes, Tuong N. Le, K. Smith 
Brookhaven National Laboratory, Upton N.Y. 11973 

Abstract' 
The AGS Booster supports beams of ions and protons 

with a wide range of energies on a pulse-by-pulse 
modulation basis. This requires an agile beam control 
system highly integrated with its controls. To implement 
this system digital techniques in the form of: Digital 
Signal Processors, Direct Digital Synthesizers, digital 
receivers and high speed Analog to Digital Converters are 
used. Signals from the beam and cavity pick-ups, as well 
as measurements of magnetic field strength in the ring 
dipoles are processed in real time. To facilitate this a 
multi-processor topology with high bandwidth data links 
is being designed. 

1 SYSTEM OVERVIEW 
The AGS Booster acceleration system consists of two 

pairs of RF cavities with two frequency bands. The first 
group of cavities has a bandwidth of 2.5MHz and is 
capable of providing 45kV per station, the second group 
has a wider bandwidth of 5.5MHz and each cavity can 
provide up to 17kV [1]. 

To use these systems effectively the voltage and 
frequency of each individual accelerating station must be 
changed dynamically. Different ion species require very 
different acceleration cycles and bunch manipulations 
such as merging, rotating and squeezing require the low 
level RF drive system to be fast and flexible. This speed 
and flexibility is realized by using DSP controlled direct 
digital synthesizers with frequency, phase and amplitude 
modulation. 

The beam control system must calculate the revolution 
frequency of the beam in real time as a function of dipole 
field and radial steering. This frequency program is 
corrected by feedback from measurements of the beam 
phase and radial position. The beam position and phase 
are measured using digital receiver technology [2]. The 
beam control system will also synchronize the Booster 
and the AGS to enable bunch to bucket transfer of beam 
between the two machines. 

2 DSP TOPOLOGY 
To accomplish all the required tasks in real time it is 

necessary to divide the problem into smaller pieces, the 
block diagram in figure 2 shows how the tasks are split 
among five Analog Devices ADSP-21160 DSP processors 
and how each task communicates with the others. 

Data transfer between DSPs use the six available Link 
Ports [3] on each processor. The link ports are bi- 

directional byte serial communication ports that run at the 
80 MHz core clock speed of the DSP. All data in the 
system is 32 bits wide and each port can transfer 80MB 
per second. The architecture of the DSP allows all six 
ports to run at this rate simultaneously without impacting 
the core process. This high-speed data 10 architecture in 
addition to the 64bit global bus was the primary reason 
for choosing this DSP. 
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FIGURE 1. DSP carrier board block diagram. 

To effectively utilize the capabilities of the DSP 
processor a carrier card has been designed (FIGURE 1). 
This printed circuit uses the VME bus form factor with a 
32bit VME slave interface. Each carrier card can hold up 
to four peripheral devices such as digital synthesizers or 
analog to digital converters. Each peripheral has access to 
the DSP global bus and one link port as well as power 
supplies and flexible digital control signals. The DSP 
boots fi-om an on board flash memory and the carrier also 
provides 4MB of zero wait state static RAM. Three field 
programmable gate arrays that are connected to the DSP 
global bus and each of the four peripheral sites further 
enhance this flexibility. 

The DSP carrier board VME slave interface includes 
interrupter capability. This allows for tight integration 
into-the control system. The host processor, a Motorola 
Power PC running the VxWorks operating system, has 
access to the internal memory space of the DSP as well as 
control of the peripherals and on board SRAM. Storing 
user specific program data in local memory and changing 
a pointer when the context of the machine changes can 
easily implement pulse-by-pulse modulation or changing 
of operating parameters of the machine on a system event. 

Work performed under auspices of the US Department of Energy 
Contract Nuiriber DE-AC02-98CH10886. 
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FIGURE 2. shows the general layout of the RF system as well as the 
programming tasks and interprocessor communication paths. 

3 SYSTEM PROGRAMMING TASKS 
As shown in figure 2 the programming tasks are 

divided among the five processors. Each task is 
synchronized with an external strobe that executes an 
interrupt service routine on the DSP. This synchronization 
ensures that all calculations across the system processors 
are using the most current data. 

3.1 Frequency program 
The revolution frequency of the beam is calculated at a 

rate of 500kHz. This rate is sufficient to ensure frequency 
steps that are small compared to the RF bucket height. A 
memory-mapped accumulator on the DSP carrier board 
integrates the Gauss Clock (B train) and a radial steering 
function downloaded into local memory provide the two 
dynamic independent variables for this calculation. The 
control software calculates an acceleration parameter 
based on the mass and charge of the ion to be accelerated 
and stores this constant in DSP memory. The result of this 
calculation is passed to the feedback program via a link 
port. 

3.2 Phase measurement 
The bunch to bucket phase is the result of two separate 

measurements. The wall current signal from the ring is 
digitized and translated to DC by a digital receiver. The 
frequency translation is maintained at DC by the feedback 
program, which provides the Local Oscillator frequency. 
The phase measured by this receiver is compared to that 
measured by a four channel receiver connected to the 
Booster accelerating cavities. This receiver measures the 

vector sum of the cavities. As shown in FIGURE 3 the 
difference is sampled by the DSP. Phase offsets to 
compensate for the stable phase angle and cable lengths 
are added by the DSP and a phase error signal in 
transmitted to the feedback DSP using a link-port. 

Boostor Low Level RF Upgrade 
Feedback loope overall 

FIGURE 3. Phase loop signal flow diagram. 

3.3 Radial position measurement 
The radial position of the beam is measured using a 

four channel digital receiver. The positions at two points 
in the ring, 180 degrees apart in betatron phase, are 
averaged to remove any errors caused by distortions in the 
beam orbit. The signals from the PUEs are digitized and 
translated to base-band the normaUzed difference in 
magnitude between the two plates in the horizontal plane 
are calculated. This radial signal it transmitted to the 
feedback DSP using a link-port. 
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3.4 feedback program 

The feedback program calculates the beam frequency 
from data received from the program and vector sum 
DSPs. The phase loop damps coherent synchrotron 
oscillations while the radial loop maintains the horizontal 
position of the beam according to a programmed function. 
The radial position measurement and calculated frequency 
are received from the program DSP and the bunch to 
bucket phase from the vector sum DSP. The integral of 
the radial error is calculated locally and is summed with 
the phase and radial errors. The instantaneous frequency 
of the beam is the sum of the error terms and the 
frequency program. 

3.5 cavity voltage feedback 

The four ferrite loaded cavities in the Booster ring 
require dynamic tuning to stay on resonance during the 
acceleration cycle. Imperfections in this tuning as well as 
characteristics of the amplifier chain require an automatic 
gain control circuit to flatten the response. To realize this 
in the LLRF drive chain the voltage of each cavity is 
measured in the vector sum DSP and compared to a 
command function downloaded into its local memory. 
The amplitude of that station's synthesizer is modulated 
to compensate for errors detected at the cavity. 

3.6 synchronization 

Synchronization for extraction is implemented in the 
feedback DSP. The Booster beam is extracted without a 
flattop, requiring synchronization while the frequency in 
the booster is still changing. To implement this we will 
take advantage of the repeatability of the Booster dipole 
field. The beam frequency, as applied to the master 
oscillator, during fu-st Booster pulse will be recorded in 
memory. The total phase accumulated in this cycle will be 
calculated and subsequent pulses in an AGS fill will be 
forced to accumulate the same amount of phase, plus the 
amount required to move to the next AGS bucket. A 
synchro loop will be imposed to lock the beam to the 
recorded table. Extraction will occur when the table 
reaches the correct phase. 

4 DSP MEASUREMENT SYSTEM 
One of the most difficult tasks in designing a digital 

beam control system is building in a measurement system 
capable of both verifying system operation and debugging 
problems. Data transfer from the target hardware to the 
control system client is slow compared to the Booster 
repetition frequency. To allow for this slow transfer, 
system memory on the DSP carrier board has dual port 
access. The DSP can write data to the RAM and the front- 
end computer can read that data without impacting the 
operation of the DSP. 

In addition to the measurement system RAM an FPGA 
dedicated to timing tasks is implemented on the carrier. 
Timing information for the Booster is distributed on a 
serial data link. The data link is decoded in the FPGA and 

selected events will cause interrupts to the DSP. Each 
event is associated with a case statement in the software 
and is used to trigger different processes in the DSP 
including triggering measurements. 

4 CONTROLS INTEGRATION 
The Booster RF upgrade will take advantage of the 

tools built for RHIC. A rapid application development 
environment was designed for RHIC that gives non-expert 
programmers the ability to quickly design applications 
and control hardware under development. These programs 
running on the front-end computer interface with client 
applications running on workstations throughout the 
complex. 

The Booster RF application will manage the pulse-by- 
pulse modulation of the machine. Functions such as radial 
steering and voltage command functions can be edited 
and downloaded to hardware from this application. The 
measurement system can be controlled by this software, 
triggering can be manipulated and most variables in the 
DSP code can be queried. Waveforms from the remote 
system can be processed and displayed by the application 
reducing the load on the real time system. 

Managing the DSP code will also be done within the 
application. Code can be downloaded into flash from the 
application and the DSP can be rebooted remotely. 

5 CONCLUSIONS 
Many of the building blocks for this system are 

currently being tested. Prototypes of the DSP carrier 
board, digital receiver and DDS are now being evaluated. 
Preliminary results are very promising. 

The interconnection of multiple processors using high- 
speed data links has been successful in the Brookhaven 
Relativistic Heavy Ion Collider. The Booster upgrade 
leverages many of the techniques learned in the design 
and operation of RHIC [4]. 

The use of digital receivers and improvements to digital 
synthesizers in the booster design will enhance the 
flexibility and reliability of this machine. 
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A BUNCH TO BUCKET PHASE DETECTOR USING DIGITAL RECEIVER 
TECHNOLOGY* 

LDeLong, J.M. Brennan, T. Hayes, Tuong N. Le, K. Smith 
Brookhaven National Laboratory, Upton N.Y. 11973 

Abstract* 
Transferring high-speed digital signals to a Digital 

Signal Processor is limited by the 10 bandwidth of the 
DSP. A digital receiver circuit is used to translate high 
frequency RF signals to base-band. The translated output 
frequency is close to DC and the data rate can be reduced, 
by decimation, before transfer to the DSP. By translating 
both the longitudinal beam (bunch) and RF cavity pick- 
ups (bucket) to DC, a DSP can be used to measure their 
relative phase angle. The result can be used as an error 
signal in a beam control servo loop and any phase 
differences can be compensated. 

INTRODUCTION 
The AGS Booster is designed to accelerate protons and 

ions injected from a LINAC and tandem Van de Graff 
respectively. Once injected the beams are captured in the 
RF bucket, accelerated and extracted to the AGS. While 
the motion of hadrons in the RF potential well is 
inherently stable it is not strongly damped [1]. Damping 
coherent synchrotron oscillations is the job of the phase 
loop and the phase detector is at the heart of this system. 

Advances in speed and complexity of digital integrated 
circuits have changed the basic building blocks of Low 
Level RF design. Digital Signal Processors are commonly 
used in feedback loops as well as high speed Analog to 
Digital Converters. A bottleneck exists though in the 
transfer of data from high speed ADC to the 
computational units inside the DSP chip. 

Digital receiver circuits take advantage of the relatively 
narrow bandwidth of the beam signal required by a phase 
detector. The center of mass of the bunch can be defined 
by the single spectral component of the beam at the RF 
frequency. If this spectral component is shifted to DC and 
band limited the sample rate can be significantly reduced. 
This technique will in turn reduce the 10 bandwidth 
requirements of the DSP by shifting the burden to a 
dedicated signal processor designed to handle this high- 
speed data. 

Off-the-shelf digital receivers have some distinct 
tradeoffs that will be discussed as well as how these 
tradeoffs may be eliminated by designing a custom 
receiver in an FPGA. 

BASIC BLOCK DIAGRAM OF A DIGITAL 
RECEIVER 

The block diagram in figure 1 is typical of a receiver 
channel. An RF input is passed through an anti-alias filter 

Work performed under auspices of the US Department of Energy 
Contract Number DE-AC02-98CH10886. 

to remove frequencies above the Nyquist limit. The signal 
is then digitized and the data stream enters the receiver 
IC. A complex Numerically Controlled Oscillator 
generates the Local Oscillator frequency for translation. 
The output of the NCO and the ADC are digitally 
multiplied (mixed). Two stages of filtering remove the 
unwanted sidebands and reduce the output sample rate. 
The circuit outputs complex base-band data at the 
decimated rate. 

Anti-alias 
Riter 

Local Oscillator 
Freqtwnoy and    | 

Pttase set points 

r*0 
-*(x)*   CIO 

-N Conrplex Numerically 
-)/  ConliDlled Oscillator 

FIGURE 1: Block diagram of a digital receiver channel. 

The NCO frequency set point can change dynamically 
as well as the phase offset of the channel. The order and 
decimation rate of the Cascaded Integrating Comb filter 
[2] can be adjusted and the Finite Impulse Response Filter 
coefficients can be downloaded. In addition to these basic 
structures Automatic Gain Control circuitry and a 
Cartesian to polar coordinate transform are provided. 

PHASE DETECTOR CONFIGURATION 
To implement a phase detector with digital receivers 

two signals need to be derived: the phase of the beam 
which is extracted from the wall current monitor and the 
phase of the RF potential well which is derived from the 
vector sum of the accelerating stations. 

. Booster Lonv Level RF Upgrade 
Feedback loops overall 

FIGURE 2: Block diagram of the phase detector 
configuration. 

A four channel digital receiver will be used in the 
Booster Low Level RF design to measure the vector sum 
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of the four accelerating stations. Each channel has 
individual phase control to compensate for the physical 
location of the cavity on the ring. The effective voltage 
gain received by the beam on each turn is the sum of the 
individual cavities rotated according to their physical 
position. The phase of the vector sum varies relative to the 
low level RF drive due to dynamic tuning of the ferrite 
loaded cavities and characteristics of the amplifier chain. 
This receiver will measure the deviation of the vector sum 
from the reference oscillator phase. 

The phase of the beam is measured with one channel of 
a four channel digital receiver. The longitudinal beam 
pick-up is a resistive wall gap detector or wall current 
monitor this signal is brought out from the ring on high 
quality 7/8-inch semi-rigid coaxial cable. The coaxial 
cable preserves the bandwidth and reduces loss of signal 
amplitude. The beam receiver requires a large dynamic 

range to work with beam intensities from as low as 10^ 

and as high as 3xl0'^ charges per pulse. The front-end 
electronics and processing gain give the receiver a 
dynamic range of ~90db. 

The two phase measurements are taken with respect to 
a reference oscillator the frequency of which is updated 
by feedback from the beam. Any deviation at the output 
of the receiver from DC will be corrected by feedback 
through the master oscillator and slave DDS chain 
(FIGURE 2). To ensure a consistent measurement the 
NCO in both receiver circuits and the master oscillator are 
updated simultaneously using an external synch pulse. 

HARDWARE IMPLEMENTATION 
The first prototype circuit has been buih using an 

Intersil ISL5216 [4] digital receiver IC (figure 3). This 
chip offers several features: 

• 95 MSPS input sample rate 
• Four independent receiver channels 
• 32-Bit numerically controlled oscillator 
• Digital Automatic Gain Control 
• 16-Bit uP interface 

The output format can be phase, magnitude, I and Q, or 
frequency and the AGC circuitry boasts a 96db range. The 
increment value in the phase accumulator of the internal 
NCO can be updated with an external pulse, allowing all 
NCOs in the system to be updated synchronously. 

The front-end circuit includes a low pass anti-alias filter 
followed by variable gain amplifier, RF transformer and 
an Analog Devices AD6644 A to D converter. The filter 
has been selected to pass only the highest bunch 
frequency in the Booster approximately 5MHz. The 
variable gain amplifier was added to ensure that low 
amplitude signals could be boosted to excite the most 
significant bits of the ADC. An RF transformer couples 
the AGC Amplifier to the A to D converter differentially 
and the outputs of the four converters connect in parallel 
to the Intersil receiver. 

The circuit board is a modular daughter card designed 
to mate with a DSP carrier board also built at Brookhaven 
[3]. To communicate with the carrier board an Altera PLD 

interfaces the Intersil receiver chip to the DSP global bus. 
The DSP global bus can transfer data at 40MHz, this is 
sufficient for updating the dynamic parameters of the 
receiver in real time as well as reading the output data. 
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FIGURE 3: Intersil four-channel receiver block diagram. 

PERFORMANCE 
The prototype receiver has shown a usable dynamic 

range of 90db. Signal amplitudes of +10dbm down to -80 
dbm were successfully measured. The AGC circuit 
maintained the amplitude of the output signal to within 
6db over this range. Lowering the amplitude of the input 
signal further caused the AGC circuit to go out of 
regulation. 

Out of band frequency rejection agreed with the data in 
the Intersil documentation [4]. During all tests the filter 
used was a 7-tap half-band FIR (HBFl) the coefficients of 
which are stored in Read Only Memory on the receiver 
IC. This filter provides rejection of approximately -120db 
at Fs/2 and a 3db point at Fs/4. Other filters are also 
available with coefficients stored in ROM. These filters 
have a faster roll-off at the expense of more taps and a 
longer delay. 

Group delay through the circuit is critical to using this 
technology in a feedback loop. To calculate the delay each 
stage must be evaluated. This is best shown by example. 

Example delay calculation 
We will design a system that has an input sample rate of 

40MHz and an output rate of IMHz. In the CIC filter we 
will decimate by twenty and then decimate by two in the 
output FIR Filter. The CIC filter has six taps therefore 3.5 
clock cycles to the middle tap. With the decimation set to 
twenty the delay through this section will be: 
3.5x20 = 70 clock cycles. We follow that with a 7-tap 
half band decimating filter with a decimation rate of 2. 
The delay due to the number of taps is four clock cycles 
we need two more clock cycles for data read and writes. 
The decimation is two and the sample rate has been 
reduced in the CIC filter by a factor of twenty this results 
in: (4 + 2) X 2 X 20 = 240 clock cycles. Finally pipeline 
delays and delays through the AGC circuit contribute 30 
to 50 extra clock cycles. The total delay with this 
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arrangement is 70 + 240 + 50 = 360 clock cycles or 
9fJS through the device. 

Figure 4 shows an FFT of the data returned by the 
device with the input signal set to lOkHz offset carrier and 
an amplitude of-60dbm. 
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FIGURE 4: Frequency spectrum of a signal lOkHz offset 
carrier at -60dbm. 

INTEGRATION 
The digital receiver requires a support system that 

includes both hardware and software. A program provided 
by the manufacturer is used to define the internal registers 
of the receiver IC. After a configuration has been defined 
another program has been developed to translate the 
register description file into a format that can be used by 
the DSP to configure the receiver. This software has been 
tested successfully. In addition to DSP control software an 
application is being developed to read measurement data 
generated by the receiver and display these results 
graphically. The graph in figure 4 shows the output of this 
program. 

The topology of the Booster beam control system uses 
several DSP carrier boards connected by high-speed data 
links to compartmentalize system functions. To test the 
receiver in-system a program running on another carrier 
card will calculate the beam fi-equency as a function of 
dipole field strength. This data stream is used to update 
the local oscillator in the receivers. This code has been 
developed and tested. Once the frequency program and 
receiver control program have been integrated 
measurements with beam can commence. 

CONCLUSIONS 
The prototype receiver has produced the expected 

results and finding an optimum filtering solution with 
minimal delay is ongoing. The immediate goal is to 
integrate the receiver into the Booster Low Level RF 
system Once integrated, the booster RF frequency sweep 

can be used to drive the receiver LO and beam signals can 
be observed during the acceleration cycle. 

In addition to measuring the bunch to bucket phase this 
receiver will also be used to measure the radial position of 
the beam. The normalized beam position will be detected 
using two receiver channels connected to the horizontal 
plates of a pick-up electrode. This will provide the radial 
position input to the LLRF feedback loops [5]. 

While the Intersil device has a high level of integration 
the data path is not optimal for the DSP used in our 
system. In order to take full advantage of the high speed 
data links available on the Analog Devices ADSP-21160 
DSP an FPGA based receiver is being designed. This 
design will have a full 32-bit interface to the host DSP for 
changing dynamic variables and resuh data will be passed 
to the DSP using a pair of high-speed Link-Ports [6]. 

In addition to improvements to the 10 structure the 
FPGA based design will use a single phase accumulator 
for the four channels reducing the complexity of data 
transfer and synchronization. The current design requires 
three write cycles to update the frequency or phase of 
each channel. Reading the measured data from the 
receiver requires two read cycles per parameter. This 
overhead will limit the useful bandwidth of the device. 

Digital receiver technology along with digital beam 
control systems will greatly improve the flexibility and 
reliability of this and future accelerators. 
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PROGRESS ON THE SNS RING LLRF CONTROL SYSTEM* 
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Abstract 
The SNS Ring RF System[l,2] will comprise three 

h=l (frev = 1.05 MHz) cavities and one h=2 cavity, each 
With individual digital LLRF control electronics. During 
each 1ms accumulation of 1 GeV protons in the SNS ring 
cycling at 60Hz, circulating intensity increases to 1.5E14 
particles. This intensity translates to an average 
circulating current (at the end of accumulation) of 35A 
and a peak h=l current of 50A. The LLRF system 
primary task is to regulate the phase and amplitude of the 
RF gap voltage in order to maintain a smooth bunch with 
minimum peak current and a sufficient beam free gap to 
accommodate the extraction kicker rise time. Maintaining 
stable control of the cavity-beam system with such 
intense beam loading is non-trivial, and to do so, the 
LLRF system will use a combination of techniques 
including cavity voltage I&Q feedback, beam current 
feed-forward compensation, dynamic tuning and cycle to 
cycle adaptive feedback. This paper describes the 
progress on the LLRF control system to date. 

SYSTEM ARCHITECTURE 

Discussion will be limited to the core of the digital 
LLRF system, configured from three basic components: 
the Cavity Controller Card, the VME Carrier Card, and 
Carrier Daughter Cards providing application specific 10 
fimctions. The design goal has been to develop an 
architecture which satisfies all current requirements, but is 
flexible and easily reconfigurable in order to meet 
changing demands, both during system development and 
throughout commissioning and operation. To accomplish 
this, the system is designed to be modular, and different 
control loops are configured by simply selecting 
appropriate carrier daughter cards and writing the 
firmware to implement a particular control algorithm. A 
simplified block diagram of the implementation of a 
representative loop, the cavity IQ control loop, is shown 
in Figure 1. Similar channels provide the other LLRF 
fiinctions such as feed-forward compensation and 
dynamic tuning control. 

INTRODUCTION 

The SNS Ring LLRF Control System is being 
designed to provide individual digital LLRF control for 
each of the four cavities in the ring. To date, a number of 
prototype and first article boards have been designed and 
tested, and the first integrated test of the cavity IQ control 
loop with the production HLRF cavity and PA was 
recently completed. This paper will discuss the concept 
and architecture of the ring LLRF system and present 
performance data acquired for the particular case of the 
cavity IQ control loop. Details of the RF related machine 
parameters, the theory of the ring LLRF control and the 
HLRF system design are found in the references [1] and 
[2]. 

* SNS is managed by UT-Battelle, LLC, under contract 
DE-AC05-00OR22725forthe U.S Department of Energy. 
SNS is a collaboration of six US National Laboratories: 
Argonne National Laboratory (ANL), Brookhaven 
National Laboratory (BNL), Thomas Jefferson National 
Accelerator Facility (TJNAF), Los Alamos National 
Laboratory (LANL), Lawrence Berkeley National 
Laboratory (LBNL), and Oak Ridge National Laboratory 
(ORNL). 
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Figure 1: Cavity IQ Control Loop. 
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Cavity Controller Card 
The Cavity Controller Card utilizes all commercial off 

the shelf (COTS) hardware. A standard SNS VME based 
Input Output Controller (IOC), the Motorola MVME- 
2100, hosts a Bittware Hammerhead-PMC+ module. The 
Hammerhead-PMC+ is a PCI Mezzanine Card (PMC) 
with four ADSP-21160 processors. Table 1 oudines some 
basic specifications. 

Table 1: Some Hammerhead PMC+ Specifications 

DSP 4 X ADSP-21160,32 bit fixed 
and floating point 

DSP Clock, Speed 80 MHz, 480 MFLOPS 

DSP Core Architecture Single Instruction Multiple 
Data (SIMD) 

DSP Internal SRAM 4 Mbit dual port 

DSP External 10 
Bandwidth 

640 MB/s uP port (shared) 
6x80MB/slinkports 

Autonomous 10 Controller 
Board Shared SDRAM 64 MB (256 MB max) 

Board FLASH 2MB 

Board External 10 
Bandwidth 

64bit,66MHzPCI(Hostto 
DSP, Host to SDRAM) 

4 link ports (P.P.) 
4 link ports (VME P2) 

The ADSP-21160 provides a combination of good 
processing power and as important, the considerable 
external lO bandwidth required for real-time feedback 
control. In particular, each DSP has six 80 MB/s "link 
ports" (two to each of two nearest neighbor DSPs and two 
external) providing high speed point to point 10. While 
active, the LLRF loops use only these links to provide 
minimum delay, deterministic connections between the 
DSPs and carrier daughter cards. Because the DSPs have 
large internal SRAM, the loops need not make access to 
DSP external resources (e.g. uP bus and SDRAM) during 
the accumulation cycle. For each cycle, all necessary 
loop parameters, function tables, and diagnostic history 
data are stored in DSP internal SRAM. Access to external 
resources only occurs during the roughly 10ms dead-time 
between accumulation cycles when loops are inactive. 

Via a direct Ethernet connection to the controls network 
and a PCI local bus connection to the DSP PMC card, the 
MVME-2100 IOC provides the necessary bandwidth to 
exchange all necessary diagnostic and system 
configuration data on a cycle to cycle basis. 

VME Carrier Card 
The VME Carrier Card [3] is a custom designed VME 

host board which provides power, a VME interface and 
other resources for up to four daughter cards. These 
include an on-board ADSP-21160, FPGAs, SRAM and 
FLASH to provide extra processing power and 
functionality as needed. The board design also supports 
the use of a mating VME P2 rear transition module 
providing a convenient means of supplying external clock 
and trigger signals as well as DSP link port connections 
for both the on-board DSP and the daughter sites. 

Carrier Daughter Cards 
The Carrier Daughter Cards provide an easily 

configurable interface between the digital and analog 
portions of the LLRF system. While original prototype 
system testing was based on daughter cards providing 
smgle channel functionality (e.g. one A/D channel), the 
latest architecture employs just two daughter cards (in 
development), a four channel 14 bit A/D and a four 
channel 14 bit D/A card, each sharing a common FPGA 
based digital section designed around an Altera Stratix 
FPGA. The Stratix FPGA provides tremendous 
processing power and functional flexibility to the cards. 
We have aheady developed A/D FPGA cores to provide 
direct A/D and IQ demodulation, and a digital receiver 
core is in development. Similarly, D/A cores have 
already been developed for direct D/A, IQ modulation and 
Direct Digital Synthesis (DDS). Commercial IP cores are 
of course an option as well. The analog front ends of the 
cards can be configured to use either baseband or RF 
signals, DC or AC coupled as needed. The VME Carrier 
Card can host two each of either four channel card 
("double width"), or four single channel cards ("single 
width"). 

CAVITY IQ CONTROL LOOP 

Configuration 
The recently completed Cavity IQ control loop test was 

the first test of a fully integrated loop utilizing all the core 
LLRF and HLRF hardware together. The cavity was 
driven closed loop, ramping from 0 to lOkV in 0.5ms and 
holding at lOkV for a 1.5ms flat-top. No attempt was 
made to include dynamic tuning or simulated beam 
loading, though it is planned to do so as soon as practical. 
For this test, an IQ demodulator card, a single DSP on the 
Cavity Controller card, and an IQ modulator card were 
configured as shown previously in Figure 1. 

The IQ demodulator samples the h=l cavity RF to 14 
bits at 32 x frev, and correlates the samples with 32 
sample h=l sine and cosine sequences to produce 
baseband I & Q values updating at frev. 16 bit I & Q 
values and the turn number (tracked from reset time) are 
packed into 32 bit words and sent to the DSP via a link 
port. The link ports are 8 bit parallel point to point links 
capable of clocking bytes at 80MHz, but were only 
clocked at 32 frev for simphcity during the test. 

The DSP unpacks the I & Q data and based on a stored 
I & Q function table (I & Q vs. turn number), processes 
the I & Q errors in parallel PID algorithms. For 
simplicity, the decoupling matrix was implemented as a 
simple rotation accounting only for pure loop delay at the 
cavity center frequency. No attempt was made to correct 
coupling of the I & Q modulations arising from the cavity 
RLC response[4] or the change in cavity center frequency 
vs. drive level. Efforts are underway to include these 
corrections. The corrected I & Q drive values are then 
sent to the IQ modulator via a second link port and the 
loop closes through the analog signal chain. 
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A key constraint on the cavity IQ control loop 
bandwidth is the loop delay. Total pure loop delay is 
about 2.6us, contributed from: cable delays (500ns), 
driver, PA and analog filters (250ns), correlation group 
delay (500ns), other FPGA pipeline delays (250ns), link 
ports (375ns), and DSP loop code execution (750ns). 
With a loaded Q of about 25 at 1.05 MHz, the phase 
slope of the cavity response corresponds to a group delay 
of about 6.25us, yielding a total effective loop delay of 
about 9us. However, since the cavity group delay only 
represents the response from the cavity complex poles, it 
can be compensated. The pure delay of 2.6us is 
fundamental in limiting the control bandwidth achievable. 
Thus, much of the effort aimed at developing the latest 
hardware includes moving to higher clock rates to reduce 
pipeline delays in the FPGAs and the link ports. The 
daughter cards currendy in development will easily clock 
at 128 X frev reducing processing pipeline delays by a 
factor of four. It is also planned to investigate other IQ 
demodulation algorithms (4 x RF IQ sampling, etc.) to 
increase throughput. DSP code optimization continues in 
an effort to minimize latency in the loop processing 
algorithm, though it is not likely that the processing time 
could be reduced below 0.5us (40 DSP clock cycles). 
With higher FPGA clock speeds and optimizing of the IQ 
demodulation algorithm, pure loop delay should 
ultimately be reduced to about 1.5us. Although the DSP 
offers certain advantages over FPGA, particularly when 
making frantic code changes during initial testing and 
debugging, the penalty paid in terms of processing delay 
can easily outweigh this. Thus, the LLRF system 
architecture will also permit bypassing the IQ loop DSP if 
this becomes desirable. 

Test Results 
As a preliminary attempt to characterize the loop, a test 

of the closed loop impulse response was performed. The 
cavity was brought to lOkV, and then a single turn I 
command for 9kV was issued to the loop, followed by a 
retum to lOkV. Figure 2 shows the I & Q transient 
responses and Figure 3 shows the corresponding closed 
loop frequency response for the I loop. The loops were 
"optimized" by adjusting gains for the P, I and D terms of 
the controller while observing the transient response in 
the I channel. Both the I and Q loops were active with the 
same gain coefficients used on corresponding I and Q 
gain terms. 

In Figure 2, the I command and I & Q responses have 
been normalized to the lOkV steady state command. The 
Q response has been offset to 1.0 for clarity. 

In Figure 3, the horizontal axis is shown as the index of 
a 512 point FFT of the data in Figure 3. The IdB 
bandwidth is approximately 70kHz = IMHz * (38/512). 

Though the closed loop bandwidth observed is likely 
sufficient for our system, consideration must be given to 
the effect of beam cavity interaction under the high beam 
loading conditions that will exist. 

Figure 2: Cavity IQ Control Loop CL Transient Response. 
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Figure 3: IQ Loop CL Frequency Response (Icav/Icmd). 

The relative beam loading parameter (Y=Ib/Io) rises to 
around 3 at the end of accumulation. Even for optimal 
detuning, the system operates close to the high current 
Robinson unstable area [5] [6] [7]. Direct RF feedback 
around the cavity was considered in the early stages of the 
ring RF system design. However, cost and space 
constraints would not permit the installation of feedback 
amplifiers in the ring or a nearby structure, and the long 
cable delays between the LLRF and cavity make it 
otherwise unfeasible. Options for dealing with this 
include using somewhat higher than optimal detunmg to 
move fiirther away from the Robinson unstable area, 
beam current feed forward compensation to dramatically 
reduce the effective cavity shunt impedance seen by the 
beam, and investigating IQ loop gain bandwidth tradeoffs. 
Current plans include using all these techniques and we 
hope to begin tests in the near future. 
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A NEW DIGITAL CONTROL SYSTEM FOR CESR-C AND THE 
CORNELL ERL* 

M. Liepet, S. Belomestnykh, J. Dobbins, R. Kaplan, C. Strohman, 
LEPP, Cornell University, Ithaca, NY 14853, USA 

Abstract 
Recent progress in developing digital low-level RF con- 

trols for accelerators has made digital systems an option 
of choice. At Cornell we are presently working on two 
projects: upgrading the RF controls of the Cornell Electron 
Storage Ring (CESR) for charm-tau operation (CESR-c) 
and developing a new low-level RF system for the proposed 
Cornell energy-recovery linac (ERL). 
The present CESR RF control design is based on classic 
analog amplitude and phase feedback loops. In order to 
address the required flexibility of the RF control system in 
the CESR-c upgrade and to implement a true vector sum 
control we have designed and built a new digital control 
system. The main features of the new controller are high 
sampling rates, high computation power and very low la- 
tency. The digital control hardware consists out of a pow- 
erful VME processing board with a Xilinx FPGA, an Ana- 
log Devices digital signal processor QDSP) and memory. A 
daughter board is equipped with four fast analog-todigital 
converters (up to 65 MHz sampling rate) and two digital- 
toanalog converters (up to 50 MHz update rate). The first 
set of new electronics will be used in the CESR RF system. 
However, the described digital control hardware can also 
be used for the Cornell ERL as it was designed to meet its 
challenging field stability requirements (see [1]). 

THE NEED FOR DIGITAL RF CONTROLS 
FOR CESR-C 

With CESR changing from a single-energy to a multi- 
energy regime [2], it will be more challenging for the RF 
system to provide stable and reliable operation as the low- 
energy sets of operating parameters differs significantly 
from the high-energy ones [3]. 
There are new demands to RF controls associated with this: 
1) The superconducting cavities will operate in an active or 
passive mode [4], i.e. driven by beam and generator or 
just driven by the beam respectively. Switching from one 
mode of operation to another will be performed routinely 
and must be done in a straightforward way, efficiently and 
quickly. 2) The external quality factor of the cavities will 
need to be adjusted in a wide range from « 2 • 10^ at high 
energy to « 1 • 10^ at low energy. For superconducting 
cavities the cavity transfer fiinction pole is usually the low- 
est pole in the system and should to be compensated by 
feedback loops to optimize the performance of the con- 
troller [5]. However, a change in the cavity coupling will 
change the position of the pole and therefore its compen- 

* Work is supported by the National Science Foundation. 
t mul2@comell.edu 

sation will have to be adjusted accordingly. Moreover, this 
compensation may have to be adjusted with the beam cur- 
rent. 3) Good instrumentation for problem diagnostics is a 
must. 4) Microphonic noise tolerance is stricter at low en- 
ergy and may require developing a complex feedback sys- 
tem to suppress it [6]. 
Satisfying these new demands with the present control 
electronics is partly difficult and cumbersome and to some 
extent even impossible. This necessitated developing a 
new, more flexible and easily upgradeable RF control sys- 
tem, and a digital controller is the best choice for this. 

THE NEED FOR DIGITAL RF CONTROLS 
FOR THE CORNELL ERL 

The requirements on the RF control system of the pro- 
posed CORNELL/TJNAF ERL prototype [7, 8] are de- 
manding [1]. In the injector cavities the strong beam load- 
ing of a 100 mA beam needs to be compensated with high 
accuracy. In main linac cavities {Qext = 2.6 • 10''^) high 
field stability of 2 • 10"^ in amplitude and 0.06° in phase 
needs to be achieved in the presence of a microphonics 
level similar to the cavity bandwidth. In addition micro- 
phonics compensation via a fast cavity frequency tuner is 
envisioned. These challenging control loops and the as- 
sociated required flexibility are best addressed by a digital 
control approach. 
While the digital RF control hardware described in the fol- 
lowing is primary designed for the CESR-c RF system and 
its requirements, it will also serve as a prototype for the 
ERL RF control system. The digital parts are generic and 
flexible and have the computation resources to be used in 
both RF systems. 

HARDWARE 
OVERVIEW 

Figure 1 (left side) shows the schematic of the new dig- 
ital RF control system for CESR-c. All low-level subcom- 
ponents including the digital boards have been designed in 
house to minimize cost and optimize performance of a fast 
digital controller. The controller is designed to stabilize 
the in-phase (I) and quadrature (Q) component of the cav- 
ity field. The RF field signals are converted to an IF fre- 
quency of II.9 MHz and then sampled at a rate of 4x11.9 
MHz. Accordingly two subsequent data points describe the 
I and Q component of the cavity field. The digital data 
are calibrated and filtered, and a fast proportional-integral 
(PI) controller calculates the new settings for the IQ-vector 
modulator input. The overall data processing latency will 
be below 1 /xs. 
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Figure 1: Left: Schematic of the digital RF system for CESR-c. Right: Block diagram of the FPGA/DSP board. 

DIGITAL CONTROL BOARD 

The FPGA/DSP VME board is shown in Figure 2. A 
block diagram of the board is shown in Figure 1 (right 
side). The various subsections are connected by a 24-bit 
address bus and a 32-bit data bus. All data transfers are 
32 bits wide and the addresses are for 32-bit entities. Nor- 
mally there are three possible bus-masters: the VMEbus 
interface, the DSP, or the XILINX chip. Additionally, a 
special controller is provided which uses the local bus to 
configure the XILINX chip by transferring data from the 
FLASH RAM or STATIC RAM. A bus arbiter determines 
which bus master can transfer data. 
VME INTERFACE 
The VME interface is implemented in an Altera EPF10K30 
PLD. 
STATIC RAM 
The board provides 4 Mbytes of fast static RAM, organized 
as IM by 32-bits. The static RAM is accessible from any 
of the bus masters and can be used to pass data between the 
various devices. The board can be configured so that either 
the DSP or the XILINX chip can be configured from static 
RAM. This is useful for experimenting with different pro- 
grams without having to reprogram the FLASH memory. 
FLASH RAM 
The board provides 1.5 Mbytes of FLASH memory, orga- 
nized as 1.5M by 8-bits. The FLASH memory is accessible 
from any of the bus masters. Normally, the first third of the 
FLASH memory is reserved for the DSP code, and the re- 
maining two-thirds are for the XILINX chip configuration. 

DSP 
The DSP is an Analog Devices ADSP-22160M. This is an 
SMD (single-instruction, multiple data) processor with 4 
Mbits of internal memory. It can be both a local-bus mas- 
ter and a local-bus slave. The DSP has link ports that can 
be used to provide a direct path to other DSPs or to other 
hardware. Four of the six link ports are routed through dif- 
ferential transceivers to connectors on the front panel, and 
each port may be configured as in input or output port. This 
allows us to make connections between RF-DSP boards in 
the same crate or in different crates without needing to use 
the VME backplane. All of the peripheral control lines 
on the DSP, such as DMA control, interrupt inputs, I/O 
flags, and reset, are routed to the VO CONTROL REGIS- 
TER chip. 
VO CONTROL AND STATUS REGISTERS 
The CSR (Control and Status Register) chip is a local-bus 
slave that provides control and reports status of both on- 
board and off-board resources. On-board resources include 
reset lines for the DSP and XILINX chip, front panel LEDs 
and a configuration dipswitch, DSP peripheral control sig- 
nals, and uncommitted connections to the VME interface 
and the XILINX chip. Off-board resources include a step- 
per motor interface for cavity tuning, a serial (SPI) inter- 
face to the frequency synthesizer, CESR clock and turn- 
marker, interlock system mterface, and event triggers. 
XILINX CfflP 
The XILINX chip is Virtex-H XC2V1000-4 in a 456 pin 
BGA package. The fast RF control loops and data acqui- 
sition control run in this chip. Included in the internal re- 
sources of this chip are 40 hardware multipliers (each for 
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Figure 2: Digital board with FPGA and DSP. 
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Figure 3: ADC/DAC daughter board. 

2 18-bit words) and over 10k flip-flops. The XILINX chip 
has separate busses for each ADC channel. It has a shared 
bus for the DACs and a lookup table. It acts as either a 
master or a slave on the local-bus. The chip provides PIO 
(programmable I/O) access to the ADC and DAC memory 
buffers, so data in these buffers can be accessed without in- 
terfering with the control algorithms. 
MEMORY BUFFERS / LOOK-UP TABLE 
Each ADC channel is provided with 2 Mbytes of buffer 
memory, organized as IM by 16-bits. Incoming data from 
the ADC can be stored in this buffer. The XILINX chip 
provides logic to use an external trigger or a software trig- 
ger to start storage, to stop storage, or to wait before stop- 
ping. This allows capture of transient events. The memory 
can be read out under program control using a different data 
path, so that the feedback control function is undisturbed. 
Additionally, the buffer can be filled with simulated ADC 
data and the control algorithm can be run using stored data, 
rather than ADC data. This is useful for testing control al- 
gorithms under controlled conditions. Data can be clocked 
into the buffers at a maximum rate of 50 MHz. A separate 
memory buffer is provided for the dual functions of storing 
data directed to the DACs and for a LUT (Look-Up Table) 
for feed-forward constants. This buffer is organized as IM 
by 16-bits for DAC data and IM by 16-bit for LUT data. As 
with the ADC buffer, the DAC buffer can capuire a stream 
of data that is going to the DACs. It can also supply data to 
the DACs, which is useful for exercising downstream com- 
ponents with know data. Data frozen in the DAC buffer can 
be read out under program control without interfering with 
the control algorithm. 
CLOCK CIRCUITRY 
The control algorithm calls for a 4 times oversampling of 
the ADCs IF input. The incoming RF clock is 11.9 MHz. A 
PLL (ICS670-01) multiplies this by a factor of 4. Jumpers 
are provided for other multiplication factors in different 
applications. The circuitry is designed to minimize jit- 
ter, since jitter translates into a phase error. By moving 
jumpers, other clock sources can drive individual ADCs. 

ADC/DAC BOARD 
Analog input and output is implemented as a daughter 

board; see Figure 3. This board has four 14-bit analog to 
digital converters (ADCs) and two 16 bit digital to analog 
converters (DACs). The ADCs can be read simultaneously 

at sample rates up to 65 MHz. The ADCs are preceded 
by a signal conditioning chain consisting of a buffer ampli- 
fier, a band-pass filter and a differential ADC driver. The 
DACs are updated over a shared bus at sample rates up to 
50 MHz. Initial tests indicated that the ADCs perform to 
expectations with a signal to noise ratio of approximately 
74 dB. Aperture jitter measurements for the ADCs set an 
upper limit of 5 ps nns. Ultimately jitter will be determined 
by the quality of the clock delivered to the board. DAC out- 
puts are differential, buffered and level shifted. The board 
draws its power from dedicated linear power supplies. 

FUTURE PLANS 
After developing and building the hardware for the digi- 

tal CESR-c control system, we are writing the software for 
the Pl-control loop in the FPGA and for the interface with 
the CESR control system. We plan to have a first digital RF 
control system in operation in CESR by late summer this 
year. Detailed tests will be done to study the performance 
and reliability of the new RF field controller. 

CONCLUSIONS 
We have designed and built the hardware for a fast 

digital low-level RF controller with high sampling rates, 
high computation power and very low latency. The digital 
boards are generic and flexible enough to be useable for a 
variety of control and data processing applications. 
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LONGITUDINAL DAMPING SYSTEM WITH TWO TRANSVERSE 
KICKERS 

A. Mikhailichenko, Cornell University, LEPP, Ithaca NY 14853, USA 

Abstract 
We describe here a scheme for damping of longitudinal 
oscillations of a bunch of charged particles in a storage 
ring. This scheme uses two transverse kickers operating in 
push-pull mode for pass lengthening in accordance with 
instant energy deviation of bunch energy from its 
equilibrium value. By this way the main cavity of the ring 
damps the energy oscillations. 

INTRODUCTION 

In [1] the Transit-time method applicable to Stochastic 
Cooling was described. General idea is that action of the 
kicker is a matter of transient time delay associated with 
particle's momentum. In the method described below, 
transit-time variation is arranged with two kickers, but 
action to the particle is going through the main RF cavity 
of the ring. In some sense one can say that acting kicker 
spitted in two ones and they act together in such a way, 
that the path lengthening is a function of particles 
parameters identified by pickup [2]. 

SCHEME 
Let us consider two transverse kickers K^ and K^ what 

are installed along the particle trajectory in a damping 
ring, Fig 1. Let the point s = s^ is a focal point for sine- 

like trajectory, what starts at point S = SQ where the first 

kicker is installed. Basically, this means that the distance 
^2 - 5, corresponds to an integer and a half of a betatron 
wavelength in a damping ring. 

Figure 1: Kicker KQ installed at longitudinal position 

S = SQ and the kicker K^ installed at longitudinal 

position s = s^ in the focal point of sine-like trajectory, 

what starts at the point S = SQ. 

In Figure 1, RF is a RF cavity of the ring. This may be 
also an additional RF cavity operating at higher frequency 

than the main RF cavity of the ring. There are also shown 
Pickup, Amplifier and phase adjustment elements (time 
delay). 

Let the amplitudes of the kicks arranged so that there is 
no residual oscillations after one pass over this system of 
kickers. Let the transverse motion is represented by the 
following [3] 

x(s) = x,-C(s,sJ + xl-S(s.sJ + D(s.sJ^,   (1) 

where C(s) and S{s) - are cosine and sin-like solutions 
of equation of motion, D(s)~ is the dispersion function 
and the derivative is taken over longitudinal coordinate s. 
The path length variation between two points can be 
represented in this case as [3] 

Al = -;c„ ]£^ - x[ '[^ - ^ '{^ . (2) 
i P J P pip 

So if X'Q , for example, is modified by the kicker K^ 

(and ehminated by A",), with correspondence to the 
energy variation of the particle by appropriate way, one 
can change the phase of arriving into the RF cavity and, 
hence, tolerate to the phase motion of the (macro)particle' 
without perturbation to the betatron oscillations. 
One can obtain the equation of motion for individual 
(macro) particle in the damping ring in the same manner 
as description of ordinary longitudinal motion [4]. 
Namely, variation of the phase and energy deviation from 
tum to turn will be 

h c 

AE„,,=AE„+eV(Sm<f>„-Sin,/>J, (3) 

where 2^ is the period of revolution, and the factor TJ 

can be expressed as 

jjs—-(5£.dss(l/yl-l/f), y = E/mc\ 
cT„ Jp (4) 

-1/2    . 
Ytr-^ -IS the gamma factor, corresponding the 
transition energy. The last term in the first equation 
arising from the path length variation according to initial 

That defined by the bandwidth of the feedback system. 
Basically the number of the particles in the bandwidth PTare 
N^ = Ncl (CT, W) 
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conditions at the position ofthe first kicker. Basically, the     The   factor    cTJI(s.,s,)       is   the   ratio   of   the 

circumference of the damping ring and the path length 
integral. The last relation can be rewritten as 

general term in our case is 

Al(x,.xJ = -x:.j^^^^s = -xl.I(s„sJ,    (5) 

k>2 

where we defined the integral 

I(s,.sJ=t S(s,sJ/p-ds, (6) 
•Io 

what is a dimension constant (with the dimension of a 

cTQ-a-eV-Cos(pJE 
(12) 

what     has     a     clear     physical     sense,     as     the 
(cTQ-a-eV- Cos^^ IE)is the path length difference, 

length), depending only from positions of initial and final     T'^'^JT^VV^ """'^ '"''       ' ^ ^ °°' ^^'^ 
points in a damping ring. Treating the number of turns «     tnrougn ttieKh cavity. ^    ., ,  , , 
as independent variable, one can obtain ^°^ ^f "', ^'^'''^^ "^""^ ^^^^'^^^ th^ °^ture of the 

relation x^'^k-y/. As one can see this term indicates 
dy/ _ (Ogp AE    co^ , that the kick is proportional to deviation of the bunch 
"XT ~    ^       0' ^~c^ "*"    ^■'('^0''^i)'-'^o position     from     equilibrium     azimuthtal     position dn        c 

db£ 

dn 
We 

,rj. So the signal from a pick-up electrode needs to be 
processed through the phase detector, with the RF phase 

also       suggested,       that       the       difference     ^^ ^ reference one. This is a standard technique and we 
«      -        -    - will not discuss it here. yf = {^- ^^) « ITT . From the last equations one can 

obtain 

an E^ c dn 

If we suggest, that x^ S ^ •}//, the equation of motion for 
the phase becomes 

The other possibility is the notch-filter scheme, see 
Figure 2. 

^v 
dn i- = -(2;rv,)V + 

G)RpI{s^,s^)-k dy/ 

dn 
,(9) 

where (2;rv )^ = _a>n.T,-yeV-Cos^, 
E. 

One can see, that the last term describes the decrement. If    CERN, 1975). 
we defime as usual 

(OJipI{sQ,s^)■k 

Ic 
then the equation of motion can be rewritten as the 
following 

Figure  2:  The  notch-filter  scheme  (Lars  Thomdahl, 

x = -- (10) In this scheme, the signal, induced by the current J{{), 
passing    through    pick-up,     induces     the     voltage 

The last equation has standard solution 

!C=c,-exp{n-[-/l-.Ji'-(2«v,)'-]}+C2-exp{n[-A+V-^-(2;n/,)']}- 

\i X> Inv^ the motion is aperiodic. For this one needs 

cTf^     T]-eV -Cos^^ 

U(t) S J J^(y/)Z^e '"'^dcD I As the pick-up loop and 
O) 

the cable are connected in parallel,   Z^ = , 
Z - ia>L 

where     L     is     the     inductance     of    the     loop, 
Z S IZQ tan(a)l I c), I- is the length ofthe cable, ZQ - 

is    the    impedance    of    the    cable.    Representing 

•^m-Joa'^^^i^s^o^)   ^^^  considering  the   signal 

to have k>2- 
I{s^,s,) E^ 2 

Details ofthe scheme depend on the design ofthe pick-up. We 
consider the pick-up with inductive type, but considerations still 
valid in general for any type of pick-up electrode. 
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around harmonic with the number m, a) = ma)Q, where 

COQ — is the revolution frequency, one can estimate 

Uit) - J, = J,^ . Cos(v,coS=P^^e-'"-»'. 
Z-imm^L 

2/ 
The length of the cable / is chosen so, that — = 7J, or 

c 
In 
- =—,     Zs/Z„toM[(mfi)„±v,fi)„y/c]= 
C     CO 

iZ,-{-\Y taninv). 
If inductance of the loop is small enough, so the 

ZQ • tan(v^;T) > moL, than the amplitude of the signal 

from pick-up is proportional. 

U(t)^J^=-U,^mw,L-Cos{v^(0,t)-e-"^x 

ac Cos{v^O)j)<x:*F. 
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DISCUSSION 

One can see, that there is no visible restriction for the 
speed of damping in this scheme, depending only on 
bandwidth of the pick-up, ampUfier and kickers. So this 
scheme can be easily implemented for stochastic cooling 
of the longitudinal emittance as well. 
The scheme considered, does not excite the transverse 
motion of the beam after passing the pair of kickers. 
Small residual transverse oscillations can be eliminated by 
tuning the amplitude of the second kicker in situ. 
One interesting possibility of the scheme described is the 
following. As one can pick-up the signal what is 
proportional to the amplitude of phase oscillations and, 
hence, the instant deviation of the beam energy from 
equilibrium, U cci//cc Ap / p, one can see, that the 
difference in the path length could me made as following 

iP    I iP    siP )p 

where we supposed, that x'^^K—, K-is an appropriate 
P 

coefficient of proportionality. So if the sum of the terms 
in  the  brackets  made   equal   to   zero,   the   channel, 
connecting SQ and 5;  will not depend on the energy 
deviation at all. 
One can see, that the scheme proposed in not sensitive to 
the dispersion at the points of the actual location of the 
kickers. 
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53 MHZ FEEDFORWARD BEAM LOADING COMPENSATION IN THE 
FERMILAB MAIN INJECTOR * 

J. Dey*, I. Kourbanis, J. Reid, J. Steimel, FNAL, Batavia, IL 60510, USA 

Abstract 
53 MHz feedforward beam loading compensation is 

crucial to all operations of the Main Injector. Recently a 
system using a fundamental frequency down converter 
mixer, a digital bucket delay module and a fundamental 
frequency up converter mixer were used to produce a one- 
tum-delay feedforward signal. This signal was then 
combined with the low level RF signal to the cavities to 
cancel the transient beam induced voltage. During 
operation we have shown consistently over 20 dB 
reduction in side-band voltage around the fimdamental 
frequency during Proton coalescing and over 14 dB in 
multi-batch antiproton coalescing. 

HARDWARE 
The purpose of the hardware (Fig. 1) is to take the Main 

Injector resistive wall current monitor and delay it by one 
turn and combine it with the 53 MHz low level RF 
(VCO) fan-out sent to the cavities. This signal is down 
converted and up converted (In-Phase) because the Digital 
Bucket Delay A/D clock is operated at the VCO ftequency. 
After the down convert, the fundamental frequency (DC 
component) is removed with a capacitor leaving the 90 
kHz spaced transient mode lines to be digitized and 
delayed. The Digital Bucket Delay consists of an A/D 
converter, a FIFO, and a D/A converter that all operate off 
of the VCO frequency. The A/D and D/A are both 14-bit 
and operate between ± 1 volt. With the FIFO, the signal 
is delayed by an integer numbers of rf cycles. The Main 
Injector harmonic number is 588 and taking into account 
cable delays and component positions we use the FIFO to 
delay the signal 531 buckets. Once delayed, the signal is 
cleaned up with a 30 MHz low pass filter and up converted 
with the VCO. In order to run this system from 52.8 
MHz to 53.1 MHz up the ramp, 6 ns of phase shift is 
used of the 180 degree 53 MHz phase shifter.   A mixer 

was used to electronically attenuate the signal for different 
gains and number of bunches. A Mini-Circuits ZFSC-24- 
11 24 way-0° splitter was used to fan-out the signal to 
each of the 18 Main Injector stations. This signal was 
then combined with the low level rf just after the limiter 
[1] in the solid state metering chassis using a Mini- 
Circuits ZFSC-2-1 2 way combiner. In doing fan-out and 
fan-back for Feedforward BLC, one must take into account 
the time of flight for the particles to pass each station. 
The fan-back also uses the Mini-Circuits ZFSC-24-11 to 
vectorialy sum up all of the Main Injector Cavity gap 
monitors. Since the Pbars spin in the opposite direction, 
Station 18 now becomes the first cavity, a whole separate 
time of flight fan-out and fan-back system was created for 
Pbar Feedforward BLC. 

OPERATION 
Feedforward (FF) Beam Loading Compensation (BLC) 

was first done during Proton Coalescing at 150 GeV. 
Later, it was also implemented during Pbar Coalescing at 
150 GeV. Presently we are in the process of 
commissioning Feedforward BLC to work up the Ramp 
from 8 GeV to 150 GeV. 

Proton Coalescing 

Figure 2 shows a Mountain Range of typical seven 
bunch Proton Coalescing using both feedforward and 
feedback [1] BLC. The HP 89441A Vector Signal 
Analyzer (VSA) plot (Fig. 3) at 150 GeV shows a 
reduction in the transients by 26 dB. The VSA plot was 
made from the fan-back of all eighteen stations. In adding 
feedforward BLC, Proton Coalescing efficiency improved 
by 5% and day-to-day reliability has been greatly 
enhanced. 

Resistive 
Wali Current 

Monitor 

Capacitor 

Digital 
Bucket 
Delay 

n 
180 deg 
53 MHz 

Phase Shifter 

Momentum 
Curve 

-^- 

Amplitude 
Momentum 

Curve 

Figure 1: Block Diagram of Feedforward Beam Loading Compensation 

♦Operated by Universities Research Association, Inc. for the U.S. 
Department of Energy under contract DE-AC02-76CH03000. 
dey@fiial.gov 
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Figure 2: Proton Coalescing of 283E9 Protons 

Pbar Coalescing 

Pbar Coalescing consists of multi-bunch coalescing. 
Each of the four bunches only consists of 30E9 Pbars so 
intensity is not the issue here but alignment during 
recapture of all four bunches is. Figure 4 shows a 
reduction in the transient modes of 15 dB. One can clearly 
see in Figure 5 the multi-bunch alignment problem that 
occurs with feedback BLC only being applied. In Figure 
6, the coalesced beam was recaptured properly and no 
beam appears outside the bucket on the right side when 
both Feedback and Feedforward BLC are applied. Overall 
Pbar Coalescing efficiency rose from 75% to 87% because 
of this improvement. 

Feedforward BLC up the Ramp 
Early promising results are shown for FF BLC up the 

Ramp. A Merrimac PMP-3R-53B 180 degree 53 MHz 
phase shifter is used to track the 6 ns time of flight 
difference from 8 GeV to 150 GeV. The difference of only 
6 ns is attributed to the 531 buckets of delay that is 
removed by the Digital Bucket Delay being clocked off the 
VCO.   A mixer was used after the phase shifter to 

Figure 3: Main Injector Cavity Gap Response with 
(green) and without (blue) Feedforward BLC during 
Proton Coalescing 

Figure 4: Main Injector Cavity Gap Response with 
(green) and without (blue) Feedforward BLC during 
Pbar Coalescing 

=.=:L 
-A—- -J: 

it 
Figure 5: Without FF BLC on Pbar Coalescing Figure 6: With FF BLC on Pbar Coalescing 
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PBAR Coalescing Efficiency vs Stack Size 
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Figure 9: Coalescing without Feedforward BLC 

electronically attenuate the FF BLC for different gains up 
the ramp. Figure 7 and 8 show the Local Station Phase 
Detector (0.9°/ div) response (blue trace) and the Detected 
RF Gap Envelope (aqua trace) for Main Injector Station 
#1 during Proton Coalescing. We also plan to use FF 
BLC up the Ramp during a Main Injector Pbar Stacking 
Cycle were it is expected to help us reduce the 
longitudinal emittance blow-up (especially through 
transition.) 

RESULTS 
Figure 9 shows the average Pbar Coalescing Efficiency 

as a function of Stack Size without FF BLC.   The size of 

uh Trig? 

Chi   lOOmv     S2E  soomv rM200ms A Ch4 J-    i.oov; 

1.07400 S 

Figure 8: With Feedforward BLC up the Ramp 

Figure 10: Coalescing with Feedforward BLC 

the circles is proportional to the longitudinal emittance of 
the Pbar bunches before coalescing. Average Coalescing 
efficiency was about 75% and was getting lower with the 
larger stack size. Figure 10 is with Feedforward BLC. 
The average Coalescing efficiency was about 87% and no 
dependence with stack size is observed. 

REFERENCES 
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Loading Compensation in the Fermilab Main Injector 
Accelerating Cavities," 2001 PAC, p. 876, Chicago, 
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2.5 MHZ FEEDFORWARD BEAM LOADING COMPENSATION IN THE 
FERMILAB MAIN INJECTOR * 

J. Dey*, I. Kourbanis, J. Steimel, FNAL, Batavia, IL 60510, USA 

Abstract 
There are five 2.5 MHz ferrite cavities (h = 28) in the 

Main Injector with an R/Q of 500 that are presently used 
for coalescing for the Tevatron. For use with the Fermilab 
Recycler, feedforward (FF) beam loading compensation 
(BLC) is required on these cavities because they will be 
required to operate at a net of 2 kV. Under current Recycler 
beam conditions, the beam-induced voltage is of this 
order. Recently a system using a digital bucket delay 
module operating at 53 MHz (/; = 588) was used to 
produce a one-tum-delay feedforward signal. This signal 
was then combined with the low level RF signal to the 
2.5 MHz cavities to cancel the beam induced voltage. 
During current operation we have shown consistently to 
operate with over a 20 dB reduction in beam loading. 

HARDWARE 
The purpose of the hardware (Fig. 1) is to take the Main 

Injector resistive wall current monitor and delay it by one 
turn and combine it with the 2.5 MHz low level rf fan-out 
sent to the cavities. In digitizing at 53 MHz (VCO), we 
are sampling at 21 times the fundamental mode of the 
cavities with the Digital Bucket Delay. The signals of 
interest are the fundamental and the 90 kHz spaced 
transient mode lines, so a 10.7 MHz and 5 MHz low pass 
filter are used to remove the unwanted upper frequency 
response of the resistive wall current monitor. The 
Digital Bucket Delay consists of an A/D converter, a 
FIFO, and a D/A converter that all operate off of the VCO 
frequency. The A/D and D/A are both 14-bit and operate 
between ± 1 volt. With the FIFO, the signal is delayed 
by an integer numbers of rf cycles. The Main Injector 
harmonic number is 588 and taking into account cable 
delays and component positions we use the FIFO to delay 
the signal 536 buckets. A Mini-Circuits ZFSC-8-6 8 
way-0° splitter was used to fan-out the signal to each of 
the five 2.5 MHz cavities. This signal was then 
combined with the low level RF (Fig. 2) just after the 

fundamental feedback [1] splitter/combiner using a Mini- 
Circuits ZFRSC-2050 2 way splitter/combiner. Presently 
the fan-out is only setup to act on proton ttansfers to the 
Recycler. A new fan-out is in the works to take into 
account Pbars spinning in the opposite direction and the 
position of the resistive wall current monitor in refeaence 
to the cavities. 

OPERATION 
The present mode of operation is to take a multi-batch 

injection of protons from the Booster into the Mam 
Injector and create four 100E9 2.5 MHz proton bunches. 
These four bunches are then transferred from the Main 
Injector at 8 GeV with 2 kV of 2.514 MHz RF to match 
the Recycler. Reducing beam loading on the latter 
bunches is critical for an efficient transfer. 

In all cases, fiindamental feedback BLC is operating on 
each individual cavity with a gain of 5. 

RESULTS 
In Figure 3, the red trace shows the vector summation 

of the five 2.5 MHz cavities using the vlog output from 
an Analog Devices AD8309 Logarithmic Amplifier. The 
green frace is four batches of Protons being injected from 
Booster. Since the cavities have not been turned on at 
this point one can see the beam induced voltage on the 
cavities. At about 2.5 seconds the FF BLC was turned on 
for one second and the red trace goes down by a factor of 8 
until the cavity is turned on to 2.2 kV. The 2.2 kV part 
of the trace is flat until FF BLC is turned off and then one 
can see the effects of beam loading take over again. In 
normal operations, the FF BLC is left on during the entire 
length of a proton injection into the Recycler ($2D cycle.) 
Figure 4 shows a plot from a HP 89441A Vector Signal 
Analyzer (VSA) at 2 seconds in the cycle. The blue trace 
is beam-induced voltage on cavity number five's gap 
monitor. The green frace is with FF BLC applied. 

Resistive 
Wall Current  — 

Digital 
Bucl<et ^   FF BLC 

Monitor \ Delay \ Fan-out 

10.7 MHz i 1          i \ 5 MHz 

VCO    Reset 
_ Figure 1: Block Diagram of Feedforward Beam Loading Compensation 
♦Operated by Universities Research Association, Inc. for the U.S. 
Departinent of Energy under contract DE-AC02-76CH03000. 
dey@fnal.gov 
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Figure 7: FF BLC off 

Almost 30 dB of reduction is seen on the first lower 
transient beam loading line of Figure 4. 

Figure 5 shows the vector summation of beam induced 
voltage on the five 2.5 MHz cavities from four 100E9 
proton bunches. The time domain plot is for a single turn 
when no induced voltage is applied at 2 seconds on a $2D 
cycle. Note that almost 1840 volts is shown of beam 
loading. Figure 6 is under the same conditions as Figure 
5, but with the FF BLC turned on. The reduction in 
beam loading voltage is very apparent. Figure 7 shows a 
mountain range of each of the four 100E9 proton bunches 
on a $2D cycle. Each of the bunches following the first 
are beginning to get wider on the left hand side from beam 
loading. In Figure 8, FF BLC is turned on and each of 
the bunches keep their original width. This allows for an 
efficient multi-bunch transfer to Recycler without any 
alignment errors. 

Figure 8: FF BLC on 

CONCLUSIONS 
Feedforward BLC has greatly reduced the amount of 

beam loading on the five 2.5 MHz Ferrite Loaded 
Cavities. The compensation system has been operational 
for over a year now and overall stability has been 
excellent. 
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TUNE AND COUPLING DRIFT COMPENSATION DURING THE 
TEVATRON INJECTION PORCH * 

M. Martens^ G. Aiinala, P. Bauer, Fermilab, Batavia, IL, USA 

Abstract 
During Collider Run II operations drifts in the betatron 

tunes and coupling are observed over a several hour 
period while the Tevatron is on its injection front porch. 
Associated with these drifts is a so-called snapback of the 
tune and coupling at the beginning of the Tevatron energy 
ramp from the injection porch. The magnitude of the 
drifts and snapback has added to the efforts to keep the 
Tevatron tuned for optimal beam conditions and has made 
it more difficult to understand beam behaviour. Therefore 
a feed-forward system was implemented to compensate 
for the tune and coupling drifts and snapback. The cause 
of the drifts has not been conclusively identified but the 
leading hypothesis is persistent current effects in the 
Tevatron superconducting magnets. We have begun 
experimental investigations to verify this hypothesis and 
some of the results are presented in this paper. 

MEASURED TUNE DRIFT 
In Collider Rim H drifts of the betatron tunes and the 

transverse coupling are observed while the Tevatron is at 
its injection front porch energy of 150 GeV. Fig. 1 shows 
plots of the measured horizontal and vertical tunes as a 
fimction of time at 150 GeV. Because a significant 
change in the coupling was also observed, each of these 
tune measurements was made after the Tevatron was 
decoupled using the trim skew quadrupole magnets. 

Similarly, Fig. 2 shows plots of the measured coupling 
as a fimction of time at 150 GeV. The amount of coupling 
was determined by measuring the minimum tune split as 
the trim tune quadrupole circuits were used to push the 
horizontal and vertical tunes as close together as possible. 
We also measured the strength of two families of skew 
quad circuits that were required to decouple the Tevatron 
to a minimiun tune split of 0.002 or better. 
If these tune drifts are related to persistent current effects 
in the Tevatron magnets then the history of the previous 
energy ramp is an important factor determining the 
amount of drift. This factor was not examined in detail. 
Instead we focussed on the behaviour of the tunes and 
coupling after a standard Tevatron ramp pre-cycle. 
Presently the standard pre-cycle is essentially a ramp of 
the Tevatron magnets in the same sequence used during a 
collider store but without beam and with only a 20-minute 
duration at the flattop energy of 980 GeV (as compared to 
the -12-24 hour flattop duration during a collider store.) 
Figs. 1 and 2 include measurements taken on several 
occasions over a one-year period. In each case the 
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Figure 1: Measured horizontal (upper) and vertical 
(lower) tunes as a function of time at 150 GeV on three 
different days. Included is a plot of the measured tunes 
after the compensation was implemented in Sept. 2002. 
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Figure 2: Measured minimum tune split as a fimction of 
time at 150 GeV on two different days. 

standard ramp pre-cycle was performed and the results 
demonstrate the repeatability of the drifts. 

Associated with the drifts at 150 GeV is a so-called 
snapback of the tune and coupling that occurs at the 
beginning of the Tevatron energy ramp from the injection 
porch. The magnitude of the tune and coupling snapback 
has not been measured as accurately as the tune drift at 
150 GeV. However, from observations of the tunes near 
the start of the Tevatron ramp it is clear that tune 
variations of-0.01 are present. 

For Tevatron operations we prefer to maintain the tunes 
within a tolerance of about -0.002 and to keep the 
transverse coupling below -0.003 units. Thus these large 
drifts were a problem and a feed-forward system was 
implemented to counter act these drifts. 
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DRIFT COMPENSATION 

The drift compensation system applies a correction to the 
tune and coupling circuits on the 150 GeV front porch in 
the form a logarithm function. The change in the tune 
circuits follows the equations 

Avx (t)   = -0.00778 + 0.0019 * hi(t) 

Avy (t)   = +0.0127 - 0.0031 * ln(t) 

AKSQ (t) = +0.0250 - 0.0061 * ln(t) 

(1) 

(2) 

(3) 

where t is the time in seconds since the start of the 
injection porch and the coefficients were determined from 
fits to the measured data shown in Figs. 1 and 2. 

After implementing the correction algorithm the tunes 
and coupling were measured again as a function of time 
on the front porch and these are plotted in Fig. 1. We also 
measured the coupling as a fimction of time and found 
that the minimum tune split remained below 0.002 during 
this time. 

In addition to the drifts at 150 GeV, there is also a 
snapback effect that causes large coupling and tune 
changes at the start of the energy ramp. It is time 
consuming to measure the tunes and coupling at the start 
of the Tevatron ramp so the snapback has not been 
investigated as thoroughly as the drift on the front porch. 
Instead we chose to implement the snapback correction 
the same manner as the chromaticity snapback correction. 
The correction that is applied at the start of the Tevatron 
energy ramp has a polynomial form 

<x   > = x. i2i2 

where <X2> represents one of the tune or coupling 
variables <Av,>, <Avy>, or <AKSQO>. The value of X2,stort 
is the value of <X2> at the time of the start of the Tevatron 
energy ramp. The values of X2,stan are determined just 
before commencing the energy ramp and the 
corresponding corrections are loaded into hardware. The 
time constant for the snapback correction, T, is presently 
set to 6 seconds. This choice was based on the hypothesis 
that the source of both the chromaticity and the 
tune/coupling coupling drifts are related to persistent 
currents and would therefore have similar time variations. 

Without the snapback compensation we observed tune 
changes of about 0.01 at the start of the Tevatron ramp. 
With the snapback compensation in place the tunes at the 
start of the ramp deviate by less than -0.003 tune units. 

SOURCE OF THE TUNE DRIFT 

It has been known for some time that persistent current 
effects in the Tevatron dipoles create time-varying 
sextupole fields that cause drifts in the chromaticity on 
the injection front porch and a snapback at the start of the 
energy ramp [1,2,3]. Furthermore the magnitude of the 
time-varying sextupole fields depends on the previous 

Tevatron energy ramp cycle and parameters such as: the 
energy of the previous flattop, the time spent on the 
previous flattop, and the time spent on the previous front 
porch. In order to compensate for the drifting sextupole 
fields a correction algorithm is uSed to control the trim 
sextupole correctors while the Tevatron is at 150 GeV and 
during the snapback at the start of the ramp [2,3]. 

It is reasonable to hypothesize that tune and coupling 
drifts and snapback are also related to persistent currents. 
We have been investigating this possibility with both 
beam based measurements and magnetic field 
measurements in the Tevatron superconducting magnets. 
We have not reached a conclusion regarding the source of 
the drifts but we have begun analysis and we report some 
to the results in this section. The three main possibilities 
being considered are a feeddown effect from the drifting 
sextupole field in the Tevatron dipoles and an orbit offset, 
drifting quadrupole component in the Tevafron dipoles, 
and drifting quadrupole strength in the Tevatron 
quadrupoles. 

Tune drift from sextupole feeddown effect 
One possible explanation for the tune and coupling 

drifts is a feeddown effect from orbit offsets and the time- 
varying sextupole fields in the dipole magnets. The 
horizontal tune change from horizontal orbit offsets in 
sextupole magnetic fields is given by the formula 

^^^-^Z((>^xLAK,)((Ap/;,)D,-^Xo))   (4) 

where p^ is the horizontal beta fiinction, L is the length of 
the magnet, AK2 is the change in sextupole field gradient, 
and ((Ap/p) D^ + XQ) is the horizontal orbit position due to 
position and momentum errors. The sum is over all 
sextupole fields which, in the case of the Tevatron, 
includes the sextupole component, b2, of the Tevatron 
dipoles and the two families of chromaticity correction 
sextupole magnets (which we refer to as T:SF and T:SD 
in the Fermilab nomenclature.) 

We make use of Eq. 4 by assuming: 1) that we know 
the lattice fimctions % and D^ at the locations of the 
sextupole fields, 2) the sextupole gradient strength in the 
chromaticity sextupoles are knovra from the current in 
these circuits, and 3) that we can determine the average 
time varying sextupole component in the Tevatron 
magnets from chromaticity measurements. As for item 3) 
above, we know that the chromaticity does not change, A^ 
= 0, when the chromaticity compensation is active. Since 
the total variation in the chromaticity is the sum of the 
change from the b2 in the dipoles and sextupole 
correctors, and the applied correction is known, we can 
estimate the average time-varying b2 field in the Tevatron 
dipoles. With these assumptions the undetermined 
variables in Eq. 4 are the average horizontal orbit offsets 
in the dipoles and chromaticity sextupoles. 

To determine the average offset in the sextupole 
correctors we measure the tune shift from a change in the 
strength of the sextupole field, AK2, in the T:SF or T:SD 
magnets. If we make this measurement as a function of 
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momentum offset Ap/p then we can determine the average 
value of the horizontal orbit offset in T:SF and T:SD 
circuit. Using the relationship between the RF frequency 
and the beam momentum, (Af/f) = -r|(Ap/p) where ri is the 
slip factor, we can extract this tune change from Eq 4 as 

Av, =(A^,L)^[^-l(^^D,)(A///)+(;ff,Xo)' 

where N is the number of magnets in the circuit and () 
denotes the average value. 

-40     -20       0       20 

RF frequency offset (Hz) 
40 60 

Figure 4: Measured tune change from a 0.5 amp change in 
the sextupole circuit T:SD versus the RF frequency offset. 

An example measurement is shown in Fig. 4 for the 
T:SD sextupole family. In this case we see that a +20 Hz 
offset from the nominal RF frequency is needed in order 
to observe no tune shift from the T:SD circuit. This 
corresponds to an average horizontal orbit offset of+0.34 
mm to the radial outside. A similar measurement for the 
T:SF circuit shows that an RF frequency offset of 0 Hz is 
needed corresponding to no average horizontal orbit 
offset in the T:SF magnets. The average orbit offset in 
T:SF and T:SD, along with the measured tune drift, can 
be used in Eq. 4, to determine the average orbit offset in 
the Tevafron dipoles that is required to explain the 
feedown hypothesis. 

An analysis along these lines would require a -0.68 mm 
average orbit offset in the Tevatron dipoles if the 
horizontal tune drift is used and would require a -0.95 
mm horizontal orbit offset if the vertical tune drift 
measurement is used.. Thus the horizontal and vertical 
tune data are not consistent for this hypothesis. In 
addition to these measurements, we also have Beam 
Position Monitor data of the orbits. In particular the 
average horizontal BPM position at the location of the 
T:SF magnets is -0.71 mm. This is inconsistent with the 
value of 0 mm determined from the feeddown 
measurements. If we choose to use the BPM data as the 
position in the T:SF magnets then an even larger average 
horizontal orbit offset in the dipoles is needed to explain 
the observed tune drift. 

In addition to the tune drift, there is a time varying 
coupling change that, if left uncorrected, results in a 
minimum tune split of about 0.02 tune units after about 2 
hours. Explaining this drift with the feeddown hypothesis 
requires an average vertical orbit offset of about +0.94 
mm in the Tevatron dipoles. Recent survey results have 

shown that there are systematic mechanical rolls of many 
Tevatron dipoles which result in vertical kicks of the 
beam. Although the orbits are corrected using trim dipole 
magnets the relatively large spacing between vertical 
correctors (8 dipoles between correctors) produces a 
scalloped orbit that results in a net vertical orbit offset in 
the dipoles even though the BPMs record no net vertical 
offset. An analysis of this effect has been done but the 
vertical orbit offset resulting from the rolled dipoles 
explains only about 1/3 of the coupling drift [4]. 

Drifting quadrupole fields in the Tev magnets 
Another possible source of the tune drift is a time- 

varying quadrupole field in the Tevatron, for example a 
drift of the main field in the arc qua(tupoles. In order to 
explain the tune drifts at 150 GeV we find that an 
integrated gradient of AKiL=0.0033 is needed, which is 
equivalent to ~2 bi units (of 10"'' of the main quad 
gradient) per Tevatron arc quadmpole.This is of the same 
order as the main field decay observed in HERA and 
LHC dipole magnets. It can therefore not be excluded that 
main field decay in the Tevatron quadrupoles explains 
part of the tune drift. Experimental verification of this 
issue is in the planning stages. These drifts can 
presumably be explained by the same phenomena that 
cause the drift in the sextupole and other allowed 
harmonics. Although a significant bi component should 
not be present in the dipole magnets, there is also the 
possibility of a bi drift in Tevatron dipole magnets. A 
very small drift of ~0.1 units in bi would be required. 

Similarly the coupling drift can be related to a drifting 
skew quadrupole, ai. A derivation of the ai needed to 
produce the observed change of minimum tune split over 
a 2 hrs injection, indicates that -70 units of ai distributed 
over all dipoles would be required, again a very small 
effect. Although a significant ai component should not be 
present in the dipole magnets, there is some experimental 
evidence of such ai drifts exist in Tevatron dipole 
magnets. Although hard experimental evidence is still 
missing, the possibility of explaining part of the tune and 
coupling drift by drifting bi and ai in the Tevatron main 
magnet should not be excluded. 
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BEAM LOADING COMPENSATION FOR SLIP STACKING* 

J. Steimel, T. Berenc, C. Rivetta, FNAL, Batavia, IL 60510, USA 

Abstract 
This paper discusses the beam loading compensation 

requirements to make slip stacking practical in the 
Fermilab main injector. It also discusses some of the 
current plans for meeting these requirements with a 
digital, direct RF feedback system. 

INTRODUCTION 
Slip stacking takes advantage of the extra longitudinal 

phase space in the main injector. It is a method of 
injecting two batches of beam into the main injector and 
combming the two batches into one double charged batch 
before extracting to the antiproton target. Two batches of 
beam are injected consecutively into the main injector 
with slightly different momenta. The different momentum 
batches have slightly different velocities, and one batch 
eventually overtakes the other batch. When the two 
batches completely overlap, the RF voltage is increased to 
provide a bucket big enough to contain the entire 
momentum space of the two batches. 

The momentum separation between the batches must be 
large enough, compared to the bucket size, to minimize 
the interference between the two batches but not larger 
than the momentum acceptance of the main injector. For 
optimal slip stacking, the bucket size should be just big 
enough to contain the longitudinal emittance of the 
injected beam. Maintaining small bucket sizes becomes 
difficuk for high intensity beams in the presence of beam 
loading on the cavities. 

Low intensity slip stacking has already been 
demonstrated in the main injector [1]. With a total beam 
intensity of 0.8el2 protons, two batches were combined 
vidth a total emittance dilution of about 60%. Unfor- 
tunately, the main injector must slip stack 9.0el2 
protons/cycle, and beam loading akeady greatly degrades 
slip stacking performance at 3.0el2. Beam loading 
compensation is required for practical slip stacking 
performance. 

Slip stacking simulations have been studied to 
determine how much beam loading compensation is 
required for full intensity wdth emittance preservation [2]. 
The simulations show that the beam loading compen- 
sation must reduce the effect of beam current by 40dB at 
the fundamental resonance of the cavity and by 26dB at 
the first revolution harmonic. The rest of the paper 
discusses the present beam loading compensation system 
in the main injector and how to modify the system for the 
slin stackine snecifications. 

PRESENT SYSTEM 
The purpose of the present beam loading compensation 

system is to improve the reliability of the RF system 
under beam loaded conditions, and it also improves low 
voltage manipulations like coalescing. The system 
consists of direct RF feedback systems at each RF station, 
and a global feedforward system derived from a wideband 
beam intensity detector. 

Direct RF Feedback System 
The main injector is equipped with a direct RF 

feedback system [3]. Each cavity in the main injector has 
an independent feedback system. The system consists of 
a module that converts the signal from the cavity gap 
monitor to baseband. 
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* Work supported by the Universities Research Assoc, Inc., under 
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Figure 1: Block diagram of the beam loading module. 
The superheterodyne structure is designed to track the 
phase response with the changing VCO frequency. The 
downconvert reference is synchronized with the cavity 
gap signal, and the upconvert reference in synchronized 
with the fanout. 

The signal is low-pass filtered, up-converted, and 
combined with the fundamental amplifier drive signal. It 
is important that the phase of the open loop response 
remain 180° at the fiindamental frequency for maximum 
stability margin. The system maintains the proper phase 
by using different delays for the up-convert and down- 
convert RF references in the feedback module. The up- 
convert reference delay is matched to the LLRF fanout 
delay to the cavity, and the down-convert delay is 
matched to the cavity gap signal from the tunnel. With 
the proper delays on the references, the feedback module 
will adjust its delay to maintain the proper phase intercept 
for the system. 

Maintaining proper phase intercept improves the 
stability margin, but there is still a stability limit on the 
allowable open loop gain on the system. The current 
main injector system will only allow an open loop gain of 
about 26 dB with a reasonable gain margin. Equation (1) 
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shows the relationship between maximum gain and the Q 
of the cavity, the cavities resonant frequency, and the 
open loop delay of the system [4]. 

(1) G'max = 
ICO^T 

The feedback module has a fixed gain profile, in 
frequency, over many revolution harmonics, so the cavity 
response dictates the open loop bandwidth. Because of 
the high Q of the cavity, the open loop gain of the system 
rolls off quickly. Thus, the system performs insufficient 
beam loading compensation at any revolution harmonics 
other than the fundamental. 

Feedforward System 
The feedforward system currently being tested in the 

main injector uses a wall current monitor for its beam 
current source [5]. The signal from the wall current 
monitor is down-converted, filtered, and delayed digitally. 
The output of the digital delay drives a special cavity 
fanout system. Instead of having a system of equal length 
cables, this fanout system is designed to have delays 
different by the beam transit time between cavities. At 
each of the cavities, the signal is upconverted and 
combined with the drive. 

Figure 2: Block diagram of feedforward system low level 
processing. The output of the delay fanout is combined 
with the cavity drive. 

The disadvantage of the feedforward system is the 
beam signal and power amplifier current must match very 
closely. There is no inherent correction mechanism like 
there is in a feedback system. Therefore, the system can 
only operate in very well defined conditions. It cannot 
track energy changes or changes in RF amplitude or 
operating conditions. Also, it is extremely important that 
the signal path be completely hnear, otherwise the 
feedforward signal will be too distorted to cancel out the 
beam signal when the two meet in the cavity. The power 
tube is a major source of nonlinearity in the signal path. 

SLIP STACKING FEEDFORWARD 
Slip stacking brings a different challenge to 

feedforward that does not exist in the present system. The 
first difference is the 100% amplitude modulation of the 
fimdamental component of the beam spectrum. The 
second difference is the phase modulation of the 
fundamental   component   relative   to   the   acceleration 

frequency. Compensating for these differences places a 
strain on the linearity of the power amplifier and produces 
new hazards in the feedforward system. 

Amplitude Modulation Compensation 
As the batches of approximately equal charge amplitude 

slip past each other, there will be a change in the 
amplitude of the fundamental beam component. When 
the RF phases of the two batches are coincident, the 
fundamental amplitude will be twice that of a single 
batch. When the phases are opposing, the fundamental 
amplitude goes to zero. This means that the feedforward 
compensation will operate over a very large dynamic 
range. 

Sine [sec] ^y^'' 

Figure 3:  Simulated RF voltage in operating cavity with 
two batches of beam slipping against each other. 

The RF power tube does not have perfect linearity over 
its operating range. Large signal variations in its grid 
drive will reveal its non-linearity. Proper cancellation of 
the beam loading current requires that the feedforward 
system produce a current pulse that closely resembles the 
beam pulse. If the net system is non-linear, then there will 
be an amplitude mismatch in the cavity that will limit the 
cancellation. 

Phase Modulation Compensation 
Another problem with the current feedforward system 

is that the resultant phase of the two fundamental 
components rotates with respect to a particular cavity 
drive. This means that the current system will try to 
compensate the cavities with the wrong amplitude and 
phase of beam signal. There are three possible solutions 
to this problem. One solution involves deriving both the 
in-phase and quadrature component of the beam signal 
from the pickup. Then, phase information is preserved. 
Another solution would be not to downconvert at all, but 
sample at a fast enough rate to preserve the data at and 
around the fundamental with the required bandwidth. The 
third solution would be to distribute a reference frequency 
that is phase matched to the amplitude modulated carrier 
of the beam frequency while slipping. This frequency 
would be the mean of the two fundamental frequencies. 
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The result of downconverting with this reference would 
be the pure amplitude modulation of the slipping buckets. 

The disadvantage of using a method that preserves 
phase is that a parasitic longitudinal feedback loop 
develops. The system has significant delay, and if the 
gain required for proper compensation is high enough, the 
synchrotron oscillations could be driven unstable. 

SLIP STACKING FEEDBACK 
The current direct RF feedback modules in the main 

injector already provide fundamental frequency 
compensation during slip stacking without modification. 
However, to make slip stacking practical, the gain of the 
system must be increased by a factor of 10, and the 
system must provide transient beam loading 
compensation. The increased gain will put the current 
system well beyond it stability limit. In order to provide 
more gain at the fundamental as well as transient beam 
loading compensation at the revolution harmonics, the 
feedback module must be modified. First, to insure the 
proper open loop phase intercept for multiple revolution 
harmonics, the system must have a delay equal to some 
multiple of the revolution period [6]. Second, the 
bandwidth of the filter should not be dictated by the 
cavity, since this is not optimal for stability. The 
bandwidth of the system could be reduced to the point of 
just containing the frequency difference between the two 
batches in a slip stacking cycle. Of course the filter 
would necessarily have the same shape around the 
fundamental frequency as well as multiple revolution 
lines. This implies some kind of digital filter sampling at 
the fundamental frequency with taps at multiples of the 
revolution frequency. 

One possible design uses a DSP with a highly parallel 
architecture, clocked at a multiple of the fundamental 
firequency. The down-converted signal from the cavity 
gap is digitized and stored in FIFO memory blocks. Data 

fanout drive.   Calculations done for an IIR filter in the 

A/D 
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Delayed. 
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Figure 4: Block diagram of digital direct RF feedback 
filter. 

fi-om the memory blocks are burst into the DSP, and the 
DSP performs the filtering calculations. Output data from 
the DSP is burst into another set of FIFO memory blocks 
that drive a DAC. The FIFO memory blocks maintain the 
system delay at one revolution period. The output of the 
DAC is up-converted and combined with the cavity 

-S»li a'        Of     ino' 

Figure 5:    Comparison of cavity response without 
compensation   and   with   IIR   filter   compensation. 
Horizontal scale is in Hz offset from fundamental. 
Vertical scale is in dB. 

DSP show that open loop gains on the order of 40dB are 
achievable. To maximize the gain margin for the 
revolution harmonics, the signals for the revolution 
harmonics will follow a different path than the 
fundamental, so that they can receive a 90° phase shift. 
This is to compensate for the cavity response, which is 
reactive at the revolution harmonics. 

CURRENT STATUS 
The current feedforward system is being modified to 

include both inphase and quadrature beam signals. Once 
installed, the stability threshold will be investigated. 
Ways of regenerating the carrier fi-equency from the two 
RF frequencies are also being investigated. 

A very detailed model of the RF cavity system is being 
produced. It should reveal conflicts between different 
feedback loops in the cavity system. Once completed, 
different types of filters can be simulated in the direct RF 
feedback system. If an appropriate digital filter can be 
simulated inside the cavity system that meets the slip 
stacking requirements, design and construction will begin. 
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ANALYSIS OF THE FEEDBACK SYSTEM USED TO DAMP 
LONGITUDINAL QUADRUPOLE-MODE BUNCH OSCILLATIONS 

S. Sakanaka and T. Obina, Photon Factory, High Energy Accelerator Research Organization (KEK), 
1-1 Oho, Tsukuba, Ibaraki 305-0801, Japan 

Abstract 
Longitudinal quadmpole-mode oscillations of the 

electron bunches sometimes limit the beam quality in 
storage-ring FEL's or in other storage rings. Such 
oscillations can be damped by using a feedback system. 
In this paper, we analyze how the feedback system damps 
the longitudinal quadrupole oscillations. We also present a 
result of the feedback test experiment, which was carried 
out at the KEK Photon Factory. 

INTRODUCTION 
In high-intensity storage rings for free-electron lasers 

(FEL's) or for particle factories, higher-order bimch 
oscillations sometimes limit the ring performance. 
Problems due to longitudinal quadrupole-mode 
oscillations have been reported in the Super-ACO under 
FEL experiments [1] or in the DAONE O-factory [2]. 
Such quadrupole-mode oscillations can be damped by 
using a feedback system [1]. We analyze in this paper 
how the longitudinal feedback can damp the quadrupole 
oscillations. We limit our analysis to a single-bunch case, 
assuming that a single bimch is made up of two 
macroparticles. An approximate expression for describing 
damping oscillations is then derived. This analysis will be 
useful for understanding the feedback mechanism for the 
quadrupole oscillations, although its effectiveness has 
been reported. The same analysis can be used to 
understand the feedback damping of a 7t-mode coupled- 
bimch oscillation in a two-bunch system, where we 
assimie that two macroparticles are stored in separate rf 
buckets. 

FEEDBACK MECHANISM 

Detection of Quadrupole Oscillation 
A typical feedback system for damping the longitudinal 

quadrupole oscillations is shown in Fig. 1. We suppose 
that a single bunch is made up of two point-like 
marcroparticles, each of which executes synchrotron 
oscillation having an opposite phase to each other. This 
situation is illustrated in Fig. 2. Let Zi and T2 be the time 
advances of these macroparticles, which are relative to the 
synchronous particle, and Su <% be the relative energy 
deviations, respectively. Small-amplitude synchrotron 
oscillations for these particles are then approximately 
described by 

Ti<,t) = r{f)co&[(aJ + \i/{t)], (1) 

and T^it) = -T^(t), where co^ is the synchrotron-oscillation 
frequency. We assume that the amplitude r(t) and the 
phase i//(t) vary slowly with time. When each particle has 
an equal charge o(q-J2, the beam current is given by 

00 

h{t) = {qJ2)YXS{t-nT,+T,) + 5{t-nT,+T,)],(:i) 

where <^0 is the delta function and TQ is the revolution 
time, respectively. Using Poisson's sum formula, it 
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Figure 1: Typical feedback system for damping longitudinal quadrupole oscillations. 
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In order to maximize the quadrupole-oscillation im=T) 
signal, we adjust a phase angle ^ of the local rf signal, so 
that cos(^ft) = -1 holds. This can be experimentally done 
by adjusting a DC level in the FLPF to its minimum value. 

Next, \/Q input the above signal to a bandpass filter 
(BPF) which can pass the frequency component around 
the fi-equency oflco,, and then, apply a phase shift ofA^ 
using an electrical phase shifter. The output signal is 
given by 

V^ = 2IgH^J2(hcOor)cos(2aj + 2iff + A<*). (7) 

Figure 2: Two macroparticles in the longitudinal phase 
space. 

follows 

4(0 = /o Z ZiV^Cp^oOe'-'^-'"-'"-''-""'', (3) 

where /o is the average beam current and cob = 2n/T(, is the 
angular revolution frequency, respectively. When the 
fi-equency response (transfer function) for a pick-up 
electrode is given by H((o), the output voltage from the 
electrode is given by 

After amplification by Go-times, we apply this feedback 
signal to a phase shifter, which is used to modulate the 
phase of an rf accelerating voltage. When the amplitude r 
is small (ho^r «1), we can approximate J2(x) by :^/S. 
Then, the phase modulation is approximately given by 

(!>„ (0 « Gr\t) cos(2«3; + 2(i^ + A<#) 

with a feedback gain given by 

G = GJ,H,(hco,f/4. 

(8) 

(9) 

Damping quadrupole oscillation by feedback 
When we apply a small phase modulation (^) at a 

frequency of about 2 at, the synchrotron oscillation of a 
single macroparticle is approximately described by 

^'pu(0 = /o Z lL^JSP(Oor)H(p(o,+mcoy^"''*""''''''""'^.      ^■ + 2^^ + <(l + ^a,cot««„)r = 0, (10) 
/>=-oo m:even 

In order to detect the phase oscillations, we multiply this 
signal by a distributed signal from a master rf oscillator: 

FLo = cos(0rf/ + <9), (4) 

where the o^f is an rf frequency, and the ^ is a certain 
phase angle which is adjusted later. Selecting low- 
frequency (o< fflb) signals using a low-pass filter (LPF), 
we have 

V^At) = {hl2)Yi-J^{ha>,r)>^ 
mrcven 

where h^oycoo is the harmonic number, and the relation 
H{-oi) = i/(ffii) was used. In most cases, we can think that 

the H{c^ is nearly constant (« F^e'*") within a narrow 

frequency range of \co-hQ)^\«cOf, . We can then 
approximate eq. (5) by 

where X is the radiation damping rate, ^ is the 
synchronous phase {cos^=UQleV^, ^ is given by eq. (8), 
and the dot denotes the differentiation with respect to time. 
Here, we have ignored a less-important term of (fi^co^lca^ 
on the right hand side. 

We can see that if the ri for one of the macroparticles 
follows eq. (10), the other rj automatically follows the 
same equation. We assume that the solution of eq. (10) is 
approximately given by eq. (1), which gives the first- 
order approximation by neglecting higher-frequency 
terms. Then, we substitute eq. (1) into eq. (10), and leave 
the terms having a fundamental frequency of co^. Because 
both the r and the y/ are assumed to be slowly varying 
flinctions of time, we omit higher-order terms of y/, r 

and >i. We then have 

r + Ar + ^'sinA^ = 0, 

r\j/-kr^ cosdi.(j> = Q, 

(11a) 

(lib) 

with k = (0^Gcot^„)/4. Integrating eq. (11a), we obtain 
a solution for the r. 
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r(0 = 

f .(l-e-) 

(12) 

where TQ = r(0) is the initial condition. When the feedback 
gain is zero (k = 0), the above equation (12) reduces to 

r(0 = r„e-^, (13) 
which gives the radiation damping effect. When we apply 
a negative feedback (sinA^ > 0), we can enhance the 
damping effect of the oscillation. Atypical damping of the 
oscillation is shown in Fig. 3. The feedback is most 
effective when the phase shift is adjusted to be A^ = nil. 
In this case, the above eq. (1 lb) gives 

V(t) = ¥(P), (14) 
which means that there is no change in the oscillation 
phase. Note that somewhat unfamiliar expression in eq. 
(12) comes from the fact that the feedback signal is 
proportional to the square amplitude of the oscillation. 

In the above analysis, we have assumed that there are 
two macroparticle in the same rf bucket, and that each 
macroparticle oscillates out-of-phase to each other. This 
analysis still holds under a different situation where two 
macroparticles are stored in different rf buckets. In this 
case, two macroparticles represent two bunches which 
oscillate out-of-phase to each other, indicating a ji-mode 
coupled-bunch oscillation. Then, we can show that the n- 
mode coupled-bunch oscillation in this two-bunch system 
can be damped by using the same feedback system. This 
damping mechanism is essentially the same as the one 
used in the SLC damping ring [3]. Note that in case of the 
7t-mode coupled-bunch oscillation, one can detect the 
oscillation more effectively by detecting ±o^ sidebands 
(»j=l mode) beside odd revolution harmonics, or by 
detecting each bunch oscillation independently, rather 
than by detecting ±2o\ sidebands beside even revolution 
harmonics as shown in this paper. 

& 
'^   40 
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\    \^      WithFB (k = = 2<) 

• 

' 

Time (ms) 

Figure 3: Calculated damping effect due to the feedback. 
Assumed ro = 100 ps, X = 255 s"', and A(j) = nil. 

EXPERIMENT 
We carried out a feedback test experiment in the 2.5- 

GeV Photon Factory storage ring at KEK. While storing a 
single   bimch   of  electrons,   we   artificially   induced 

longitudinal quadrupole oscillations by exciting one of 
four rf cavities at a frequency of about {co^-la^). Then, 
we tried to damp induced oscillations using a feedback 
system which is shown in Fig. 1. Most of the electronics 
were reuse of our old bunch-by-bunch feedback system 
[4]. Longitudinal bimch oscillations were observed using 
a dual-sweep streak camera. The results are shown in Fig. 
4. The quadrupole oscillation was considerably reduced 
by using this feedback, as shown in Fig. 4(b). 

(a) Without feedback. (b) With feedback. 

Figure 4: Longitudinal quadrupole oscillations without 
and with the feedback, respectively, which were observed 
using a dual-sweep streak camera. Vertical axis: 
longitudinal bunch profile (1 ns full scale), horizontal 
axis: slow sweep (100 us full scale). Beam current: 10 
mA. 

CONCLUSION 
A feedback mechanism, which can damp longitudinal 

quadrupole-mode oscillations, was analyzed. It was 
shown that small-amplitude oscillation follows eq. (11), 
and its solution (12) gives the damping oscillation under 
both the feedback and the radiation damping. This 
analysis will be useful for designing such feedback 
systems, as well as for understanding its operations. 
Additionally, it was also shown that a ii-mode coupled- 
bunch oscillation in two-bunch systems can be damped by 
using the same feedback system. 
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Abstract 
In the KEKB injector linac, a two-bunch acceleration 

scheme has been used for doubling the positron injection 
rate to the KEKB Low-Energy-Ring (LER). In this 
operation mode, the multi-bunch transverse wake field 
caused by the first bunch affects the beam orbit of the 
second bunch. In the KEKB linac, an orbit correction 
method based on the average minimum of two-bunch 
orbits has been adopted, and has worked stably. However, 
a new tow-bunch orbit correction method is strongly 
required to make the loss of charge less. We propose a 
new two-bunch orbit correction method based on a local 
bump method. In this scheme, some local bumps are 
intentionally constructed in a low-energy area. Adjusting 
the local bump height can control the wake field strength 
affecting the second bunch. In this paper, we report on 
the results of a preliminary beam test to confirm that this 
new method is useful. 

1 INTRODUCTION 
The KEKB project started in 1994 to investigate CP- 

violation in B-meson decays with the double-ring collider 
[1]. It consists of 8-GeV electron and 3.5-GeV positron 
storage rings. The beam-injection efficiency fi-om the 
injector linac to the ring should be boosted as high as 
possible since the performance of the experiment depends 
strongly on the integrated luminosity. In order to achieve 
efficient full-energy injection, the original 2.5-GeV 
electron linac was upgraded up to 8-GeV, while enforcing 
the acceleration gradient by a factor of 2.5 and by 
extending the length of the linac. The layout of the 
KEKB linac is shown in Fig. 1. Because of the site limit, 
two linacs with 1.7-GeV and 6.3-GeV were combined 
using a 180-degree bending magnet system to form a J- 

125 m 

shape linac. In the J-arc section, the beam optical 
parameters are determined so that the achromatic and 
isochronous conditions are fulfilled [2]. 

A beam starting from an electron gun passes two 
subharmonic bunchers (SHBl: 114.24 MHz and SHB2: 
571.2 MHz) and an S-band bunching section (2856 MHz) 
to accomplish a single-bunched beam with a bunch width 
of about 10 ps (FWHM). After acceleration to the end of 
sector B (1.5-GeV), it enters into the J-arc section. It is 
then re-accelerated either to the end of the linac (8.0- 
GeV) or to the positron production target (3.3-GeV), 
depending on the operation mode. In order to obtain 
high-intensity positrons, a large amount of primary 
electrons should be transported to the positron production 
target. The primary electron beam was designed to be 10 
nC per bunch to produce 3.5-GeV positrons with 0.64 nC. 
We therefore doubled the bunch number to increase the 
positron beam intensity per pulse and to halve the 
injection time [3]. Figure 2 shows the orbit and current 
status display for two-bunch operation. The bunch 
interval time must be 96.29 ns, which corresponds to the 
common period of the frequencies of the linac and the 
ring. 

In the KEKB linac, the orbit correction method, based 
on the average minimum, has been successfully used for 
daily operation. The orbit distortion causes beam loss, 
especially in the J-arc section. Using this method, the 
orbit correction is carried out so that the average orbit 
distortion of both bunches can be minimized. Figure 2 
shows the orbit and charge status panel in two-bunch 
operation. This example shows that the charge loss of the 
second bunch is lager than that of first bunch because of a 
deterioration of the second bunch orbit. In order to avoid 
such beam loss due to orbit distortion and to obtain more 
high-intensity positrons, a new orbit correction method is 
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Figure 1: Layout of the KEKB injector linac. The J-arc section combines two sfraight sections. 
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strongly required. 
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Figure 2: Orbit and charge status panel for the two-bunch 
operation mode. Top and middle show the horizontal and 
vertical orbit respectively. Bottom shows charges of each 
bunch. Blue and light green indicate first and second 
bunches. 

2 TWO-BUNCH ORBIT CORRECTION 
METHOD 

In a new two-bimch orbit correction method, which 
we have proposed, the beam position of first bunch is 
corrected by using the wake field kick of first bunch. 
When the first bunch beam traverses the off-center of an 
accelerating structure, the long-range transverse wake 
field caused by first bunch kicks the second bunch. 
Figure 3 shows a schematic drawing of this correction 
method. If the bump height is adjusted to a suitable value, 
the orbit of the second bunch can be controlled arbitrarily. 
If both the beam positions and angles of each bunch can 
be corrected to zero in a low-energy section, the beam 
orbit keeps constant in the following beam line. 
Accomplishing such a high-quality orbit correction will 

second bunch 

first bunch 

'•••* 

steering magnets 

Figure 3: Schematic drawing of a new two-bunch 
orbit correction method using the transverse wake 
field kick caused by first bimch. 

result in reducing the charge loss in the J-arc section of 
the KEKB injector linac. 

3 RESULTS OF BEAM TEST 
In this section, the results of a beam test are presented. 

Only a horizontal beam-orbit correction was carried out in 
this experiment. The procedure of this test is as follows: 

(a) Construct a first local bump at a beam position 
monitor (BPM) where the orbit difference between 
first and second bimch is becoming larger. Adjust its 
bxmip height so that the orbit difference is minimized 
at the downstream side of the bump. 

S- (b) Step (a) will deteriorate the beam orbits of each 
bunch further at the downstream side. With keeping 
the first bump, construct a second local bump 
downstream of the previous bump. Then, iterate the 
above procedures in order to squeeze out the orbit 
difference toward the downstream side of the linac, 
and minimize the beam position and angle of each 
simultaneously. 

If the orbits of each bunch are corrected in Sector A or 
B without an optics mismatch, it can be expected that 
the charge loss in the J-arc section will be decreased. 
Figure 4 shows the software panel for constructing a 

local bump. This software can construct a local bump at 
an arbitrary BPM position in the KEKB linac; In this 
beam test, three local bimips were successively 
constructed for an orbit correction. In Fig. 4, local bumps 
(1), (2) and (3) were constructed by changing the bump 
heights of the SPAll, SPA32 and SPB14 BPMs, 
respectively. First of all, the bump height of SPAl 1 was 
set to 1 mm, so that the orbit difference would be reduced 
at SPA32. However, the orbit difference in the 
dovmstream area of SPA32 became worse after first 
bump was constructed. In the next step, in addition to 
bump (a), a bimip height of SPA32 was varied in order to 
reduce the orbit difference of each bunch downstream of 
the second bump (b). After the height of the bump (b) 
was set to 2.5 mm, bump (c) was constructed, while 
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Figure 4: Software panel to construct a local bump. The 
dotted plot shows the range of local bumps. Three local 
bumps are successively contracted. 
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Figure 5: Rms orbit difference between fu-st and second bunches versus bump height. The rms orbit difference calculated from 
the all BPMs between SPA12 (first bump position) to SPROl (entrance of J-arc section). Three local bumps were contracted 
successively. In the case of(c), therefore, three local bumps were simultaneously constructed. 

bumps (a) and (b) were kept. 
Figure 5 shows the results of the rms orbit differences 

between first and second bunches. The rms orbit 
difference was calculated from all of the BPMs between 
SPA!2 (first bxmip position) to SPROl (entrance of J-arc 
section). These three local bumps were confracted 
successively. In the case of (c), therefore, three local 
bumps were simultaneously constructed. The result of 
varying the bump height of first bump (1) is plotted in Fig. 
5-(l). The rms orbit difference is increased after the 
bump is constructed because the orbit at the further 
downstream of SPA32 is deteriorated. Increasing the 
bump height of the second bump (2) can reduce the orbit 
difference, as shown in Fig. 5-(b). Figure 5-(c) shows 
that varying the bump height of bump (3) cannot adjust 
the rms orbit at the downsfream side. The beam energy in 
Sector B is higher than that in Sector A. For that reason, 
the long-range wake field of first bunch cannot fiiUy kick 
the second bunch. In addition, bump (3) was confracted 
in a relatively long area where three different types of 
accelerating structures are used for compensating the 
fransverse wake field. 

With regard to the beam loss after an orbit correction, 
the transmission rate decreased to a great degree. To 
recover the transmission rate, we tried optics matching. 
However, the emittance could not be measured, since the 
large emittance growth prevented a wire scanner 
measurement. If the bump positions are selected by those 
betatron phases, some suitable bump combinations will be 
found without any emittance growth. 

4 SUMMARY AND FUTURE PLAN 
A new orbit correction method was proposed for 

two-bunch operation in the KEKB injector linac. This 
method uses the long-range transverse wake field kick 
caused by the first bunch.   To confirm this correction 

method, a preliminary beam test was carried out in the 
KEKB injector linac. The results of a beam test shows 
that this correction method can be useful for a two-bimch 
orbit correction when the bimip positions are suitably 
selected. 

On the other hand, the emittance growth due to a local 
bump also caused an optics mismatch between the 
straight and J-arc sections. It became an origin of charge 
losses. In order to avoid such emittance growth, 
constructing an additional bump at the 180-degree phase 
difference is very effective. With all of these conditions 
fulfilled, the two-bimch beam orbit can be corrected 
without any emittance growth. Therefore, this new orbit 
cortection method can be used for daily operation. A 
more detailed beam test and a numerical simulation will 
be carried out in the near fiiture. We will present its result, 
elsewhere. 

ACKNOWLEDGMENTS 
The authors would like to thank the members of LCG 

(Linac Commissioning Group) for their usefiil discussions 
and advice. We would like to thank the linac operators 
for their great help in our experiments. 

REFERENCES 
[1] H. Koiso et al., "Present Stattis of the KEKB B- 

Factory", EPAC2002, Paris, France, June 3-7, 
pp.2772-2773. 

[2] T. Kamitani et al., "Beam Optics Matching in the 
KEKB Injector Linac", APAC'98, Tsukuba, Japan, 
March 23-27,1998.pp.429-431. 

[3] Y. Ogawa et al., "Two-Bunch Operation of the 
KEKB Linac for Doubling the Positton Injection Rate 
to the KEKB Ring", APAC2001, Beijing, China, 
September 17-21,2001, pp.112-114. 

[4] K. Furukawa et al., "Beam Feedback Systems And 
BPM Read-Out System for the Two-Bunch 
Acceleration at the KEKB Linac", ICALEPCS2001, 
San Jose, U.S., November 27-30,2001, pp.266-268. 

3370 



Digital From End 

Proceedings of the 2003 Particle Accelerator Conference 

NEWLY DESIGNED FIELD CONTROL MODULE FOR THE SNS* 

A. Regan*, K. Kasemir, S. Kwon, J. Power, M. Prokop, H. Shoaee, M. Stettler, LANL, Los Alamos, 
NM 87544 USA; L. Doolittle, A. Ratti, LBL, Berkeley, CA 94720 USA; M. Champion, ORNL, 
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Abstract 

The low-level RF (LLRF) control system for the 
Spallation Neutron Source has undergone some recent 
hardware changes.   The intended Field and Resonance 
Control Module (FRCM) design has been re-vamped to 
minimize functionality and ease implementation.    This 
effort spans a variety of disciplines, and requires parallel 
development with distinct interface controls.  This paper 
will discuss the platform chosen, the design requirements 
that will be met, and the parallel development efforts on- 
going. 

Analog From End 

 fi^ 

-«)—{^}- 
-ghi BIT |- 

OVERVIEW OF THE NEW FCM 
Performance specifications were eased late last year for 

the LLRF control system for SNS. Physics simulations 
indicated that the field control requirement could be 
reduced from from ±0.5%, ±0.5° to ±1.0%, ±1.0°. In 
addition required functions were changed such that on- 
board processing for resonance control was moved to the 
crate controller (IOC), as well as feedforward table update 
and access; fewer RF channels were required (no need to 
provide for possible beam information via a beam 
diagnostics channel); no real time data link needed 
between the control system and the operators; and much 
less memory per channel was deemed appropriate. By 
moving the iterative learning controls onto the IOC as 
well, we completely eliminated the need for DSPs on the 
module. A collaborative effort was established between 
Lawrence Berkely, Los Alamos, and Oak Ridge national 
labs in order to develop a control system that meets these 
specifications [1]. 

Due to these relaxed system performance specifications, 
and a new staged approach to implementation and 
integration of control system functions, the original 
complicated, meet-all-performance-specifications-at-once 
FRCM de-sign has been greatly simplified. The new 
Field Control Module (FCM) is still a basic VXIbus- 
based module with multiple daughter cards. The 
infrastructure for a VXIbus-based RF Control System 
(RFCS) was already in place at the SNS: VXIbus crates 
had been purchased and other modules within the system 
are VXIbus, so it only made sense to remain consistent. 
However the new FCM has three new daughter cards 
which minimize the functionality of the FCM; and the 
implementation of the firmware is in a staged approach 
where progressive phases will be achieved as the 
accelerator grows from one cavity to many and functional 
requirements of the RFCS increase [1]. A block diagram 
of the module hardware is given in figure 1. 
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Figure 1: FCM Block Diagram 

PRINTED CIRCUIT CARDS 
The basis for the re-designed FCM is the successful 

SNS Diagnostics PCI-based electronics, specifically the 
Beam Position Monitors (BPMs) [2]. In that vein, we 
attempted to make use of as much of the foundation 
provided by the Diagnostics BPMs as possible. The 
BPMs have an Analog Front End daughter card 
manufactured by Bergoz Instrumentation of France. 
Likewise, we specified a very similar LLRF AFE for use 
on the FCM. The BPMs have a Digital Front End (DFE) 
processing card. We, too, utilize a DFE for providing the 
analog-to-digital conversion of the input RF and IF 
signals, as well as for providing an interface to the host 
computer. In this case, however, the LLRF system 
continues to utilize an MVME2101-1 slot zero controller 
for its CPU. Unlike the diagnostic BPM, the LLRF 
system requires an RF output for driving the correctly 
controlled signal to the klystron, hence another daughter 
card: the RF Output (RFO). 

Two primary reasons drove us to utilize the BPMs as a 
foundation for the new FCM. The first is the similarity 
between the BPM AFE and the requirements for the 
LLRF AFE. By essentially removing two downconverting 
stages for IF channels on the LLRF AFE, and eliminating 
extra diagnostic switches on the BPM AFE, the design for 
the LLRF AFE was complete. Therefore with minimal 
change, we incurred very little design risks and expected 
to achieve performance expectations on the first pass. 
Secondly, by using the PCI mother board as a test 
platform for the newly designed LLRF daughter cards, we 
took advantage of the existing board tests already written 
for testing the BPM performance, thereby reducing 
extensive test development time. Lab VIEW programs 
have already been written for easy measurement of 
channel isolation, ADC performance analysis and the like. 
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AFE 
An AFE daughter board photo is shown in figure 2. 

Figure 2: LLRF Analog Front End daughter board from 
Bergoz Instrumentation. 

The key requirements for the AFE are channel to 
channel isolation and dynamic range (30 dB). Bergoz was 
able to meet all specifications on the first prototype board, 
with the exception of isolation on the IF channels. A 
simple bypass capacitor and filtering scheme on some 
power lines, however, solved the problem. 

DFE 
A photo of the DFE is shown in figure 3. 

Figure 3: SNS LLRF Digital Front End daughter board. 

The chief component of the DFE is a Xilinx Virtex-II 
XC2V1500FG676, shown in the photograph with its large 
finned heat sink on top. The DFE essentially receives the 
analog IF signals from the AFE and translates them to 
digital signals for processing through Analog Devices 
AD6644 14-bit ADCs. The FPGA provides the path 
through which the feedback control algorithms are 
implemented.   In addition, it is the key component that 

provides an interface between the control system and the 
operator: registers, history buffers, data multiplexers... 

RFO 
A photo of the RFO is shown in figure 4 

Figure 4: RF Output daughter board. 

The primary purpose of the RFO is to translate the 50 
MHz baseband control signals from the Digital Front End 
(DFE) from digital to analog signals and then upconvert 
them to the RF frequency. In addition it is the home for 
the phase locked loop clock generation circuitry, which is 
the basis for all of the coherent sampling on the module. 
Essentially the RF Output board core components are a 
14-bit DAC, an upconverting Analog Devices active 
mixer AD8343, and some filters. However, it also acts as 
the distribution center for the 50 MHz Reference and the 
LO required by the other daughter cards 

The key requirements for the RFO is its spectral 
response, dynamic range (30 dB from -20 to +10 dBm), 
and clock generation. Important to the success of the 
FCM is its ability to maintain tight synchronization 
between the external 50 MHz IF reference, and the on- 
board generated 40 MHz ADC clock and the 80 MHz 
FPGA clock. Larry Doolittle built and tested such a 
circuit for use on his Berkeley LLRF system [3], and it 
works well. This same circuit, reliant on the Analog 
Devices ADF4001 clock generator chip, is now in use on 
the RFO as well as the SNS Diagnostic BPM boards. 
Initially there was concern over jitter in the clock system. 
However, white noise averages out rather nicely on the 
time scales of the closed-loop-bandwidth of the cavity. 
Therefore a jitter goal of 2 or 3 ps RMS from 2 kHz to 40 
MHz is perfectly reasonable. The low frequency, DC to 2 
kHz jitter is taken out by the phase locked-loop, although 
here the performance is limited by the PLL phase 
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comparator, which itself presumably has a 1/f term. The 
software and phase reference line should be able to 
correct that error down to DC. 

MOTHER BOARD 
The VXIbus mother board is very basic. Its primary 

purpose is to provide a platform for the AFE/DFE/RFO 
combination, and to provide for communication with the 
VXIbus backplane. In addition it receives system timing 
signals from the Brookhaven Laboratory-designed Timing 
Module (model V124S) and translates them to the DFE 
and VXI backplane for system synchronization. 

Figure 5 shows the fully populated Field Control 
Module: a mother board VXI carrier with mounted AFE, 
DFE, and RFO. Interconnect cables are not mounted, 
neither is the front panel. A front-panel mounted blind- 
mate sub D housing is used to complete the cable routing 
from the daughter cards to the front panel. The board is a 
single-wide VXIbus module. 

Figure 5. Field Control Module 

FIRMWARE 
The foundation for all of the phase I control algorithms 

was written in verilog for a 12-bit system by Larry 
Doolittle [3]. In order to produce a control system which 
has a common language that can be maintained by more 
people, these algorithms have been converted to VHDL 
by Craig Swanson. The hardware wrapper is also written 
in VHDL by Matt Stettler. A firmware specification was 
written at the outset of the conversion process in order to 
make sure that the interfaces are complete and various 
people can all work on the same end product. Close 
communication between the firmware designers has 
helped close any gaps. The firmware is written in a 
modular format and test benches have been written for a 
ModelSim simulation of each step. 

As previously reported [4,5], we have performed 
extensive modeling of the SNS RF control system. This 
model has been developed in MATLAB/Simulink. Part of 
the validation of the overall firmware design is to utilize 
the MATLAB model to generate input test vectors for the 
DFE's FPGA VHDL code. Then the FPGA firmware will 
be simulated with ModelSim using the given input test 
vectors and will generate outputs. The ModelSim outputs 

will be compared to MATLAB/Simulink outputs. Any 
discrepancies between the two will be analyzed and used 
to modify the firmware code accordingly. This work is in 
progress now. 

While the firmware is being developed, a register map 
has been created and provided for EPICS development. 
Because this system utilizes much of Larry's code as well 
has the same inputs and output, much of the EPICS screen 
development and some of the scripts that have been 
utilized in the past are still applicable. 

WHERE WE ARE TODAY 
At this point in time we are in the process of validating 

each of the daughter boards individually. The AFE and 
mother board have been certified. Design validation of 
the RFO is nearly complete. Tests on the RFO are being 
run via a DFE on a Diagnostics PCI mother board, and 
hence that interface is also being worked. The DFE 
hardware works, and the FPGA code is more than 70% 
complete and simulated. We intend to integrate the 
module in the lab with a dummy cavity and the EPICS 
global controls, and will be given a chance to try it out on 
a real DTL cavity at SNS this summer. 
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COMMISSIONING RESULTS OF THE FAST ORBIT FEEDBACK AT 
THEALS* 

C. Steiert, A. Biocca, E. Domning, S. Jacobson, 
G. Portmann, T. Scarvie, E. Williams, LBNL, Berkeley, CA 94720, USA 

Abstract 

A new fast global orbit feedback system has been de- 
signed at the ALS and is in Commissioning since last 
September. The system has two main purposes. The first 
is to meet the demands of some users for even improved 
short term orbit stability. The second is to enable the use of 
more sophisticated insertion device compensation schemes 
(e.g. tune, beta-beating, coupling) for fast moving inser- 
tion devices like elliptically polarizing undulators, without 
deteriorating the orbit stability. One feature of the fast or- 
bit feedback (with 1 kHz update rate) is the use of standard 
computer and networking equipment. 

INTRODUCTION 

The ALS is a third generation synchrotron light source 
and has been in operation since 1993. Many of the experi- 
ments carried out nowadays require very high resolution or 
measure very small asymmetries and therefore require ex- 
tremely high orbit stability. On the other hand there are new 
sources of orbit distortions created with the installation of 
additional (fast moving) insertion devices [1] and the im- 
plementation of more and more feedback or feed-forward 
loops (e.g. optics and coupling compensation). 

Over the years there have been continous upgrades of 
the orbit stability at the ALS, by improving the passive sta- 
bility, using feed-forwards or slow (and most recendy fast) 
feedbacks. One of the improvements in the last year was 
the installation of new chicane magnets. The second was 
the inclusion of additional stable, high-resolution beam po- 
sition monitors around the center bend magnets, and the 
third were improvements in the slow orbit feedback algo- 
rithm. Last, there was the initial commissioning of a fast 
orbit feedback system. 

New Chicane Magnets 

The chicane magnets at the ALS are used to allow the 
use of two short (2 m) undulators in a long (5 m) straight 
section feeding two independent beamlines. The original 
set of chicane magnets in one straight section were iron 
core magnets and unformnately they had larger than ac- 
ceptable hysteresis and low bandwidth. To solve this prob- 
lem a new low hysteresis chicane magnet was constructed 
based upon a novel design (see Fig. 1). The new chicane 
consists of permanent magnet cylinders and air core coils. 

•This work was supported by the U.S. Department of Energy, under 
Contract No. DE-AC03-76SF00098. 

t CSteier@Ibl.gov 
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Figure 1: New permanent magnet/air coil chicane magnets. 

Now the field integral errors of the fast moving APPLE- 
n type undulators can be corrected more locally, allowing 
them to shift from left to right circular polarization with 
significantly less than 1 /irad local angular distortion. Last 
year two of these new chicane magnets were installed in 
the ALS. 

RF-Frequency Feedback 

Starting in September 2001, RF frequency feedback was 
routinely included in the orbit feedback [2]. The orbit feed- 
back now compensates changes in the ring circumference 
by adjusting the RF frequency once a second. Fig. 2 shows 
how the ring circumference changed since RF frequency 
feedback was implemented. 

&   0.5 

E 

.y    0 
O) c 

c -0.5 

Superbend 
tnstatlation 
Shutdown 

(^/V 
f/' 

April'02 ./ 
Shutdown      ^^ 

S     Holiday'01 I        Jf 

/f, 

/IC't 
/■OS   i '• 

2 4 6 8        10       12       14       16       18 
Months since September 1,2001 

Figure 2: Change in circumference of the ALS over 1.5 
years. 

What can be seen is that there are substantial circumfer- 
ence variations. Some of the variations are seasonal and are 
due to temperature and ground water levels. These changes 
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correspond to a variation of about 3 nun over the year and 
the variation appears to be cyclic. The ALS circumfer- 
ence changes for example rapidly when the rainy season 
begins in November (months 3 and 15) which is the domi- 
nating external factor influencing the circumference. There 
are also changes that occur on faster time scales such as 
changes in the thermal load corresponding to the three daily 
fills. Frequency analysis shows even smaller effects due to 
the tides and the daily outside air temperature variations. 
Using resonant depolarization it was verfied that the RF- 
frequency feedback keeps the beam energy very stable. 

There was also continous further development of the 
slow orbit feedback system. Of particular note was the in- 
clusion of more stable, high resolution beam position mon- 
itors in several arcs. The result was a marked improvement 
in the orbit stability at some especially sensitive bending 
magnet beamlines. 

FAST GLOBAL ORBIT FEEDBACK 

Employing a combination of good passive measures and 
careful engineering of noise sources like power supplies 
and the cooling system, the short term closed orbit stability 
in the ALS fulfills the user requirements up to now. In the 
range between 0.1 and 500 Hz the integrated closed orbit 
motion in the insertion device straights is below 2 fxra in 
the vertical plane and about 3 fim in the horizontal plane 
(one sigma beam sizes at 1.9 GeV at that position are about 
23 fim vertical and 300 fim horizontal). 

The constant expansion of the ALS creates new sources 
of closed orbit noise. Elliptically Polarizing Undulators [1] 
for example require fast focusing and couplmg compensa- 
tion, to minimize their influence on the beamsize, which in 
turn creates fast distortions of the orbit. Other noise sources 
are active tune/chromaticity compensation schemes, the 
cryogenics of superconducting magnets or beamlines, etc. 
To prevent a deterioration of the current orbit stability due 
to those upgrade projects and ultimately provide a short 
term submicron orbit stability a fast, global orbit feedback 
system was designed similar to the approach at several 
other light sources [3,4,5]. The initial goal was to operate 
at an update rate of up to I kHz. 

Transfer Function Measurements 

In preparation for the commissioning of the fast orbit 
feedback, many transfer function measurements were car- 
ried out. The transfer functions of all power supplies, mag- 
nets, vacuum chambers, and BPMs were measured (com- 
pare Fig. 3) and the results were put into a Matlab Simulink 
model of the feedback system. 

In addition the noise performance of all components 
(BPMs, ADCs, DACs, power supplies) was measured. To 
improve the resolution of the system, the DACs were up- 
graded to a higher resolution dual DAC system with effec- 
tively about 20 Bit of resolution. 
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Figure 3: Transfer function of an ALS corrector magnet 
power supply and combined transfer function of power sup- 
ply, magnet, vacuum chamber and beam. 

Feedback System Layout 

With the advent of higher performance networking it is 
practical to use it directly for medium performance dis- 
tributed control systems. This system consists of 12 Com- 
pact PCI chassis distributed around the ring on a private, 
switched 100 Mbit/s network. Each chassis handles four 
BPM inputs and four corrector magnet outputs. Each crate 
has a timing board to provide the interrupt synchronizing 
the inputs and outputs of the control algorithm. Initially 
network packets are used to synchronize these timers. If 
necessary, there is a backup plan to distribute a precision 
timing signal to the cards via hardware. More details can 
be found in [6]. 

Commissioning Results 

The commissioning of the fast orbit feedback started late 
last year. Initially the system was configured as a single 
channel local feedback to simplify the optimization. Later 
it was tested in its full configuration with 24-40 BPMs in 
each plane and 22 corrector magnets in each plane dis- 
tributed at 12 distinct locations. 

After solving many software and hardware problems a 
reasonable performance of the system could be achieved, 
correcting all orbit noise below 15 Hz down to the BPM 
noise floor (compare Fig 4), without exciting higher fre- 
quencies in a significant way (compare Fig 5). 

The performance is limited by the fact that it is currently 
impossible to operate the system reliably with update rates 
above 700 Hz. At higher rate, the communication becomes 
unreliable. This effect did not occurr in our network bench- 
marks with a test setup, so we are currenriy investigating 
the exact cause. A possible reason is a priority inversion 
problem with the other EPICS fiinctions running on the 
same local computers. 
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Figure 4: Power spectral density of the closed orbit motion 
between 0.1 and 50 Hz with the fast orbit feedback in open 
and closed loop. The measurements were taken with an 
independent acquisition system connected to a BPM which 
is not included in the feedback system. At low frequencies 
the orbit motion is corrected close to the noise floor of the 
BPMs. 
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Figure 5: Power spectral density measurement between 1 
and 500 Hz. The gain of the feedback changes sign at about 
50 Hz and some measurable excitation of orbit osciallations 
is observed above 100 Hz. 

Once the feedback system was operating, we measured 
closed loop transfer functions, step responses, and distur- 
bance rejection and compared the results with predictions 
of the Simulink model. The agreement of the measure- 
ments and the model predictions is very good (see Fig. 6). 

Future Plans 

Further work in the commissiong will include improv- 
ing the controller algorithm, including a notch filter to di- 
rectly target steady 60 Hz noise, debugging and resolving 
the communication problems at higher update rate, improv- 
ing the timing system (which is currently completely net- 
work based) and making the slow and the fast feedback 
system work together. 

Planned upgrades for the next year include the switch to 
faster network (gigabit), use of ADCs with higher speed 
(which will allow digital filtering to improve the BPM res- 
olution and noise), use of DACs with shorter access times 
and further improvements to the timing system. There are 

Figure 6: Comparison of the error signal of a measured 
closed loop stepresponse of the feedback system (dots) 
with the predictions of the Simulink model (solid line) for 
the same settings of the PID controller. The PID settings 
for this example were intentionally chosen to exhibit some 
oscillatory behaviour. 

plans to integrate the slow and fast orbit feedback systems 
into one system in the long term. 

To improve the slow orbit stability it is planned to install 
monitors to measure the physical location of BPM buttons 
(pickups placed on invar rods). 

SUMMARY AND OUTLOOK 

The orbit stability at the ALS has been continually im- 
proved. Recent improvements included new chicane mag- 
nets for the EPU straights, installation of additional high 
precision BPMs in several arc sectors, improvements to the 
slow orbit feedback algorithm and the initial commission- 
ing of the fast feedback system. Even without the fast or- 
bit feedback system, the orbit stability is comparable to 
the best other light sources. The commissioning of the 
fast feedback encountered several problems and the per- 
formance of the system so far is satisfactory up to about 
15 Hz. The current work focuses on solving the commu- 
nication problems to allow higher update rates. In addition 
work is spent to make the slow and fast orbit feedbacks co- 
operate. Once that challenge is solved, the fast feedback 
in its current state will already provide a significant im- 
provement in orbit stability especially for transient effects 
of insertion device motion. 
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THE SPALLATION NEUTRON SOURCE ACCELERATOR 
LOW LEVEL RF CONTROL SYSTEM* 

M. Champion, M. Crofford, H. Ma, M. Filler, ORNL, Oak Ridge, TN 
A. Ratti, L. Doolittle, M. Monroy, S. DeSantis, LBNL, Berkeley, CA 

H. Shoaee, K. Kasemir, S. Kwon, J. Power, M. Prokop, A. Regan, M. Stettler, D. Thomson, LANL, 
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Abstract 
The Spallation Neutron Source Low Level RF Team 

includes members from Lawrence Berkeley, Los Alamos, 
and Oak Ridge national laboratories. The Team is 
responsible for the development, fabrication and 
commissioning of 98 Low Level RF (LLRF) control 
systems for maintaining RF amplitude and phase control 
in the Front End (FE), Linac and High Energy Beam 
Transport (HEBT) sections of the SNS accelerator, a 
1 GeV, 1.4 MW proton source. The RF structures include 
a radio frequency quadrupole (RFQ), rebuncher cavities, 
and a drift tube linac (DTL), all operating at 402.5 MHz, 
and a coupled-cavity linac (CCL), superconducting linac 
(SCL), energy spreader, and energy corrector, all 
operating at 805 MHz. The RF power sources vary from 
20 kW tetrode amplifiers to 5 MW klystrons. A single 
control system design that can be used throughout the 
accelerator is imder development and will begin 
deployment in February 2004. This design expands on the 
initial control systems that are currently deployed on the 
RFQ, rebuncher and DTL cavities. An overview of the 
SNS LLRF Control System is presented along with recent 
test results and new developments. 

INTRODUCTION 
The SNS LLRF Control System is comprised of three 

main components: the RF control chassis, the High Power 
Protection Module (HPM), and the reference system. The 
RF control chassis is a digital feedback controller that 
uses a Field Programmable Gate Array (FPGA) for fast 
data processing. Three generations of control chassis are 
planned for supporting the near- and long-term goals of 
the SNS project: the 1st generation control chassis 
(Fig. 1) was designed at LBNL for use with the 
402.5 MHz rebuncher cavities in the Medium Energy 
Beam Transport (MEBT) beamline downstream of the 
RFQ [1]. The 2nd generation control chassis (Fig. 2) is a 
refinement of the MEBT control chassis and will serve the 
RFQ and DTL sections of the linac through DTL 
commissioning [2]. The 3rd generation control chassis is 
under development and will begin deployment in the 
CCL, SCL and HEBT in early 2004. It is planned to 
eventually   retrofit   the   RFQ   and   DTL   with   the 

*SNS is a collaboration of six US National Laboratories: Argonne 
National Laboratory (ANL), Brookhaven National Laboratory (BNL), 
Thomas Jefferson National Accelerator Facility (TJNAF), Los Alamos 
National Laboratory (LANL), Lawrence Berkeley National Laboratory 
(LBNL), and Oak Ridge National Laboratory (ORNL). SNS is managed 
by UT-Battelle, LLC, under contract DE-AC05-00OR22725 for the U.S. 
Department of Enerav. 

3rd generation control chassis. The HPM provides for 
fast shutoff of the RF drive to the klystron in case of RF 
over power, arc detection, and vacuum system 
interlocks [3]. The reference system provides for 
distribution of the phase-synchronous RF signals 
necessary to operate the hnac and includes cavity and 
reference signal transport and dovraconversion (Fig. 3). 

Figure 1. The 1st generation RF control chassis that is 
used for the MEBT rebuncher cavities. 

Figure 2. The 2nd generation RF control chassis that is 
used for the RFQ and DTL. 

The 1st and 2nd generation RF control chassis have 
been used already in Dec-Jan. for beam commissioning 
of the RFQ and MEBT rebunchers. Installation of RF 
control systems for DTL tanks 1 and 3 is complete; tank 3 
was tested without beam in early May. Tank 1 will be 
tested and commissioned with beam during Summer 
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2003.    The HPM has been used successfully for high 
power protection during operation of the RFQ and DTL. 
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Figure 3. The reference system for the SNS linac. 

NEW HARDWARE DEVELOPMENT 
The 1st and 2nd generation RF control chassis have 

been and will continue to be essential to meeting the near- 
term testing and commissioning schedule. However, 
these systems are based on relatively small FPGAs (150k 
gates) and feature rather limited memories. Therefore it 
was decided last October to design a new RF control 
chassis that would overcome these limitations and provide 
a suitable platform for long-term SNS linac operations. 
The schedule for developing and producing this chassis is 
very tight; prototypes were due (and received) in March, 
and first high power tests are planned for Summer 2003. 
Production is scheduled to commence in September, and 
installation should begin in February 2004. This 
aggressive schedule forced a conservative design 
approach that called for conciseness and an evolution of 
existing hardware rather than a green field design. This 
3rd generation RF control chassis is implemented as a 
VXI motherboard with three daughtercards: Analog Front 
End (AFE), Digital Front End (DFE) and RF Output 
(RFO). The AFE is nearly identical to the SNS 
Diagnostics Beam Position Monitor (BPM) AFE and was 
procured from the same vendor. The DFE is an evolution 
of the digital boards used in the 2nd generation RF control 
chassis and the BPM hardware; it consists mainly of four 
A/D converters and a 1.5M gate FPGA. The FPGA can 
be loaded with a soft core processor that may be useful in 
the future if more local processing is needed (as compared 
to the slot-0 controller). The RFO circuitry is a copy of 
that already proven in the 2nd generation chassis. This 
package, being a VXI module, has been dubbed the Field 
Control Module (FCM) and is further documented in a 
companion paper [4]. 

The software and firmware is key to the success of this 
development effort. Following the hardware ' design 
philosophy, we chose to re-use the existing code base to 
the extent possible. Hence the FPGA code implemented 
on the 2nd generation RF control chassis has been ported 
to the FCM. Similarly, the slot-0 controller code and 
EPICS interface have been retained. The VXI 
motherboard uses a proven VXI-bus interface.  The code 

development is backed up by system simulations and 
FPGA code simulations. The standard SNS code 
repository is used for revision control. 

The FCM is presently undergoing bench testing. The 
FPGA code has been downloaded via the JTAG interface, 
and basic read/write capability to FPGA registers and 
block RAM has been demonstrated via the VXI 
backplane. The AFE has been characterized separately 
and meets performance requirements. A few RFO 
parameters have been measured already. The RFO will 
be more fully characterized in integrated testing of the 
FCM. The VXI motherboard was tested prior to installing 
the daughterboards. 

Figure 4. The prototype Field Control Module. The 
Analog Front End, Digital Front End, and RF Output 
daughtercards (left to right) are mounted on the VXI 
motherboard. 

PERFORMANCE MEASUREMENTS 
The superconducting cavities of the SNS linac are 

subject to Lorentz force and microphonics detuning. 
Regulation of the cavity fields therefore requires RF 
power above and beyond the beam power. Fast acting 
piezoelectric tuners are being installed on all of the 
superconducting cavities to mitigate Lorentz force 
detuning effects if necessary and to allow for future 
operation of the SCL at increased accelerating gradients. 
Because of concern about these detuning effects, a long- 
planned test of the LLRF control system with the first 
production medium-beta cryomodule was carried out at 
Jefferson Lab in early March with very encouraging 
results. The 2nd generation RF control chassis was used 
for this test. The primary goal was to demonstrate field 
regulation within the specification of ±1% and ±ldeg at 
the design parameters of 10 MV/m accelerating gradient, 
60 Hz repetition rate, and 1.3 ms pulse length. First 
feedback control was demonstrated on March 1; follow- 
on testing showed that we can indeed meet the field 
regulation requirements (Fig. 5). Typical amplitude and 
phase waveforms are shown in Figure 6 for open and 
closed loop control of the cavity fields. Feedforward 
control is necessary to minimize ringing due to the turn- 
on transient and was used to obtain the results shown in 
Figure 5. Our long term plans call for automatic adaptive 
feedforward in addition to feedback control. 
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Figure 5. First demonstration of required amplitude and 
phase regulation on a production mediimi-beta 
ciyomodule. 
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Figure 6. Amplitude and phase responses for three 
cases: open loop, closed loop with proportional gain 
only, closed loop with proportional and integral gain. 
Cavity field, forward power, and reflected power are 
shown in blue, green, and red, respectively. 

Several other features of the LLRF control system were 
tested in March and April with the first production 
cryomodule. Two resonance detection algorithms were 
tested: 1) in the case where the detuning is only a few 
bandwidths, the frequency error is determined from the 
decay of the cavity field after the end of the RF pulse; 
2) in the case of larger detuning, a single-pulse burst- 
mode technique has been demonstrated up to a detuning 
error of about 15 bandwidths. More recently, the decay 
technique has been applied in testing of DTL tank 3 at 
Oak Ridge. The detuning information was used to control 
the stepper motor tuner in the cryomodule tests, and it is 
presently being implemented for control of the water 
temperature on the DTL. 

The performance of the superconducting cavities must 
be confirmed following the installation and cooldown of 
the cryomodules at Oak Ridge. This will be done by 
calorimetric measurements of Qo as a function of 
accelerating gradient under pulsed conditions. The LLRF 
control system was used to perform this test at Jefferson 
Lab with good results. 

The piezo tuner was operated in conjunction with the 
LLRF control system.    The piezo power supply was 

driven with a pulse generator. One example (Fig. 7) is 
given where the piezo drive pulse was manually adjusted 
to flatten the phase response of the cavity field. 
Optimization of the piezo drive parameters and the 
interplay between the piezo tuners and the LLRF control 
system will be an interesting task. 
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Figure 7. Demonstration of effect of piezoelectric tuner 
on dynamic cavity performance. Open loop operation 
at 12.5 MV/m for two cases: piezo tuner inactive, and 
piezo tuner driven with rectangular pulse having 
width=860 us, amplitude=220 V, and lead=580 ixs. 

SUMMARY 
The testing and commissioning of the FE and DTL is 

being supported by the 1st and 2nd generation SNS LLRF 
control systems. The 3rd generation system, that will 
ultimately serve the FE, Linac and HEBT, is under 
development and will begin deployment on the CCL and 
SCL beginning in early 2004. A successful proof-of- 
principle test has recently been completed with the first 
production cryomodule; the performance requirement of 
±1% and ±ldeg amplitude and phase regulation has been 
demonstrated. The LLRF Team, which is distributed 
across three laboratories, is well on its way to providing a 
flexible control system that will meet the performance 
requirements of the SNS accelerator. 
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CONTROL OF HEAVILY-BEAM-LOADED SNS-RING CAVITIES 

T. L. Owens, ORNL,* Oak Ridge, TN 37830, USA 
K. Smith and A. Zaltsman, BNL, Upton, NY 11973, USA 

Abstract 
In each of four rf stations that make up the rf buncher 

system in the SNS accumulator ring, cavity voltage and 
phase are control led through a negative-feedback system 
employing digital electronics. With peak beam currents 
as high as 75 Amperes near the end of each 1.1 ms 
machine cycle, the rf cavities in the SNS ring are strongly 
driven by the beam. To provide adequate regulation of 
cavity fields in the presence of high SNS beam currents, 
basic feedback loop parameters are pushed to levels 
where stability becomes a major concern. This note 
presents a LabVIEW simulation of the ring rf system that 
demonstrates hovif Smith compensation can be used to 
mitigate the destabilizing effect of dead-time delay in the 
feedback loop and assure adequate regulation of cavity 
fields. A digital implementation of Smith compensation 
is outlined that could be incorporated into the LLRF 
system being provided by BNL. 

BACKGROUND 
In any feedback system, unstable conditions exist 

whenever signal-delays in the feedback loop become long 
enough to produce positive-feedback for loop gains 
exceeding unity. Mechanisms for compensating delays 
are usually essential for the attainment of required 
regulation levels together with acceptable stability 
margins. 

There are two general types of delay in any feedback 
system. The first type of delay is associated with dead 
time from signal propagation delays and timing delays. 
In the SNS system, a major source of propagation delay 
arises fi-om the round-trip signal-transit-time between 
signal sources in the rf control room and receiver 
amplifiers in the ring tunnel. The second type of delay 
results from energy build-up in energy-storage elements 
in the feedback path. This second type of delay is 
associated with poles in the system response. While the 
delay mechanisms differ, the two types of delay are 
indistinguishable in the processed signal. However, the 
delay types differ markedly in their responses to various 
compensation methods. 

Anticipating the effect of delay by adding a predictive 
signal into the feedback path can mitigate degradation in 
stability caused by dead-time delays. This compensation 
technique forms the basis for the Smith compensator [1] 
that will be described in this report. Other compensation 
devices, such as the lead-lag network used in FID 
controllers, are effective m compensating delays resulting 

* SNS is a collaboration of six U.S. national laboratories: Argonne National Laboratory (ANL), Brookhaven National Laboratory (BNL) Thomas 
JeffeRon National Accelerator Facility (TJNAF), Los Alamos National Laboratory (LANL), Lawrence Berkeley National Laboratory (LBNL) and 
Oak Ridge National Laboratory (ORNL). SNS is managed by UT-Battelle, LLC, under contract DE-AC05-00OR22725 for the U S Department of 
Energy. '^ 

from energy-Storage elements, but they must be de-tuned 
to compensate dead-time delays, compromising 
performance of PID controllers. The simulations 
presented in this report show that the Smith compensator 
makes a substantial improvement in stability for the SNS 
ring buncher system by essentially movmg dead-time 
delays outside of the feedback loops. Additional details 
are contained in a separate report [2]. 

SMITH-COMPENSATED FEEDBACK 
Figure 1 is a block diagram of the feedback control 

system that has been simulated in the present study. The 
diagram contains the basic elements of the Smith 
compensator. In principle, the compensator forms a 
signal path in parallel with the actual cavity and delay 
lines of the SNS ring-rf system. The parallel path 
contains the cavity analogue and a delay-line analogue 
that togeflier produce a signal response as close as 
possible to that of the actual cavity and the actual system 
delays. 

At the differencing ports to the right of the middle 
I&Q demodulator in figure 1, the delayed signal from the 
cavity analogue is subtracted fi-om the delayed signal 
fi-om the actual cavity. For a precisely constructed 
analogue, the resulting difference signal equals the beam- 
induced signal, or the beam "disturbance," which drives 
the actual cavity but not its analogue. If the analogue 
construction is imprecise, the difference signal is only an 
estimate of the beam disturbance. 

At the I&Q summing junctions in figure 1, the cavity- 
analogue output is added to the estimated beam 
disturbance firom the previous differencing ports, 
producing a predicted cavity signal plus the estimated 
beam disturbance. This composite signal is then 
compared to the reference I&Q input to form a short, fast 
feedback loop that does not contain the delay, yet 
regulates the system based upon an estimated beam 
disturbance. In effect, the delay has been moved outside 
of the feedback loop. The demodulators convert rf 
signals fi-om the delayed cavity, the delayed cavity 
analogue and the undelayed cavity analogue into digitized 
envelope signals representing the in-phase, /, and 
quadrature, Q, components of the rf signals. The rf 
signals are sampled at a rate of four times the applied 
frequency. Samples are de-multiplexed into even and odd 
samples and retained between consecutive samples 
(sample and hold feature). Odd samples are multiplied by 
cos(27fi) and even samples are multiplied by sin(270) to 
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Figure 1. Ring RF Feedback System Utilizing Smith Corporation 

produce the desired / and Q values. Because the sampling 
rate is four times the applied frequency, / the sine and 
cosine multiplications are accomplished in the digital 
domain by simply changing the sign of alternate samples. 

The buncher cavity is treated as a parallel RLC circuit. 
The inductor in the model comprises a ferrite-loaded 
coaxial transmission line having a time-varying 
permeability, //, in order to simulate dynamic tuning of 
the cavity. The presence of a time-varying inductive 
element transforms the circuit equations from linear-time 
invariant forms to non-linear forms given by. 

dt      '^)dt  I     de dt 

,1    di    . du 

^  dt    dt 

/•In 
/l = - 

2t[ 

(1) 

(2) 

(3) 

where C is the capacitance across the buncher gap, i is the 
current in the inductive element of the buncher cavity, G 
is the shunt conductance across the gap, / is the lengtii of 
the coaxial line representing the inductive element, b is its 
outside diameter, and a is its inside diameter. The 
quantity, ij, is the drive current consisting of a linear 
superposition of currents from the rf power amplifier and 
the SNS beam. 

The power amplifier is treated as a non-linear tetrode 
in which the output current depends upon both the grid 
excitation and the anode voltage of the tetrode in 
accordance with data supplied by the tube manufacturer. 
The SNS beam is treated as a rigid body of charge, having 
a longitudinal beam current profile calculated by M. 
Blaskewitz [3]. 

The simulation model described above was 
implemented using LabVIEW. While Lab VIEW is most 
commonly known for applications in instrument control 
and data acquisition, LabVIEW also includes software 
tools for control-loop simulations. 

SIMULATION RESULTS 

Open Loop Response 

Without dynamic tuning, but with full beam current, the 
gap voltage rises to about 60-70 kV at the end of the 
cycle, implying an effective shunt impedance of 
approximately 1,000 Ohms per gap, determined largely 
by the output impedance of the power amplifier. 

When dynamic tuning that is linear with respect to time 
is included, the gap voltage rises rapidly at first, and then 
falls off slowly as the resonant frequency of the gap 
separates from the ring revolution frequency. The 
frequency separation for SNS parameters is large enough 
that gap voltage is out of phase with the beam by about 87 
degrees at the end of the beam cycle. In effect, with 
dynamic tuning, the beam excites a gap voltage that 
nearly sustains beam bunching without an active drive 
signal. Therefore, only a small amount of power is 
required in the active drive. From another viewpoint, 
dynamic tuning maintains the gap voltage and anode 
current at or near their unloaded values, thereby 
minimizing drive-power requirements. 

Closed-Loop Response 

When dead-time delays are added to the feedback 
path, cavity regulation and system stability become 
inadequate without some form of compensation. Figure 2 
shows the system response when a Smith compensator 
and a single pole filter are added to the basic feedback 
system. In this case, the cavity analogue is identical to 
the actual cavity. 
A delay of 750 ns has been applied to both the actual 
feedback path, and the analogue path to test the 
effectiveness of the compensator. This much delay equals 
about 80% of the rf period and goes well beyond the 
threshold for instability in a typical uncompensated 
network having comparable loop gain. In spite of the 
presence of this relatively large delay, it is clear from 
figure 2 that stability is maintained when the Smith 
compensator is added to the network. 
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Figure 2.   In-phase, I, and quadrature, Q, components of gap 
voltage with Smith compensation at full beam current. 

For a perfectly constructed analogue, the response with 
750 ns of delay is identical to the response of an 
uncompensated network that has no delay. This 
behaviour is expected, since the Smith compensator 
places the delay completely outside the feedback loop in 
this situation. 

In a practical feedback system there will be errors in the 
cavity and delay analogues. For the SNS, the largest 
analogue error will occur in the characterization of 
dynamic tuning in the fast-feedback leg of the Smith 
compensator. Figure 3 shows the effect of this type of 
error on gap voltage regulation and stability for the ring 
buncher system. Stability is maintained when errors in 
the time dependence of the dynamic tuning is within the 
range, -5% to +25%. In addition, gap voltage variations 
are less than 4.5% as long as dynamic tuning errors are 
less than +/- 5%. 

Conclusions 
The simulations presented in this report demonstrate 

that a Smith compensator can stabilize the SNS ring-rf 
feedback-control system in spite of long delays in signal 
transmission around the feedback loop. The simulations 
also demonstrate that an effective Smith compensator can 
be implemented using only a modest level of care in the 
construction of the necessary compensator elements. 

While the simulations have been carried out using 
high-frequency compensator elements, similar results 
should be obtained using equivalent low-frequency base 
band elements [4]. These base band elements can be 
readily implemented using reasonably simple algorithms 
in a digital signal processor. Since the control system 
being provided by BNL is akeady digitally based and 
highly flexible, addition of a Smith compensator with 
base band analogue elements appears practical. 
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Figure 3. Buncher-cavity gap-voltage variation over SNS beam 
cycle due to errors in time dependence of the dynamic tuning 
analogue of the Smith compensator. 
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ANALYSIS OF SLOW ORBIT MOVEMENT IN PLS STORAGE RING* 

H. S. Kang*, H. J. Park, J. Choi, Y. J. Han, PAL, Pohang 790-784, Korea 

Abstract 
Slow orbit movement in the horizontal and vertical 

planes at the Pohang Light Source (PLS) storage ring is 
analysed with the accumulated data of BPM and 
environment variables such as the ambient temperature of 
the storage ring tunnel, the LCW temperature, the outside 
weather condition, and the tunnel floor elevation. Each 
factor causes an orbit variation with different pattern and 
magnitude in the horizontal and/or vertical planes. Facts 
and causes of slow orbit movement are described as well 
as the orbit feedback in use or under preparation. 

1 INTRODUCTION 
The PLS lattice is a triple bend achromat with 12 

superperiods and 280.56m circumference, and each 
superperiod has 12 quadrupole magnets. The operating 
beam energy is 2.5GeV and the maximum beam current is 
200mA. In the usual user-service operation the beam is 
directly injected from the 2.5GeV electron Unac twice a 
day, which was changed from the energy ramping from 
2GeV in October 2002. For the PLS with the natural 
emittance of 18.9 nm-rad, assuming a 1%-betatron 
coupling, the orbit stability requu-ements in position for 
0.1% photon intensity fluctuation at beam lines are 20jim 
for the horizontal plane and 3jj,m for the vertical plane. 

From the operation data of two years since 2000, it was 
clearly seen that the magnitude of the slow orbit 
movement, which is below 0.1 Hz in the frequency range, 
is much larger than that of the fast one that is mainly due 
to magnet power supply ripple, and particularly the orbit 
movement in the vertical plane is an order of magnitude 
larger than the orbit stability requirement. A simultaneous 
change in both horizontal and vertical planes is typical in 
the slow orbit movement: the average change in the 
horizontal plane and the rms change in the vertical plane, 
and the slow orbit movement is correlated witfi the 
outside temperature change and dominates during the 
change of season like spring and fall. 

There is also an orbit movement only in the vertical 
plane, while no movement in the horizontal plane, in case 
of rainfall or a localized change of the ambient 
temperature of the storage ring tunnel. Even though 
regular survey alignment is performed twice a year at the 
PLS, ground settling and ground diffusion result in 
changes of the position of each magnet during the 
machine operation time. 

This paper describes the effects of various 
environmental factors on the slow orbit movement at the 
PLS storage ring by analysing the accumulated orbit data 
since 2000. Factors are investigated in detail such as 
outside temperature, rainfall, tunnel air temperature, LCW 

temperature. In particular, the issue of differential ground 
setflement is emphasized. 

2 ENVIORNMENTAL FACTORS 

The horizontal and vertical movement of the beam 
relative to the quadrupoles can be observed direcdy with 
the BPMs. The number of BPMs installed per superperiod 
(hereinafter "cell") is 9, and totally 108 BPMs. Several 
BPMs show frequent problems or suspicious behaviours. 
Such BPMs (about 14 out of 108) are removed from the 
analysis. 

2.1 Tunnel Air Temperature 

For ambient temperature control the tunnel area is 
divided into six zones each of which covers two cells. The 
tunnel air temperature of each zone is independently 
controlled with a stability of ±0.1 °C by a temperature- 
controlled circulating airflow. The temperature control 
system for each zone controls the average temperature of 
eight temperature sensors that are installed close to the 
quadrupole magnets. Therefore, the ambient tunnel 
temperature must be different from the sensor 
temperatures and not uniform, and a temperature gradient 
along the tunnel or around magnets is unavoidable 
because the airflow is different everywhere and even 
around a single dipole magnet. The ambient temperature 
non-uniformity depends on the airflow rate and flow 
mixing in the tunnel. 

Figure 1 shows the sensor temperatures at cell 9, 10, 
and 11, and BPM readings in the vertical plane at cell 5 
when the supply air temperature for cell 10 and 11 
changed abruptly by about +1°C for 3 hours. At the event 
the tunnel air temperature at cell 10 increases by 0.42°C, 
a very small change in cell 9 and 11, and no change in 
other cells. The BPM readings started to change at the 
onset of change of supply air temperature, around 5:30 
AM. The resultant rms change in the vertical orbit is 
about 20|xm. However, no change is observed in the 
horizontal plane. 

At the temperature-changing area there might be a 
position change of quadrupole magnet in the vertical 
direction rather than the horizontal direction. Each cell 
has two sector girders on which 12 quadrupole magnets 
are installed. It is difficult to estimate the accurate 
position change of each quad when the ambient tunnel 
temperature changes. The deformation of the 10-m long 
sector girder is so complex that each quad on the sector 
girder changes its position very differentiy. 

♦Supported by Ministry of Science and Technology, Korea. 
*hskang@postech.ac.kr 
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2.2 LCW Temperature 

The LCW control system supplies the cooling water 
with a stability of ±0.1 °C to all magnets, vacuum 
chambers, and photon stops. The closed orbit looks likes 
to be affected by magnet temperature change that is 
directly related to the LCW temperature. The structural 
change of magnet poles, especially, of quadrupole magnet 
contributes to orbit movement. 

It is observed that the horizontal orbit is much more 
dependent on the LCW temperature than the vertical orbit. 
However, in the BPM reading there is also a contribution 
from the vacuum chamber movement due to the 
temperature change of the vacuum chambers, especially 
the photon stops where most of photon power is absorbed. 
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Figure 1: The tunnel au- temperature at cell 9, 10, 11 (a) 
and BPMs in the vertical plane at cell 5 (b) when the 
supply air temperature for those cells increases rapidly 
about 1°C for 3 hours. The unit of BPMs in (b) is mm. 

2.3 Weather Effect 

1) Outside Temperature Change 

The differential ground movement is closely related to 
the temperature variation of the surface ground. A 
substantial change of outside temperature can cause a 
temperature variation of the surface ground, which results 
in a differential ground movement. "Substantial change of 

outside temperature" means a continuous change for at 
least a few days, which can induce a ground movement, 
while a diurnal big change for only one day cannot do. 

Even though the tunnel air temperature is well 
controlled by a forced airflow system, which is normally 
a sort of cooling system with a limited flow capacity, the 
outside temperature may affect the tunnel air temperature 
by the increase of heat transfer to the building wall. A 
diurnal change of the outside temperature can affect in 
this case. 

Figure 2 shows the average and rms of the orbit in the 
horizontal and vertical planes without the RF frequency 
feedback. Without the RF frequency feedback the average 
in the horizontal plane changes as much as lOOjim and the 
rms in the vertical orbit changes about 40|.im, which 
exactly follow the change of daily average temperature in 
local area, about 9°C for five days as shown in Fig. 3. 
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Figure 2: The average and rms of the orbit without the RF 
frequency feedback. X and y represent the beam position 
in the horizontal and vertical plane, respectively. The 
ordinates are in mm. 
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Figure 3: The daily average of outside temperature 
from March 26 - April 6, and November 19-28,2002. 

The rms in the vertical plane changes slowly about 
40|a.m with the same time-correlation as the average in the 
horizontal plane as shown in Fig. 2. The time-correlation 
between the. horizontal orbit drift and the COD in the 
vertical plane implies that both are caused by the same 
source. The COD in the vertical plane is mainly affected 
by two factors: one is the quadrupole magnet alignment 
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errors which vary as the ground movement and the tunnel 
air tennperature, and the other is sqew quadrupole field. 

A measurement of the rms of vertical orbit and the 
average of horizontal orbit as a function of RF frequency 
shows that when the horizontal orbit moves about 100|im 
by changing the RF frequency, simulating the same 
change of Fig. 2, the rms in the vertical plane changes 
only 4iim, very small compared to 40|jm of Fig. 2. 

The changes of the rms in the vertical plane as shown 
in Fig. 2 result mainly from the change of quadrupole 
magnet positions which seem to be affected by the outside 
temperature change. However, it is difficuh to estimate 
the differential ground movement with respect to the 
outside temperature because geological problem is 
complex and too many variables are imknown. 

2) Rainfall 

When it rains, some movement of orbit in the vertical 
plane is frequently observed at the PLS. Some of the 
ground movements are clearly correlated to fluctuations 
in the underground water table height. However, the 
average of horizontal and vertical orbit, and the mns of 
horizontal orbit almost unchanged. The changes of rms in 
the vertical plane seem to be due to differential ground 
settlement of the ring tunnel caused by rainfall. 

3 DIFFERENTIAL GROUND 
SETTLEMENT 

The changes of vertical offset between the beam 
position and the centre of quadrupole magnet mainly 
come from differential ground settlement. Ground motion 
is classified as wave dominated, ATL dominated and 
systematic motion dominated [1]. The sources of the slow 
ground motion are atmospheric activity, change of 
underground water, ocean tide, temperature variation of 
the surface ground and so on [2]. 

The very slow ground motion observed in the PLS 
appears to be systematic in time. The tunnel elevation of 
the PLS storage ring has changed continuously. It is seen 
that the peak-to-peak of elevation deviation has increased 
since June 1993, which reached the accumulated value of 
about 22mm as of July 2002. The tunnel floor elevation 
changes in average by about 1.2nmi per year. The ground 
settlement is relatively worse at cell 1, cell 6 and cell 9. 
The rate of this ground motion has decreased over time, 
but preserving the direction of motion. 

From the survey data of almost ten years it is known 
that the ground setdement occurs dominantly between 
July and February of the next year, which implies the 
most change is activated during the period of cold winter 
months. It seems reasonable to think that the differential 
ground settlement is mostly activated by the soil 
shrinkage during the cold winter months after heavy 
rainfall during the rainy months of July to September. 

The vertical positions of quadrupole magnets change in 
a systematic way by the differential ground settlement. 

Figure 4 shows the vertical position changes of 
quadrupole magnets and the tunnel floor elevation 
between February and July 2002, which are the 
differences of the survey data in February and July. The 
positions of quadrupole magnets change smoothly in- 
group and step changes between groups are clearly seen 
because magnets are installed on the sector girders. The 
magnet-to-magnet alignment on each girder stays 
relatively constant over time, but the girders move 
independentiy with respect to each other. 

The slow orbit movement in the vertical plane in the 
PLS storage ring is mainly due to the differential ground 
settiement. 
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Figure 4: The vertical position change from February to 
July 2002; upper figure: quadrupole magnets, lower 
figure: SR tunnel floor elevation. 

4 FEEDDBACK SYSTEM 

In order to achieve the orbit stability of a few [im, a 
global orbit feedback system is absolutely necessary. A 
slow global orbit feedback system using a SVD algorithm 
is being prepared. The RF frequency feedback has been in 
operation since November 2002 to compensate the 
circumference change. With the RF frequency feedback 
the average in the horizontal orbit is bounded within 
±2imi. 

As for the implementation of global orbit feedback 
systern, the reference orbit for the feedback is very 
important and should be re-established at a proper time; 
the analysis of the tunnel ground movement data helps to 
decide when the reference orbit should be re-established. 
And it is important to know the correlation between 
environment factors and those effects on orbit. A better 
understanding of slow orbit movement, sources and 
temporal behaviours, is essential for the orbit feedback. 
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COMMISSIONING OF THE FAST ORBIT FEEDBACK AT SLS 

T. Schilcher, M. Boge, B. Keil, V. Schlott, Paul Scherrer Institut, Villigen, Switzerland 

Abstract 

At the SLS a Fast Orbit Feedback (FOFB) has been de- 
signed to stabilize the closed orbit to the 1 fim level up to 
frequencies of 100 Hz. The feedback is integrated into the 
digital BPM system [1] by means of 12 dedicated digital 
signal processors (DSP) and a fiber optic network. Sub- 
matrices of the "inverted" corrector/BPM response matrix 
are distributed to the BPM stations and corrections are per- 
formed in parallel. First promising commissioning results 
of the FOFB running at 4 kHz orbit sampling rate are pre- 
sented. It is demonstrated that the chosen FOFB concept 
is appropriate and has the potential to reach or even exceed 
the design goals. 

INTRODUCTION 

Orbit stability and reproducibility of the electron beam 
at the location of the radiation source points is a crucial 
requirement at the Swiss Light Source. It is desirable to 
suppress the photon beam fluctuations by at least one order 
of magnitude below the spot size at the experiments. At 
the SLS this translates into electron beam angular stability 
along the insertion device straights below 1 /xrad and into 
beam position stability below 1/lOth of the vertical beam 
size which corresponds to « 1 /xm. A Slow Orbit Feed- 
back (SOFB) working with less than 1 Hz correction rate 
is in operation since August 2001 and succeeded to sta- 
bilize the orbit in both planes to 1 fim RMS [2]. At the 
low beta short straight insertion devices the electron beam 
oscillations could even be reduced to a sub-micron level 
of a^/y w 0.5 /xm. Measurements of the power spectral 
densities at the tune BPM have shown that the main con- 
tributions to orbit perturbations lie in a frequency range 
below 100 Hz (see Tab. 1). Integration up to 100 Hz re- 
sults in beam motions of 0.5 /xm/Vm horizontally and 0.4 
fim/y/m vertically (normalized to the beta function) with- 
out any fast feedback. The average machine beta values for 
the SLS storage ring are P^/y « 10 m at the locations of 
the BPMs. The residual beam motion caused by sources 
given in Tab. 1 as well as additional orbit perturbations in- 
troduced by an increasing number of insertion devices (ED) 
and experimental stations require stabilization by a fast or- 
bit feedback. 

FOFB IMPLEMENTATION 

General Layout 

The layout of the SLS FOFB is based on the structure of 
the "inverted" beam response matrix where only the diag- 
onal and their adjacent coefficients have non zero values. 

Frequency Noise 
Source 

RMS contribution 
horizontal | vertical 

3 Hz booster ramp 0.5 ;um 0.35 /im 
20-35 Hz girder eigen 

frequencies 
0.85 /xm 1.4/xm 

50 Hz line frequency, 
vacuum pumps 

(async.) 

1.2/xm 0.45 /xm 

85 Hz unidentified 0.35 /xm 

Table 1: Main contributions to orbit oscillations at SLS 
without feedback measured at the location of the tune BPM 
with /3x ~ 11 m and ;9j; ~ 18 m. The quadratic sum of 
the contributions yields a RMS value of 1.6 /xm horizon- 
tally and 1.55/xm vertically. 

Therefore, steerer magnet settings are only determined by 
position readings from their closest BPMs [3]. As a resiih, 
the feedback calculations can be decentralized allowing to 
implement the FOFB throughout the twelve BPM stations. 
Each of the twelve stations handles six direct BPM inputs 
and six corrector magnet outputs. The data between adja- 
cent BPM stations are transmitted over a fiber optic point- 
to-point network which reflects the localized structure of 
the "inverted" beam response matrix. 

Integration Issues 

Basis for the FOFB is the real time operation mode of 
the digital BPM (DBPM) system where each BPM elec- 
tronics continuously delivers data at a rate of 4 kHz. This 
rate is the result of down conversion and decimation in the 
digital receivers with their 31.2 MHz ADC clocks locked 
to the 500 MHz ring RF frequency. Presentiy, the 4 kHz 
data streams of the 72 digital BPMs are not synchronous to 
each other. Thus, the FOFB has to wait for die latest data 
acquisition before a new orbit correction can be calculated 
although the transfer time for BPM data between the dif- 
ferent sectors takes only 8 /xs. The asynchronous data rate 
introduces an additional delay of maximal one feedback cy- 
cle which amounts to 250 /xs. This delay will be eliminated 
by a DBPM firmware upgrade. The passband width of each 
BPM is set to 2 kHz by means of programmable filters on 
the digital receiver. It results in a resolution of 1.2 /xm and 
typical group delays of about 300-600 /xs. The numerical 
controlled oscillator (NCO) frequencies on the DDCs are 
adjusted to the main RF frequency. An automatic loop on 
the BPM low level control system tracks the ring RF fre- 
quency and reprograms the NCO frequencies to keep the 
BPM signal in the passband width of the DDCs. This be- 
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comes important when even smaller passband widths of the 
BPMs are envisaged in order to reduce noise and group 
delays in the DDCs and hence to increase the bandwidth 
of the feedback loop. Frequency changes are necessary 
since horizontal path length effects are taken into account 
by the FOFB as well. Off-energy orbits are not corrected 
by the steerer magnets but by adjustments of the RF fre- 
quency. It is therefore necessary to subtract the dispersion 
orbit from the measured orbit before a correction is applied. 
The dispersion orbit is extracted on the DSP level by a one 
dunensional SVD fit on the position data from three sec- 
tors, which corresponds to 18 BPM readings. Whenever 
the fitted RF frequency error exceeds 5 Hz (equivalent to 
dP/P~ 2 • 10~^) a high level application on the beam dy- 
namics model server [4] corrects the RF frequency. 

The start of the fast orbit feedback is performed in a se- 
quence where the central high level orbit correction appli- 
cation (former 'slow orbit feedback, SOFB') corrects the 
electron beam to the required reference orbit within 5 fim 
and adjusts the RF frequency. Subsequently, all necessary 
feedback parameters including the inverted response sub- 
matrices and PID control parameters are downloaded to the 
DSPs at the twelve BPM stations. A global trigger from 
the timing system starts the FOFB on all BPM stations 
synchronously. Since the same number of correctors and 
BPMs are used to constrain the orbit to the "Grolden Orbit" 
at each of the 72 BPM locations, it is indispensable to rely 
on each single position reading. BPM pickup cross checks 
of the four RF buttons have therefore been implemented on 
the DSP in order to detect BPMs with spurious bad read- 
ings. If the sums of the two diagonal BPM button raw val- 
ues do not agree within a predefined level (default 20%) the 
reading is considered to be faulty. In such a case, the DSP 
disables the BPM and stops the feedback in this particular 
sector because the structure of the "inverted" response sub- 
matrices are not appropriate anymore. The halt of the feed- 
back loop on one BPM station also directly affects the two 
adjacent sectors which do not get position readings over the 
fiber links anymore and consequently skip the correction 
cycles with 'data timeouts'. The localized structure of the 
fast orbit feedback allows this type of asymmetric opera- 
tion mode. Nevertheless the feedback is then automatically 
stopped by the EPICS control system which permanenfly 
monitors the status of all sectors. The high level orbit con- 
trol application reloads a new set of sub-matrices where 
the particular faulty BPM is disabled and finally restarts 
the feedback. This scenario has already been successfully 
tested during machine development shifts. 

Feedback Characterization 

Besides the different components in the feedback loop 
like corrector magnets, vacuum chambers, BPM system 
and global BPM data distribution, the overall performance 
of the feedback system depends on the type of the digi- 
tal controller. Presently, a simple PID controller has been 
implemented. The horizontal and vertical open loop trans- 

fer functions from a corrector magnet to its closest BPM 
(nearly no phase advance) have been measured (see Fig. 1) 
in order to optimize the feedback parameters. The underly- 
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Figure 1: Horizontal and vertical open loop transfer func- 
tions of the fast orbit feedback. The model of the fit con- 
sists of a series of a first (bandwidth-1) and fifth order 
(bandwidth 2) low pass filters and a time delay. 

ing model of the fitted data comprises a first order low pass 
filter representing DDC filters, corrector magnet, vacuum 
chamber and eddy currents, a fifth order low pass filter for 
the digital power supplies and a time delay for the digital 
processing. The fit predicts first order low pass bandwidths 
of « 355 Hz horizontally and w 830 Hz vertically indicat- 
ing the asymmetry of the SLS storage ring vacuum cham- 
ber. Independent laboratory measurements of the digital 
power supplies showed a fifth order low pass filter charac- 
teristics with a small signal bandwidth [5] of 2 kHz. Delay 
times through the digital processing chain were determined 
to ?s 300 fj.s for the digital receivers, « 60 /zs for the first 
DSP for beam position calculations, w 70 /xs for the feed- 
back algorithm in the second DSP and 160 fis to transfer 
the correction values to the power supplies. A maximum of 
250 /is have to be accounted for the global data exchange 
due to the asynchronous transfer. Therefore a total digital 
time delay of around 700 /xs corresponding to 3 correction 
cycles were used in the fit. 

RESULTS 

Up to now, the FOFB was operated only during machine 
development shifts. The tune BPM has been chosen for 
monitoring the FOFB performance since it is not part of 
the feedback loop and therefore allows a more objective 
analysis of beam oscillations. Although the observed orbit 
excitations vary over time. Tab. 1 gives an overview of the 
main beam noise sources and their typical contributions to 
the position RMS value at the location of the tune BPM. 
Note, the beta functions at this BPM amount to /3a: ~ 11 m 
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and I3y ~ 18 m while the average machine beta values are 
Px/y « 10 m at the location of the BPMs. The measured 
power spectral densities of both planes (see Fig. 2) show 
snapshots of the orbit excitations at the tune BPM with and 
without feedback. The dominant noise sources in the fre- 

40 60 
frequency [Hz] 

100 

Figure 2: Snapshots of the horizontal and vertical power 
spectral densities measured with the digital BPM system at 
the location of the tune BPM. 

quency range up to 100 Hz as indicated in Tab. 1 could be 
suppressed from 1.7 nm to 1.4 //m horizontally and from 
1.5 /xm to 0.9 fim vertically. Fig. 3 shows the measured 
vertical closed loop transfer function for non-optimized PI 
start parameters. The differential control has not been ap- 
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Figure 3: Measured vertical closed loop transfer function 
with moderate PI parameter settings. The amplitude curve 
shows the maximal suppression of orbit perturbations at the 
locations of the BPMs. 

plied so far. According to the transfer function unity gain 
is reached at 80 Hz and moderate amplifications can be ob- 
served up to 400 Hz. The integrated RMS orbit motions 
were enlarged from 0.95 /xm to 1.1 /xm horizontally and 
from 0.95 firatol .2 fjm vertically. 

Two excitation of the electron beam at frequencies of 76 
and 95 Hz are most likely due to numerical rounding errors 
in the digital receivers. This effect can be eliminated by ad- 
justing the internal gain settings in the DBPM system. The 
integrated position RMS values with and without feedback 
are summarized in Tab. 2. 

FOFB 
0.5-100 Hz* 
100-400 Hz* 

horizontal 
off on 

1.7 nm 
0.95 urn 

1.4/xm 
1.1 nm 

vertical 
off 

1.5 /um 
0.95 fj,m. 

0.9/im 
1.2 ^m 

Table 2: Integrated position RMS values at the location of 
the tune BPM (/3^ ~ 11 m, ;9y ~ 18 m). 
*These figures still contain the sensor noise contribution which is 
not clearly quantified yet. 

CONCLUSION AND PERSPECTIVES 
The commissioning of the SLS FOFB has just started 

and first results have been jpresented. Its conceptional de- 
sign could be successfully demonstrated. Focus during the 
first measurements was the commissioning of the feedback 
components rather than optimization of the performance. 

To reach the FOFB design goals of integrated sub- 
micron orbit stability up to 100 Hz in both planes, sev- 
eral improvements will be accomplished during the further 
commissioning. An upgrade of the DDC firmware to syn- 
chronize the 4 kHz BPM outputs will reduce the digital 
feedback delay by 240 /xs. Beside this, the data trans- 
fer from the DSP to the power supply controller which 
presently takes place via the IOC of the control system 
will be short cut. Both upgrades will reduce the digital la- 
tency and consequently increase the loop bandwidth. Op- 
timizations of PID parameters are required to achieve m- 
creased feedback performance. Recent laboratory studies 
have shown the potential to reduce the BPM noise clearly 
below 1 /xm even at 2 kHz bandwidth. Furthermore, long 
term and power spectral densities measurements at several 
locations especially close to the insertion devices as well 
as X-ray BPM measurements will be necessary in order to 
quantify the residual position RMS values of the orbit. 
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LOW-MODE COUPLED BUNCH FEEDBACK CHANNEL FOR PEP-H* 

L. Beckman^ N. Hassanpour, L. Sapozhnikov, D. Teytelman, J. Fox 
Stanford Linear Accelerator Center, Menlo Park, CA 94025, USA 

Abstract 

Both the HER and LER of PEP-II use broadband lon- 
gitudinal multi-bunch feedback systems which process all 
coupled-bunch modes in the machine spanning a 119 MHz 
bandwidth. Roughly 1 MHz of this bandwidth includes 
modes driven by impedance related to the RF cavity fun- 
damental. 

The longitudinal modes within the cavity bandwidth are 
processed by the all-mode broadband systems, though the 
correction signal is applied to the beam via a path through 
the broadband kicker, as well as through a special woofer 
channel which uses the RF system to apply low-mode cor- 
rection signals to the beam. As there are two correction 
paths, with differing group delay and frequency response, 
yet only one adjustable processing channel, it is difficult 
to get an optimal low-frequency ("woofer") response if 
the broadband feedback path is configured to best control 
HOM driven instabiUties. 

A new low-mode processmg channel has been designed 
to provide an independent means of providing the low- 
mode correction signal. It is a digital channel, operating at 
a 10 MHz sampling rate, and incorporating programmable 
12 tap FIR control filters. This channel, implemented using 
EPLD technology, allows more optimal gain and phase ad- 
justment of the woofer control path, with lower group delay 
allowing higher gain. This extra flexibility and higher gain 
will be usefiil m future high-current PEP-H operation. The 
design of the control channel is illustrated, and a possible 
control filter with system dynamics is described. 

INTRODUCTION 

The RF systems in PEP-H use room temperature cop- 
per cavities, with HOM damping and complex LLRF feed- 
back loops to control the impedances seen by the circu- 
lating beam [I, 2]. This RF system has been successfully 
operated at design currents, though the growth rates of low 
longitudinal modes within the RF system bandwidth have 
been measured to be significantly (factors of 5 to 20) higher 
than estimated by simulations during system design [3]. To 
control these low longitudinal modes the systems have been 
using a processing channel [4] to extract low mode longitu- 
dinal motion signals from the broadband control path and 
inject this correction signal in the RF system itself, using 
the klystrons as a power source to make correction fields. 

The maximum damping rate that this "woofer" can pro- 
vide is limited by the combination of the bandwidth of con- 
trol required, the gain required, phase non-linearities in the 

*Work supported by Department of Energy contract DE-AC03- 
76SF00515. 

^ lbecknian@slac.stanford.edu 

control path and the time delay around the control path, 
which physically spans several sections of the 2.2 kilome- 
ter machine circumference. The broadband multi-bunch 
feedback control filters are optimized to have best damp- 
ing for signals applied to the beam via the broadband all- 
mode kickers and power amplifiers. Using the RF cavities 
as a kicker path requires extra time delays to align the cor- 
rection signal with the proper bunches (which can be up to 
12/3 of a revolution), and the phase response of the control 
filter is not optimum for this longer path. Figure 1 shows 
the maximum damping rate the existing woofer implemen- 
tation can provide as a function of feedback path gain. The 
maximum damping rate of -1.5 ms~^ at the 1580 mA cur- 
rent limits the allowable instability growth rates of the low 
modes - turning up the gain in the channel simply reduces 
the damping while adding a large reactive mne shift. As 
the growth rates increase with current, the measured re- 
sults suggest that the existing implementation will become 
marginal in effectiveness at operating currents much above 
the design level. 

PEP-II LER: 729 bunches; 1580 mk,X = 0.3 ms"^ 

-1 -0.5 
9l(p) (ms-') 

Figure 1: Gain-locus plot showing the maximum damping pos- 
sible through the woofer in the PEP-II LER. With no gain the 
instability growth rate for the most unstable mode is 0.3 ms~^. 
With increasing woofer gain a maximum damping of -1.5 ms~^ 
is reached. Increasing the channel gain beyond this point sim- 
ply produces greater reactive tune shift, as well as less resistive 
damping. 

A LOW-GROUP DELAY WOOFER 

One path to achieving control at higher operating cur- 
rents is to reduce the time delay around the feedback loop, 
which allows higher loop gain. To implement this path re- 
quires a control channel independent of the existing down- 
sampled DSP farm. This non-downsampled path can sam- 
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pie at a rate lower than the bunch crossing rate if it is only 
to control a fraction of the 119 MHz bandwidth (just the 
low-modes within the cavity bandwidth), rather than the 
full span of coupled-bunch modes. Such a channel is also 
advantageous in that it can be independently adjusted to 
optimize the control loop gain and phase to achieve best 
damping using the RF cavities in the control loop. 

The low group delay woofer is based around a 10 MHz 
sampling rate FIR filter, structured so that the delay be- 
tween taps is exactly one revolution period at the sampling 
rate. The system can be thought of as a macrobunch-by- 
macrobunch feedback system, where the information on 
the oscillation coordinates of a group of bunches is aver- 
aged into a "macrobunch". In essence the lowest normal 
modes of bunch motion involve small variations in oscil- 
lation phase between neighbor bunches, so that the motion 
of a "macrobunch" is a good measure of the collective low- 
mode motion of that sub-group of bunches. 

DESIGN FEATURES 

The sampling clock is derived from the RF system mas- 
ter oscillator in the existing back-end module, using a PIT, 
to generate a bunch synchronous sampling clock at 72x the 
revolution frequency. The baseband bunch phase oscilla- 
tion signal from the broadband longitudinal system is split 
off, low pass filtered and digitized with 12 bit resolution. 
The output data path is converted back to baseband in a 12 
bit D/A, and this computed correction is then re-sampled 
in the existing back-end module and transmitted to the RF 
stations. [5] 

As shown in Figure 2 the data path is 8 bits wide, and 
the filter implements 16 bit coefficients with a 28 bit output 
accumulator. To allow final gain adjustment, independent 
of the coefficient values, the design includes a "shift gain" 
output register that allows post-computation shifting of the 
output result of up to 15 bits (scaling the gain by 2^), and 
includes arithmetic saturation in the output logic. 

The filter coefficients are stored as a set of 2 possible 
coefficient sets, so that the filter can be changed on the fly 
by selecting a filter set. This structure allows a number 
of transient-domain measurements of the dynamics to be 
made [6]. A 128 KB block of diagnostic memory is in- 
cluded in the design, and this memory can either record 
beam motion while the filter runs (or switches), or play 
back sequences though the output D/A to drive the system 
for diagnostic or measurement purposes. 

The prototype is controlled via a parallel interface from a 
host computer, and the interface memory maps the various 
control registers, coefficient registers, and diagnostic mem- 
ory. A simple user interface has been prototyped allowing 
the selection of filter coefficient sets, shift gains, etc. via a 
graphical panel. 

The design has been prototyped using a commercial Xil- 
inx evaluation board from GV Associates [7], which in- 
cludes a pair of Xilinx XC4085XLA FPGA devices, the 
A/D and D/A components, diagnostic memories and a gen- 
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Figure 2: Block Diagram of the EPLD implemented 12 tap FIR 
filter. The figure explicitly shows 5 taps; the structure of the adder 
tree is shown where it is extended for the 12 tap filter, with 12 
coefficients and multipliers. Also shown is a diagnosfic memory 
used for transient domain measurements. 

eral purpose parallel interface. The evaluation board envi- 
ronment is an excellent platform to evaluate various archi- 
tectures and test this approach on real beam signals. 

SIMULATIONS OF THE DYNAMICS OF 
LOW-MODES 

To estimate the performance of this system, a simple 
dynamic model has been constructed, which models the 
low-mode feedback filter, RF system and beam, though the 
beam model is a simplified treatment of an unstable har- 
monic oscillator with parameters derived from measure- 
ments of the actual machine. There are numerous possi- 
ble control filters, and Figure 3 presents the baseband fre- 
quency response for the filter used in our initial simula- 
tions. This baseband control filter is then folded around all 
the 36 revolution harmonics in the system bandwidth.The 
frequency response of this filter peaks at 12 KHz, a fre- 
quency well above the 5.5 KHz synchrotron frequency. 
This high-frequency gain is a consequence of the low- 
group delay processing. A filter more narrowly peaked 
around the synchrotron frequency must inherently have a 
longer processing or group delay as it must take more sam- 
ples and time to define the synchrotron frequency. Hence 
this processing approach achieves the low group delay, as 
desired, but the system is now sensitive to extraneous noise 
or beam signals above the synchrotron frequency, and the 
system must not saturate on these signals, even though the 
filter has 10 dB more gain at these high frequencies com- 
pared to the synchrotron frequency. 
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Magnitude response PEP-II HER: 1100 bunches; 1100 mA;X = 1.5 ms'^ 
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Figure 3: Magnitude and phase responses for a proposed 12 tap 
FIR filter for the low group delay processing channel. This filter 
is designed for the PEP-II HER, with a synchrotron fi-equency of 
5.5 KHz. The low group delay filter provides the damping phase 
shift of 90 degrees with 44 dB of gain at this frequency, though 
the 54 dB maximum gain of the filter is found at 12 KHz 

A LOW-GROUP DELAY WOOFER 

Figure 4 presents a gain locus plot for a possible filter 
candidate. The filter shows the unstable pole with no feed- 
back, and shows the damping increasing with increasing 
system gain. There is a maximum usefiil gain, above which 
the damping decreases with significant tune shifts. This 
sunulation result suggests this type of filter could provide 
damping rates in the PEP-II HER of the order of 4 ms ~^ 
before excessive tune shifts are created, or roughly a factor 
of three better than the existing implementation. Such an 
improvement would be a significant increase in the oper- 
ating margins and headroom at the design current, though 
exacdy what ultimate higher operating current such a filter 
might control requires more study. 

CONCLUSIONS AND FUTURE 
DIRECTIONS 

The core processing functions are compiled and func- 
tioning, as is the interface to the FIR filter fimctions from 
a host PC. We are in the process of verifying the dynamic 
range and ftmctioning of the processing channel, and com- 
paring the measured behavior to that expected from simu- 
lations. We expect to be able to run the low-mode woofer 
as a control element of the PEP-II LER in summer machine 
physics opportunities. A careful study is necessary to ver- 
ify that this approach is feasible, given the concerns about 
noise saturation of the filter, and that it actually offers a 
damping rate improvement over the existing control path 
in the broadband feedback. Finally, there is considerable 
room to develop optimized filters, of various forms, that 
may well offer better control dynamics and allow higher 
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Figure 4: Gain locus study for a proposed woofer filter for the 
PEP-II HER. The unstable growth rate without feedback is 1.5 
ms"-' at 1100 mA. Increasing the woofer gain to the 44 dB of 
Figure 3 produces damping rates of -4 ms""-. 

gain. Efforts to understand these options are at very pre- 
hminary stages. 
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Abstract 
The global orbit feedback system plays a crucial role in 

the operation of the Taiwan Light Source (TLS). Various 
issues must be addressed to achieve maximize 
performance. The orbit feedback system was upgraded 
recently to meet increasing demand. Based upon 
operational experience during the last few years, a new 
system was designed to provide an environment for easy 
maintenance, real-time monitoring of performance, and 
trouble-shooting of the feedback loop. Highly robust and 
flexible controllers are now also supported. A 
general-purpose CPU real-time operation system has 
replaced the former DSP boards to reduce the resources 
required and provide a superior software development 
environment. Performance analysis tools were also 
developed to monitor system performance. Highly 
integrated Commercial Off-The Shelf products (COTS) 
were used to support various beam studies and evaluation 
of the performance of the system. The implementation of 
these systems is discussed herein. 

INTRODUCTION 
An orbit feedback system is used to eliminate orbit 

variation due to various sources of perturbations. Efforts 
to increase the stability of the orbit began in 1995, by the 
orbit feedback system. This orbit feedback system has 
been incorporated with insertion devices, including an 
undulator (U5 and U9) and an elliptical polarized 
undulator (EPU5.6). Orbit drift is suppressed and a low 
frequency oscillation is achieved. The orbit feedback 
system in the storage ring of the SRRC is being upgraded 
to improve its performance. This effort includes 
increasing the feedback bandwidth, increasing the 
sampling rate, compensating for the eddy current effect of 
the vacuum chamber with the filter, and improving the 
performance and robustness of the control rules. This 
report summarizes the status of the development of the 
orbit feedback in the NSRRC. 

OLD ORBIT FEEDBACK SYSTEM 
The old digital orbit feedback system [1,2] is a 

two-crate feedback system. One crate is for data 
acquisition; the other crate is for digital signal processing 
includes of controller, filters, calculates the response 
matrix a. The feedback controller is based on a PID 
algorithm. Digital filtering techniques were used to 
remove noise fro the reading of the position of the 
electron beam, to compensate for the eddy current effect 

of the vacuum chamber, and to increase the bandwidth of 
the orbit feedback loop. The infi-astructure of the digital 
orbit feedback system consists of an orbit acquisition 
system, gigabit fiber links, digital signal processing 
hardware/sofbvare, and high-precision digital-to-analog 
converters. 

Figure 1: Original hardware environment of the orbit 
feedback system. 

Hardware structure 

The old system consists of two VME crates. One is the 
orbit server VME crate, others is the corrector and 
computation VME crate. Within the corrector and 
computation server, a VME bus to ISA bus adapter is used 
to provide PC and VME crate commxmication. Figure 1 
shows the hardware configuration of the corrector node 
and the orbit node in the NSRRC. The low layer is a VME 
crate system that includes a PowerPC 604e CPU board 
and I/O interface cards. The CPU board includes a 
PowerPC microprocessor, 32 mega-bytes of on-board 
memory, an RS-232, PMC sites and Ethernet ports. The 
fi-ont-end devices are connected to this system via 
interfaces for analog I/O, digital I/O, and so on. A 
PowerPC-based server system is used as the TFTP file 
server for dovraloads of the OS and to mount the disk of 
the network file server (NFS). All application programs 
are stored on the disk on the server. These programs are 
developed and debugged at the client node to relieve the 
loading on the server. Embedded in the single board 
computer of the VME bus, the real-time multi-tasking 
kernel provides satisfactory performance, reliability and a 
rich set of system services. A new device can be easily 
created merely by modifying the device table file, by 
editing it on line. The system can automatically boot and 
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execute various applications in every VME node in the 
same operating system environment. The system timing 
was improved to one millisecond using a VME interrupt. 
The bus adapter is fit into slot 1 of the VME crate, to be 
as a system controller. All programs were developed and 
debugged on a PC and downloaded to the DSP board. The 
DSP board, carrying a TMS320C40 module, handled all 
signal processing, and included a digital low pass filter 
(LPF) and PID controller. 

UPGRADE ISSUES 
The existing orbit feedback system was a C'4x DSP 

based system. The DSP module was installed in the 
corrector control VME crate. The host computer of the 
corrector node handled interrupt requests and generated 
two trigger events that were sent to DSP. One was for 
vertical orbit feedback; other was for horizontal orbit 
feedback. The system was nearly ten years old and 
outdated in terms of performance, features and 
integration. 

The demand of orbit feedback system have increased 
dramatically during the last decade. More BPM signals 
and correctors are required in the feedback loops. In 
particular, several insertion devices had to be able to be 
moved at the same time. A simple look-up table 
correction scheme doe not suffice for this dynamic 
request. The orbit feedback system had to be upgraded for 
several reasons, to improve the maintainability and 
stability of the system. The DSP board of the original 
feedback system is embedded in the corrector control 
VME crate, which situation is inconvenient for 
developing a feedback system. The impact of machine 
operation and research on the control algorithm 
development was a problem. Secondly, the system was 
implemented in 1995 with a slow DSP board; the 
fimctionality of the feedback loop was therefore limited. 
Not enough computing power was available to meet the 
increasing demand of the increasing number of BPMs and 
correctors. The control algorithm implement was also 
limited due to the computing power. In the new 
implementation, the feedback calculation will be 
performed on a separate VME crate. The feedback 
controller is decoupled to the feedback node processor 
fi-om corrector node. The upgraded system includes three 
VME crates - the BPM node, the corrector node and the 
feedback node, as shown in the figure 5. These three 
nodes are connected by reflective memory. Several of the 
fiber link reflective memory cards are tied together by one 
dedicated reflective hub that simplifies the routing of the 
fiber link. The corrector node handles the power-supply 
control. The existing DSP systems have migrated to 
PowerPC 7410 (G4) architectures for greater 
performance, ease of use, and access to opening 
standards. The PowerPC handles feedback control, the 
calculation of the control algorithm and the conversion of 
the orbit information signal to the corrective action of the 
corrector. The correction value results are sent to the 

corrector node with fiber link. In the same time, the 
synchrotron event is broadcasted fi-om BPM node and 
sends to corrector node and feedback node with fiber link. 

The processor of feedback node handles more 
multi-input and multi-output controller loops in each 
mill-second period. Although the new-generation DSPs, 
such as TMS320C6201 or TMS320C6701 fi-om Texas 
Instruments, can meet this request, maintenance is 
problematic and parts are expensive. The general-purpose 
CPU with a real-time OS also met our specification of 
feedback control, but isn't the disadvantage of DSP. The 
more important issue is that save time in the developing 
the upgrade. 

The PowerPC is belong to a kind of general purpose 
CPU that is based on Motorola's AltiVec technology, 
specifically on the fourth-generation MPC74xx. Digital 
signal processing applications are beginning to migrate 
from a traditional DSP environment to a RISC 
environment. Motorola has been increasing the processing 
power of the PowerPC, to increase the speed and 
flexibility of an already impressive portfolio of DSPs, 
such as by introducing new parts from the C6000 family 
of Texas Instruments. Table 1 presents some of the 
processors available from Texas Instruments and 
Motorola that can be used to meet upgrade requirements 
in the fiiture. 

Table 1: List of processors for orbit feedback. 
Manufacturer Processor Part Number 

Texas Instruments C6415 TMS320C6415 
Texas Instruments C6203 TMS320C6203 
Texas Instruments C6701 TMS320C6701 

Motorola 7410 MPC7410 

Table 2: Speed and benchmarks of DSP and PowerPC. 
The 7410 can perform up to 16 parallel integer 
calculations on 8-bit data per cycle, so the MIPS number: 
is 16 multiplied by 500 MHz to 8000 MIPS. Some 7410 
instructions involve 8 calculations per cycle. 

C6415 C6203 C6701 7410 
Clock(MHz) 600 300 167 500 

Instruction Cycle 
(ns) 

1.67 3.33 6 2 

instruction Per Cycle 1-8 1-8 1-8 1-3 
Peak MIPS 4800 2400 1336 917' 

Floating-Point 
Operations Per 

Cycle 

1-6 A' 

Peak MFLOPS - - 1000 2000 

A first view of the performance of the processor can 
be obtained by comparing clock speeds and peak 
processing power, as shown in Table 2. Both DSP and the 
PowerPC solution can meet the requirements of orbit 
feedback. However, the PowerPC was chosen since it is to 
be compatible with the existing control system. 
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Figure 2: Relationship between software processes. 

SOFTWARE TASK MANAGEMENT 
The main tasks of the software in the feedback node 

include housekeeping, horizontal orbit control and vertical 
orbit control thread process. The housekeeping thread 
handles the transportation of control parameters; the VME 
interrupts acknowledge and thread broadcast events. Two 
orbit control threads handle global data access, digital 
filtering and the FID controller. The control parameters 
include the PE) coefficient, the filter coefficient, feedback 
on/off and other special applications. The network process 
receives these parameters and saves them to the 
inter-process data pool from the console over the Ethernet. 
The inter-process data pool supports data exchange 
between different tasks. The global data pool handles data 
exchange between different VME crates and different 
threads. The housekeeping thread broadcasts an event to 
other threads when the interrupt is acknowledged from the 
VME bus. Two orbit feedback threads are always waiting 
until such an event is received. The threads are 
synchronized at the same time to prevent two the 
feedback controls of plane in the data access specifically. 

CURRENT STATUS 
The new hardware structure is based on the old system. 

The feedback loop is divided into a VME crate separate 
from the original corrector node. The sub-components of 
the feedback node were tested successfiilly. These 
components support VME interrupt requests, VME bus 
access, signal processing and the controller loop. Figure 2 
presents the new system block diagram. The system 
process rate is close to IKHz, with two-planes orbit 
feedback. Figure 3 shows details the process timing. The 
signal in line 1 is close to 1 millisecond, which is the 
sampling rate of the system. Two feedback loops are 
processed timing simultaneously as shown in line 2 of 
figure 3, take 70 microseconds in two planes. This period 
time includes filtering, PID calculation and 60 BPM 
readings and 36 corrector settings. The multi-thread 
technique is applied to the feedback control. The latency 
time in the line2 of figure 3 is 50 microseconds due to bus 
arbitration of CPU. The threads technique keeps from 
processes are interfered each other. Optimization of the 
orbit feedback system is ongoing. 

IB-^ [0.00000 s 

Figure 4: Timing measurement. 
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OPERATION OF THE DIGITAL MULTI-BUNCH FEEDBACK SYSTEMS 
AT ELETTRA 

D. Bulfone, V. Forchi', M. Lonza, L. Zambon, Sincrotrone Trieste, Trieste, Italy 
M. Dehler, Paul Scherrer Institut, Villigen, Switzeriand 

Abstract 
Bunch-by-bunch feedback systems have been installed 

at ELETTRA to counteract coupled-bunch instabilities. 
Following a novel approach both the transverse and the 
longitudinal systems rely on the same type of 
programmable digital processing electronics executing the 
proper software. After a description of the overall 
machine scenario in which the transverse systems are 
operated, the status of the longitudinal feedback 
commissioning is given. 

OPERATION OF THE TRANSVERSE 
FEEDBACK SYSTEMS 

Digital bunch-by-bunch Transverse and Longitudinal 
Multi-Bunch Feedback (TMBF and LMBF) systems have 
been developed in collaboration between ELETTRA and 
the Swiss Light Source (SLS). Their characteristics and 
diagnostic capabilities are described in [1,2]. 

The first TMBF acting on the vertical plane has been 
routinely operating since November 2001 during the users 
shifts at 2.4 GeV (140 mA). At this energy a suitable 
setting of the cavity temperatures and higher order mode 
shifters can damp longitudinal instabilities. Horizontal 
instabilities are removed by increasing the strength of the 
harmonic sextupoles, which broaden the tune spread with 
amplitude of the electrons within the bunch. The resulting 
reduction in dynamic aperture affects the beam lifetime 
that nevertheless is still about 26 hours at 140 mA. 

The 2 GeV (330 mA) scenario has significantly 
improved after the recent installation and cool down of 
the Superconducting 3rd Harmonic Cavity (S3HC) [3]. In 
addition to providing a better lifetime, the S3HC has a 
damping effect on the longitudinal instabilities, which can 
be completely eliminated by increasing the multi-bunch 
contiguous filling adopted during user shifts from 80 to 
90%. The mstallation of a second TMBF system for the 
horizontal plane has further enhanced the 2 GeV scenario. 
The harmonic sextupoles setting could be restored to the 
nominal value with a considerable gain in lifetime. In this 
configuration a coupled-bunch instability free beam is 
dehvered to the users also at 2 GeV and the lifetime at 
300 mA is about twice the theoretical value. Further 
optimizations are in progress together with the full 
characterization of the S3HC. 

Since their installation the operation of the TMBF 
systems has been effective and reliable. They are 
integrated in the ELETTRA control system with the init, 
run and standby procedures fully automated and easily 
activated from the control room panels running on the 
UNIX consoles. 

LONGITUDINAL FEEDBACK SYSTEM 
COMMISSIONING 

Back-End 
Figure 1 shows the block diagram of the LMBF back- 

end. The 250 MHz bandwidth base-band signal generated 
by the DAC, which contains the longitudinal kick values 
for each of the 432 2 ns spaced bunches, is amplitude 
modulated (SSB modulation) using a coherent carrier at 
3*fRF. The broadband signal is then amplified by a 250 W 
TWT (Travelling Wave Tube) power amplifier followed 
by a circulator that protects the amplifier against 
backward power coming from the kicker. The power 
signal is brought into the accelerator tunnel by a 7/8" 
coaxial cable and then split to drive the four wave-guide 
input ports of the kicker. The four output ports are 
terminated with 50 Ohm power loads installed nearby the 
kicker. 

s 

DAC 
S.  0-250 MHz 

SSB 
Modulator 

—» 
Circulator 

OH 5oa 
Load / 

Figure 1: Block diagram of the longitudinal feedback 
back-end. 

The installation of the longitudinal kicker (figure 2) 
was smooth and no additional coupled bunch modes have 
been observed in the beam, proving that it behaves as 
expected with respect to Higher Order Modes (HOMs) 
[4]. 

Particular care has been taken to optimize the operation 
of the back-end considering that the kicker behaves like a 
resonant cavity at 11/4 fRp frequency. The bunch-by- 
bunch approach adopted by the digital multi-bunch 
feedback systems considers each bunch as an independent 
oscillator that can be damped by applying a dedicated 
feedback loop. This implies that the correcting kick for 
each bunch must not perturb the adjacent bunches, i.e. the 
voltage signal must have a maximum when the selected 
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bunch passes through the kicker and must be zero for the 
preceding and following bunches. 

Figure 2: The longitudinal kicker installed at ELETTRA. 

Starting from the SSB modulation scheme as described 
in [2], a number of modifications have been carried out to 
improve the time domain response of the back-end. The 
resulting response to a 2 ns long square pulse (i.e. the 
correction value for a given bunch generated by the DAC) 
measured on the kicker HOM coupler output is shown in 
figure 3. The signal features zero crossings at 2 ns from 
the maximum, while before/after 4 ns the voltage is 
negligible. 

Tek Run: lO.OGS/s     Average 

OOi zo.omVQ -^     -^    M 1.00ns chi \    H.SmV' 

Figure 3: Back-end response to a 2 ns long square pulse 
generated by the DAC measured on the kicker HOM 
coupler output. 

Longitudinal Feedback DSP Software 
The same type of digital processing electronics used for 

the TMBF systems can be employed also for the LMBF 
by simply running different DSP (Digital Signal 
Processor) software. In the transverse planes the betatron 
fractional tunes are relatively high (at ELETTRA they are 

about 0.2 in the vertical and 0.3 in the horizontal plane) 
and the position samples acquired at each machine 
revolution must be processed in order to calculate the 
correction signal used to damp the oscillation of a given 
bunch. In the longitudinal plane the lower synchrotron 
tune (0.0092 at 2 GeV) allows to down sample the digital 
phase error signal from each bunch and to use only one 
over n of the incoming samples to feed the digital filter; 
the correction signal is accordingly updated once every n 
revolution periods. The down sampling technique 
increases the time the DSPs have to calculate the 
correction values and more sophisticated digital filters can 
be implemented. 

Thanks to the programmability of the system, the down 
sampling is carried out via software. The samples at full 
data rate (500 MSample/s) are acquired by the array of 
DSPs, which can concurrently record all of them for 
diagnostic purposes, but only one out of n is used by the 
feedback algorithm, the rest of them being discarded. 
After the processing, the DSPs' output buffer is filled with 
the same calculated value for n times. 

At ELETTRA a down sampling factor « = 10 has been 
chosen resulting in a down sampled synchrotron tune of 
0.092, which allows the digital filter to reject the DC 
component of the signal and to have at the same time a 
pretty high gain at the synchrotron tune. A 4th order 
digital HR (Infinite Impulse Response) filter is currently 
implemented. 

Commissioning Techniques 
The commissioning of the LMBF is taking full 

advantage of the diagnostics capabilities provided by the 
digital processing system. 

One of the most important tasks when setting up the 
feedback is the synchronization of the kicks with the 
bunches. The feedback system itself can be used for this 
purpose. By kicking only one bunch with an excitation 
signal and analyzing the spectrum of each bunch, the 
actually excited bunch is determined and the system delay 
is then adjusted until the chosen bunch is kicked. The 
excitation signal can be generated in Madab, which runs 
on the control room workstations, and is downloaded 
through the control system directly into the DSPs' 
memory. In the transverse planes excitation with pink 
noise featuring a frequency band around the fractional 
betatron tune has been employed. In the longitudinal 
plane the lower efficiency in kicking the beam led us to 
excite the bunch with a sinusoid at the synchrotron tune. 
Using fine adjustments (10 ps resolution) the timing can 
be further optimized by maximizing the excitation 
amplitude of the selected bunch while minimizing the 
spurious excitation of the adjacent ones. Figure 4 shows 
an example of bunch excitation and demonstrates the 
selectivity of the system. 

Another technique used to optimize the feedback 
settings (timing, gain, filters, etc.) and to evaluate the 
feedback performance in terms of damping capabilities is 
the generation of transients. 
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Excitation of Bunch «145 

140        145        ISO 
Bunch Number 

Figure 4: Amplitude of the synchrotron tune spectrum 
component of a number of bunches when selectively 
exciting only bunch #145. 

Figure 5 shows examples of transients created by the 
LMBF system, which can record up to 192 ms of bunch- 
by-bunch samples during the transients. The data are 
immediately uploaded in Matlab and analyzed. In this 
experiment the beam is originally stable, being the 
potential longitudinal coupled-bunch modes due to cavity 
HOMs below their excitation threshold. By properly 
setting the feedback filter coefficients an anti-damping 
effect is produced and the coupled-bunch mode #91 gets 
steadily excited with 11.5 degrees oscillation amplitude. 
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Figure 5: Longitudinal oscillation of one bunch during 
four different transients generated by the feedback 
system. A: natural plus Landau damping. B: damping 
with feedback at half gain. C: damping with feedback at 
full gain. D: damping with saturated feedback. 

After 12000 revolution periods from the beginning of 
the data acquisition the filter coefficients are changed to 
create four damping transients of different type: 

• A: filter coefficients set to zero. The decay is due 
to natural and Landau damping. 

• B: filter coefficients set to damping values. The 
filter is linear producing an exponential damping. 

• C: filter coefficients set to damping values and 
filter gain set to twice the value of case B. The 
filter is still linear producing a shorter exponential 
damping. 

• D: filter coefficients set to damping values and 
filter gain set to its maximum. The filter is 
saturated and the decay is linear. 

The combination of the linear equations obtained from 
the cases above allows to easily determine the LMBF 
performance. 

Status and Plans 
The LMBF equipment and electronics have been 

installed and the commissioning is in progress. Due to the 
cessation in the construction of the commercial 
500MSample/s ADC and DAC boards adopted by the 
system, the digital processing electronics of one of the 
two TMBF systems running the appropriate software is 
used for the commissioning of the LMBF. A new family 
of conversion boards developed in collaboration with SLS 
will be ready soon [5]. 

By activating the LMBF from the beginning of the 
injection process, up to 280 mA of a longitudinally stable 
beam at 0.9 GeV have been accumulated. 
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STRONG-STRONG SIMULATION OF BEAM-BEAM INTERACTION FOR 
ROUND BEAMS 
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Abstract 

This paper presents the results of numerical simulations 
of beam-beam interaction in a e+-e~ machine with round 
colliding beams. The calculations were done with the 
Particle-in-Cell computer code which was developed for 
the KEKB B-Factory [1]. The code was modified to in- 
clude the effect of the machine nonlinearity and dynamical 
radiation emittance. A simulation study of the round beam 
collider VEPP-2000 justified the choice of the chromatic- 
ity correction scheme, working point and optics capable of 
achieving the design luminosity. 

INTRODUCTION 

The single bunch luminosity at present circular e^-e" 
colliders is limited by the beam-beam interaction. The non- 
linear force of the counter-rotating bunch disturbs the be- 
tatron motion leading to the betatron coupling resonances. 
At some threshold beam intensity the resonances overlap, 
making the motion chaotic and causing the beam blow-up 
and life time degradation detrimental to the luminosity. The 
intensity of the beam-beam interaction is characterized by 
the dimensionless parameter ^. In a collider with flat beams 
the beam-beam parameters for two transverse oscillation 
modes {x and y) differ, and the threshold value for ^ cur- 
rently does not exceed 0.09. 

Hence, various methods are proposed to overcome this 
limit. One of them makes use of the Round Colliding 
Beams. The first straightforward advantage of round beams 
is that £_x is equal to ^^ and the cross-section of beams at 
the Interaction Point (IP) is round. This geometric prop- 
erty gives at least a factor of two increase in luminosity at 
constant^ [2]. 

But the main idea of the method is aimed at enhancement 
of the maximum attainable beam-beam parameter. This can 
be achieved because of elimination of the betatron coupling 
resonances by introducing an additional integral of motion, 
namely the longitudinal component of the particle's angu- 
lar momentum [3,4]. Analytical models show the possibil- 
ity to construct an integrable optics and predict the advan- 
tage of the round beams [4]. Some experimental tests of a 
Mobius accelerator [5] which is an option of round beam 
machine, were done at CESR (Cornell, USA) demonstrat- 
ing accessibility of the beam-beam parameter as high as 0.1 
[6]. However, the round beams in high luminosity regime 
were not obtained to this moment. The collider VEPP-2000 
(BINP, Novosibirsk) with the design luminosity of 1 x 10 ^^ 
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cm ^s ^ at 1 GeV will use round beams as one of its oper- 
ation options, thus presenting an opportunity to check the 
method [7]. 

In the past decade a number of computer codes appeared 
[1, 8,9] using advanced models of the beam-beam interac- 
tion and allowing to perform numerical simulations of col- 
liding bunches with sufficient accuracy. Although the com- 
puter simulations do not reproduce the experimental results 
precisely, they give a good answer about the main charac- 
teristics of the system: beam size and the beam-beam limit, 
coherent beam-beam tune shift, etc. Thus, a comprehen- 
sive numerical simulation of beam-beam effects for a new 
collider is highly advisable. 

This report presents some results of simulation of beam- 
beam interaction for the VEPP-2000 optics using a mod- 
ified PIC code which has been originally developed for 
KEKB [1]. The calculations show availability of very high 
values of ^ in ideal optics and reveal some problems in a 
more realistic case. Based on this simulation, a corrected 
machine optics has been chosen. 

THE CODE 

The code for calculating the beam-beam force is de- 
scribed in detail in [1]. This part did not need modification 
for our purposes. Here we describe only the main features 
of the algorithm. 

Each colliding beam is represented with Np macroparti- 
cles forming a 3-dimensional distribution in space, where 
Np is taken big enough to avoid statistical effects and in our 
case was 5 x 10*. The code uses 2D mesh to evaluate the 
transverse field which is calculated via the Poisson equa- 
tion using FFT. Particles of the opposite bunch are tracked 
through the field. We used 128 x 128 mesh with coordinate 
region covered approximately ±10 of the transverse beam 
<T. Due to a comparatively long radiation damping time 
in VEPP-2000 (5x10* turns) we did not use longimdinal 
slicing of the beam, hence the beam-beam interaction was 
substantially 2-dimensional. 

Modifications of the code concern particle tracking over 
the accelerator arc and radiation damping/quantum exci- 
tation. Nonlinearities of the machine optics are known 
to influence the beam-beam effect, therefore we included 
the chromaticity correction sextupoles as thin elements 
with linear transformations of betatron coordinates be- 
tween them. Simulated dynamical aperture in the absence 
of beam-beam interaction reproduces very well the results 
of special codes. 

Another important effect for electron machines consists 
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in dynamical change of the beam emittance due to defor- 
mation of the machine lattice by linear part of the beam- 
beam force. In the original code the equilibrium emittance 
was simulated by applying radiation damping and random 
quantum excitation once per turn: 

X = XXo + v/(l - A2)eF . 

Here X is 2-vector of dynamic variables of one normal 
mode, A = e~* with 5 being the damping decrement, e 
is the nominal equilibrium beam emittance, and F is a vec- 
tor of two Gaussian random numbers with the mean value 
equal to 0 and cr = 1. This mapping did not give the cor- 
rect deformation of the beam emittance. To repair it, we 
introduced the modified mapping 

X = XXo + V(l - A2)eMdF , 

RESULTS FOR LINEAR OPTICS 

VEPP-2000 has the design with two IP's and symmet- 
rical arcs between them [7]. Maximum operation energy 
is 1 GeV per beam, but all calculations were carried out at 
injection energy of 900 MeV. Final focus is formed by su- 
perconducting solenoids making beams round at IP and ro- 
tating the betatron oscillation plane by 7r/2 per IP. The de- 
sign parameters are (3*=P*=63 cm, €x=ey=1.7- 10~'^m and 
fractional tunes i'x=i'y=0.l. Results for the case of acceler- 
ator arc represented by linear transformation are presented 
in Figs. 2,3. For linear arc optics no luminosity degradation 
is observed until ^=0.15, where increase in the beam size 
is approx. 20%, mainly due to tails of the distribution. The 
spectrum of dipole oscillations with infinitesimally small 
amplitude is clean, showing no lines except the expected a 
and TT modes (the tune shift is twice the ^ due to two IPs). 

where 

with 

Md 
fa+d       b     \ 
\     b       a-d ) ' 

200 

«=^/FP c^ — s^,  d = c/2a,  b = -s/2a. 

The excitation coefficients c and s are calculated from 
the quantum excitation (or diffusion) matrix Q [10]. In the 
normal mode basis the matrix has the form 

o=^'«('_r r-,) 
Figure 1 shows comparison of tracking using weak- 

strong linearized beam-beam interaction and the modified 
quantum excitation with calculation using conventional op- 
tics code, namely, SAD [11]. In SAD, the axisymmet- 
ric beam-beam lens was modelled using a pair of thin 
solenoids placed at the IP. 
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Figure 1:  VEPP-2000, one IP. Beam emittance vs.   ^. 
Weak-strong linearized beam-beam interaction. 
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Figure 2: Beam size at IP and square root of the luminosity 
per 1 IP vs. the nominal beam-beam parameter. Linear 
machine optics. 
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Figure 3: Fourier spectrum of the transverse dipole signal 
at ^ = 0.17 (logarithmic scale). 

EFFECT OF SEXTUPOLES 

Installing sextupoles (4 per half) in the accelerator arc 
leads to significant change in the beam-beam system be- 
havior.   Although the beam size growth (Fig.   4) is not 
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very large as compared, for example, with the flat-beam 
collision, particle losses arise at rather moderate values of 
^ (0.06-0.07, Fig. 5). Apparently, this happens because 
of 'shrinking' of the dynamical aperture in the optics dis- 
torted by the beam-beam force. This was justified by track- 
ing simulation using SAD, where the dynamical aperture 
of the distorted lattice was as low as 6 cr. 
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Figure 4: Beam size at IP and square root of the luminos- 
ity vs. the beam-beam parameter. Comparison of the sex- 
tupoles on and off options,/3*=6.3 cm. 
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Figure 5: Simulated beam life time vs. ^. Sextupoles on. 

To overcome this problem, a new optics was adopted 
with improved phase relations between sextupoles and ini- 
tial dynamical aperture increased to 25 beam a. This op- 
tics has /?*=10cm (6.3 cm in the original one), but due 
to smaller beam emittance the beam size a* was con- 
served thus allowing to have the same luminosity at avail- 
able beam intensity. The betatron working point was tuned 
closer to the integer resonance and now z/=0.05. Simula- 
tion for this parameters does not show particle losses up to 
C=0.1 (Fig. 6, 5). Further increase of the dynamical aper- 
ture may be achieved by lowering betatron times or tuning 
harmonic sextupole correctors. 
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Figure 6: Beam size at IP and square root of the luminosity 
vs. the beam-beam parameter, ,9*=10 cm. 

SUMMARY 

Simulation of beam-beam effects for round colliding 
beams at the VEPP-2000 e+-e- collider using the strong- 
strong 2D PIC code predicts values of the maximum attain- 
able ^ up to at least 0.15 in a lattice without nonlinearities. 
Inclusion of the machine sextupoles does not cause a seri- 
ous beam blowup and reduction of luminosity. However, 
reduction of the dynamical aperture limits the beam life 
time in the optics with /3*=6.3 cm. Modification of optics 
with /3*=10 cm conserving the beam size at IP allows to 
enhance the dynamical aperture and reach the design lumi- 
nosity. 
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MACROPARTICLE SIMULATIONS OF ANTIPROTON LIFETIME 
AT 150 GeV IN THE TEVATRON 

J. Qiang*, R. D. Ryne, LBNL, Berkeley, CA 94720, USA 
T. Sen, M. Xiao, FNAL, Batavia, EL 60510, USA 

Abstract 

In this paper we report on a systematic study of an- 
tiproton lifetime at the injection energy of 150 GeV in the 
Tevatron. Our parallel beam-beam model can handle both 
strong-strong and weak-strong beam-beam collisions with 
abitrary beam-beam separation and beam distributions. In 
this study, we have only used the weak-strong capabil- 
ity due to the fact that the antiproton intensity is much 
smaller than the proton intensity. We have included all 72 
long-range beam-beam collisions with a linear transfer map 
between adjacent collision points and taken into account 
linear chromaticity. The effects of antiproton emittance, 
beam-beam separation, proton intensity, and machine chro- 
maticity have been investigated. Initial results show that 
the antiproton lifetime as a function of the proton intensity 
from the simulation is in good agreement with that from 
the experimental measurements. The antiproton lifetime 
can be significantly improved by increasing the beam sep- 
aration and by reducing the antiproton emittance. 

INTRODUCTION 

The Tevatron has been upgraded in recent years to in- 
crease the luminosity of the proton-antiproton collisions. 
One of the most important factors limiting limiinosity in the 
past and in Run n is the antiproton availability. It has been 
observed that the luminosity in the Tevatron is proportional 
to the total antiproton intensity, where the total antiproton 
intensity is determined by the antiproton production rate, 
the transmission efficiency from the antiproton accumula- 
tor to the Tevatron, and the store lifetime. A study of the 
antiproton lifetime subject to the effects of a range of phys- 
ical parameters will help to minimize the antiproton losses 
during the machine operation and to improve the luminos- 
ity. In this paper, we focus our study on the antiproton 
lifetime during the injection stage with energy of 150 GeV. 
At this stage, the major factor causing the antiproton loss 
is the 72 long range beam-beam interactions between the 
proton bunches and the antiproton bunches. 

COMPUTATIONAL MODEL 

The computational tool used in this paper is a parallel 
program, BeamBeamSD, developed at Lawrence Berke- 
ley National Laboratory for strong-strong and strong- 
weak beam-beam modeling [1]. This tool calculates self- 
consistently the electromagnetic beam-beam forces for ar- 
bitrary distributions during each collision when a strong- 
strong beam-beam interaction model is used.    When a 

strong-weak model is used, the code has the option of us- 
ing a Gaussian approximation for the strong beam. Beam- 
BeamSD uses a multiple-slice model, so finite bunch length 
effects can be studied. The code also includes a Lorentz 
boost and rotation to treat collisions with finite collision 
crossing angle. It handles arbitrary closed-orbit separation 
(static or time dependent) and models long-range beam- 
beam interactions using a newly developed shifted Green 
function approach. It can also handle multiple mteraction 
points using externally supplied linear maps between inter- 
action points in the strong-weak model. The linear machine 
chromaticity is represented using a one-tum kick. The dif- 
fusion due to the random noise is emulated using a one-tum 
random kick in momentum space with adjustable noise am- 
plitude. 

In the calculation of the antiproton lifetime, we have as- 
sumed a strong-weak beam-beam interaction model since 
the antiproton intensity is much smaller than the proton in- 
tensity (typically a factor of 10). We first perform a MAD 
simulation using the Tevatron lattice at the injection energy 
of 150 GeV. From there, we extract 73 linear transfer maps, 
starting at BO, for the 72 long-range beam-beam interac- 
tions. These linear transfer maps are symplectified before 
being used to track antiprotons in the beam-beam simu- 
lation. Information related to the proton-antiproton sepa- 
ration, machine bare tune, and linear chromaticity is also 
extracted. Fig. 1 shows the normalized proton-antiproton 
separation as a function of distance along the proton tra- 
jectory in the Tevatron.  There are three locations where 

* jqiang@lbl.gov 

Figure 1: Normalized beam-beam separation as a function 
of the distance along proton trajectory in the Tevatron. 

the beam-beam separations are below four sigma. Given 
the initial antiproton emittances and Twiss parameters, we 
generate an initial 6D Gaussian distribution of particles 
for the antiproton beam using a weighted sampling tech- 
nique. Here, instead of sampling the Gaussian distribution 
directly, we sample a uniform distribution within the given 
aperture size. Then, each particle is given a weight based 
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on the function value of the Gaussian distribution at the 
particle position. Using a weighted sampling technique, 
we can increase the resolution of the calculated antiproton 
intensity and reduce the minimum number of particle-turns 
required for the simulation. 

The antiprotons are then transported from one long- 
range beam-beam collision point to the next using the sym- 
plectified linear map. Before each collision, the transverse 
amplitudes of each particle are checked against a specified 
"aperture" size. If the amplitude is larger than the aperture 
size, that particle is lost and no longer tracked in the simula- 
tion. At the collision point, every antiproton receives a kick 
from the beam-beam force generated by the proton beam. 
The beam-beam force is calculated assuming a Gaussian 
distribution for the proton beam. Within each turn, the an- 
tiproton bunch will receive 72 such long range beam-beam 
kicks from 36 proton bunches. After each turn, a linear 
chromaticity map and a random diffusion map are applied 
to all antiproton particles. The amplitude of the noise has 
been adjusted so that the emittance growth of the antiproton 
beam without beam-beam collisions is several pi-mm-mrad 
after one hour of machine operation. The intensity of the 
antiproton beam is calculated from the summation of the 
weights of individual particles. Most of our simulations, 
performed on an IBM SP parallel computer at the National 
Energy Research Scientific Computing Center (NERSC), 
are run for 100,000 turns, which corresponds to about 2 
seconds of real machine operation. The antiproton lifetime 
r is estimated from fitting the antiprotron intensity with the 
function IQ exp(-i/r) using a least square method. Here, 
/o is the initial antiproton intensity. 

PARAMETER SCAN STUDY 

We have carried out a systematic parameter scan study 
of the antiproton lifetime as a function of the proton in- 
tensity, antiproton emittance, beam-beam separation, and 
the machine vertical chromaticity. We have defined a ref- 
erence case for all parameter scans. In the reference case, 
the proton beam has an intensity of 2.2 x 10" per bunch, 
a 95% emittance of 25 pi-mm-mrad, a momentum spread 
of 7 X 10""*, and an rms bunch length of 0.9 meters. The 
antiproton beam has an emittance of 20 pi-mm-mrad, a mo- 
mentum spread of 4.31 x 10"*, and an rms bunch length 
of 0.6 meters. The Tevatron horizontal bare tune is 0.581, 
vertical tune is 0.576, horizontal chromaticity is 2, and ver- 
tical chromaticity is 8. In the simulation, we have assumed 
an "aperture" size of 3.25(T, where a is the horizontal or 
vertical rms size at each collision point. The choice of the 
aperture size is based on a particle tracking study of the 
dynamic aperture in the Tevatron [2]. The noise amplitude 
is set as 2 x 10~* which gives a few pi-mm-mrad antipro- 
ton emittance growth after one hour of machine operation. 
To check the sensitivity of the estimated lifetime versus the 
number of particles used in the simulations, we have run a 
test simulation using 100,000,200,000, and 1,000,000 par- 
ticles for the reference case. The variation of the estimated 

lifetime in these three simulations is within 2%. In this pa- 
per, we have used 1,000,000 particles for all parameter scan 
studies. 

Fig. 2 shows a plot of the antiproton lifetime at the injec- 
tion energy of 150 GeV as a function of the proton intensity 
from simulations and from measurements. We see that the 

2.2 2.4 2.6 
proton intensity (10^11) 

Figure 2: Antiproton lifetime as a function of proton inten- 
sity at 150 GeV in the Tevatron. 

simulations have reasonably predicted the antiproton life- 
time as a function of proton intensity. With a factor of 2 
increase of the proton intensity, the antiproton lifetime has 
dropped by about a factor of 7. The rapid loss of antipro- 
tons with increasing proton intensity observed here might 
overestimate the dependency of the antiproton lifetime on 
the proton intensity due to the fact that in the measurements 
the antiproton emittance had a growth from one data point 
to another data point. Particle tracking study of dynamic 
aperture size as a function of proton intensity suggests that 
there seems to be a threshold proton intensity above which 
the antiproton losses depend weakly on the intensity [3]. 

Fig. 3 shows the antiproton lifetime as a function of the 
initial antiproton emittance. With a factor 2 increasing of 
the antiproton emittance, the antiproton lifetime has de- 
creased drastically by more than a factor of 100. The strong 
antiproton emittance dependency of the lifetime may be 
due to the following two effects: First, the larger antiproton 
emittance gives a larger antiproton beam size and results in 
a faster loss out of the aperture. Second, the larger an- 
tiproton beam size reduces the distance between the proton 
beam and the antiproton particles, which results in stronger 
beam-beam interactions. 

Fig. 4 shows the antiproton lifetime as a function of the 
fractional nominal beam-beam separation. The nominal 
beam-beam separation is given in Fig. 1. We see that the 
antiproton lifetime is quite sensitive to the beam-beam sep- 
aration. When the two beams are 20% closer, the antipro- 
ton lifetime has dropped by more than a factor of 2. When 
the two beams are further moved to approximately 50% of 
the nominal separation, the antiproton lifetime drops from 
5 hours to about 10 minutes. The strong separation depen- 
dence of the antiproton lifetime is a result of strong beam- 
beam forces from the proton bunches. Fig. 5 shows the 
antiproton lifetime as a function of the Tevatron vertical 
chromaticity. The antiproton lifetime does not change sig- 

3402 



Proceedings of the 2003 Particle Accelerator Conference 

emittance (pi-nvn-mrBd) 

Figure 3: Antiproton lifetime as a function of antiproton 
emittance at 150 GeV in the Tevatron. 

badion of nomind separation 

Figure 4: Antiproton lifetime as a function of fractional 
nominal beam-beam separation at 150 GeV in the Tevatron. 

nificantly when the chromaticity varies between 2 and 8. 
However, in the Tevatron operation, the antiproton lifetime 
shows a strong dependency on the machine chromaticity. 
This discrepancy might be due to the fact the current com- 
putational model does not include the effects from the non- 
linear external fields. 

vertical chromaticity. The antiproton lifetime as a function 
of the proton intensity from the simulation is in good agree- 
ment with the experimental measurements. For the given 
proton intensity, the antiproton lifetime shows strong de- 
pendence on the antiproton emittance and the beam-beam 
separation. This suggests that the antiproton lifetime can 
be significantly improved by increasing the beam separa- 
tion and with smaller antiproton emittance. 
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SUMMARY 

In this paper, we have presented a parameter scan study 
of the antiproton lifetime at the injection energy of 150 
GeV in the Tevatron as a function of proton intensity, an- 
tiproton emittance, beam-beam separation, and machine 

3403 



Proceedings of the 2003 Particle Accelerator Conference 

PARALLEL COMPUTATION OF BEAM-BEAM INTERACTIONS 
INCLUDING LONGITUDINAL MOTION 

F.W. Jones, TRIUMF, 4004 Wesbrook Mall, Vancouver, Canada V6T 2A3 
W. Herr,CERN, CH-1211 Geneva 23, Switzerland 

Abstract 

In beam-beam macroparticle simulations for collider 
rings, the accurate determination of the incoherent spec- 
trum and potentially unstable coherent modes requires (1) 
large numbers of collisions, and (2) accurate electric field 
solutions at each collision. On a single processor, a self- 
consistent simulation typically uses a 2D model of the 
beam-beam interaction in order to achieve a reasonable 
computation time, however for the long (~0.3m) bunches 
in the LHC we wish to include the third dimension in order 
to account for effects such as longitudinal motion, cross- 
ing angle, and the beam size and density variations. We 
describe here a parallel algorithm, developed with MPI on 
a small commodity Linux cluster, to extend our simulation 
Code BeamX from 2D to 3D using longitudinal subdivision 
(slicing) of the bunches. Although this paper concentrates 
on the computing methods, some performance trials and 
example results will also be shown. 

INTRODUCTION 

In investigating coherent beam-beam effects in colliders, 
one goal of simulations is to identify potentially unstable 
modes and possible damping mechanisms. In this respect, 
useful qualitative descriptions can be obtained by simplifi- 
cations such as rigid-bunch and soft-gaussian models, but 
herein we restrict ourselves to "self-consistent" simulations 
in which the electric fields are computed directly from the 
ensemble of macroparticles without assumptions as to the 
nature of their distribution. 

For a 2D model of the beam-beam forces, such sim- 
ulations are feasible on today's desktop computers using 
conventional particle-mesh field solvers or, for parasitic 
collisions, grid-multipole[l] and shifted Green's function 
methods[2]. However, the 2D treatments omit longitudi- 
nal effects such as: (1) longitudinal variation in transverse 
beam size (hourglass effect); (2) variation of longitudinal 
density (affects the strength of the beam-beam forces); (3) 
the effect of beams crossing at an angle instead of head- 
on; and (4) the coupling of longitudinal motion with these 
effects. It is therefore of interest for the LHC and other 
colliders to extend our simulations to 3D if it can be done 
without prohibitive computational cost. 

EXTENSION TO 3D 

As in space-charge simulations, there are various nu- 
merical methods by which one can compute the bunch-to- 
bunch forces in 3D, and these methods are generally practi- 

cal only for parallel computation. In our case, to show suf- 
ficient detail in the coherent frequency range requires ~ 10 ^ 
or more simulated collisions, suggesting that the prob- 
lem lies in the supercomputer realm. However, the small 
transverse-longitudinal aspect ratio of the LHC bunches al- 
lows us to seek economies by using a rather coarse-grained 
subdivision of the solution domain in the longitudinal di- 
rection. In conjunction with a 36x36 or more computa- 
tional mesh in the transverse plane, we divide the beam 
longitudinally into ~10 segments. This "bunch slicing" 
approach[3, 4] is applied to both beams, and the beam- 
beam collision is treated as a series of 2D slice-slice in- 
teractions (see Figurel). 

For particle-mesh solvers it is natural to parallelize the 
field solver in the mesh computation stage. For the BeamX 
code, however, the fast-multipole solver in use does not 
lend itself readily to parallel decomposition because of 
its adaptive subdivision and hierarchical data structures. 
Hence, we have pursued a more fundamental parallelism, 
that of the pairwise slice interactions, which may be done 
independently on different processors provided the causal 
relationships are maintained. For N slices in each beam, 
the number of overlapping slices during the collision varies 
from 1 to iV to 1, allowing a parallel speed-up of roughly 
A^/2 by the application of JV processors. 

PARALLEL ALGORITHM 

The design and implementation of the parallel version of 
BeamX were done using a small commodity Linux cluster, 
representing a low-cost resource which is able to handle 
small numbers of slices. Utilizing the MPI toolkit for inter- 
process communication, the fundamental division of labour 
is between a master process and several slave processes, as 
follows: 
Master: 

• Filling of slice data structures (longitudinal binning) 
• Dispatch of slice-data to Slaves 
• Receipt of slice-data to Slaves and un-binning 
• Longitudinal transport to next IP 
• Compiling statistics and all program output 

Slave: 

• Receipt of slice-data from Master 
• Computation of electric fields 
• Application of beam-beam forces via symplectic map 
• Transport in transverse plane to next IP 
• Dispatch of slice data to other Slaves and Master 
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As described in the next section, the Slaves require a 
nearly complete set Of coordinates {x, x', y, y', e=AE/E) 
for the macroparticles in a slice-pair to do their work, en- 
tailing ~0.5MB of data per 10k particles. With this com- 
munication overhead it is imperative to minimize the mes- 
sage volume between processes, and to this end a topol- 
ogy has been devised in which one beam's slices "stay 
at home", i.e. are resident in the Slave processes, and the 
other beam's slices "go visiting", i.e. are passed between 
Slave processes. This is illustrated schematically in Fig- 
ure 1. Once a Slave has received its assigned Beam 1 slice 
from the Master, it is ready to receive Beam 2 slices to in- 
teract with it. The Master (process 0) sends Beam 1 slices 
1,..., AT to Slave processes 1,...,N respectively. It sends 
all the Beam 2 slices to Slave 1 in sequence. When Slave 
1 receives a Beam 2 slice, it does the pair-interaction, up- 
dates the coordinates of each slice, and passes the Beam 2 
slice on to Slave 2. Slave n,l <n < N, receives a Beam 2 
slice from Slave n — 1, does the pair-interaction, and passes 
it on to Slave n -f-1, or to the Master if n = N. Once a 
Slave has dealt with the last Beam 2 slice, it is finished with 
slice-interactions for this collision and can send its resident 
Beam 1 slice data to the Master. 

In this scenario the Master does not have to perform any 
control or synchronization functions for the Slaves. All 
processes are essentially free-running and the data flow it- 
self imposes and maintains the proper ordering of events. 

Beam 1     |       5       |       4       | 

Slave 2 Slave 1 

1      ^      1 1       3       1 
1      '      1 1       >       1 

Beam 1 data 
Beam 2 data 

■*m^—I»'—I ~ 

Figure 1: Inter-process commimication scheme for parallel 
computation (case of 5 slices per bunch) 

DETAILS OF SLAVE WORK 

The interaction of a slice-pair i-j occurs at the interac- 
tion point (IP) if i = j, but otherwise occurs at distance 
s = 0' - i) * H/2, the collision point (CP), where H 
is the slice length. Since macroparticle transport through 
the rings is done by an IP-to-IP map, it is convenient to 
"drift" the particles forward or backward to the CP, eval- 
uate and apply the beam-beam forces, and drift them to 
the IP again. In extending to 3D the angular kicks due 
to transverse forces are now accompanied by energy kicks 
due to longitudinal forces. To preserve symplecticity in the 

6 phase-space variables the "synchro-beam" mapping[5] is 
employed: 

a-new    _    x-sF^l2 

y-w     _     y-sFyl2 

y'ne^     ^     y' + Fy 

■  e-ew   ^   e-fi5;(a;' + F,/2)/2 + F^(2/' + F^/2)/2 

-sialF^+alFy) 

where F^ and Fy are the angular deflections of a particle 
which has coordinates {x, y) when it passes the IP and en- 
counters a given slice of the opposing beam at distance s 
from the IP, and al and a^ are the variances of the oppos- 
ing beam. 

The above mapping applies to beams moving on parallel 
trajectories. If the beams cross at an angle then a Lorentz 
transformation[6] is applied to each slice in turn so that it 
is oriented parallel to the opposing slice, after which the 
electric fields are computed, the synchro-beam mapping is 
done, and then the inverse transformation is performed. 

After these iterated series of transformations for slice- 
pairs, all coordinates are transformed back to the IP in 
that their relative positions are consistent with the opposing 
bunches being in the middle of their collision, i.e. centered 
at the IP. It is then straightforward to transform all coordi- 
nates to the next EP by the conventional transfer matrix and 
longitudinal difference equations, according to the lattice 
optics and the applied RF voltage. 

PERFORMANCE 

We performance-tested the parallel BeamX code on 
three different platforms: 

1. Linux,   Pentium IV   1.6  GHz,   100Mb Ethernet, 
MPICH toolkit 

2. Linux, Pentium HI 1.4 GHz, 1Gb Ethernet, LAM MPI 
toolkit 

3. Linux, Pentium HI 1.4 GHz, Dolphin Scalable Coher- 
ent Interconnect (SCI), SCALI MPI toolkit 

On each platform, 1000 collisions were executed for vary- 
ing numbers of slices N, where the number of parallel pro- 
cesses was JV -h 1. In order to estimate both the communi- 
cation overhead and the parallel speedup, each job was run 
normally with each process running on a separate CPU, and 
with all processes running on a single CPU. As seen in Fig- 
ure 2, there is significant communication overhead but the 
N^ complexity is reduced to nearly linear scaling by the 
parallel algorithm. 

With conventional ethernet communications, increasing 
the bandwidth by a factor of 10 yielded a significant perfor- 
mance improvement for small numbers of slices, even with 
somewhat slower processors. For larger numbers of slices, 
the communication burden becomes proportionally smaller 
and the parallel efficiency becomes about the same for the 
three communication hardware/software configurations. In 
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Figure 2: Parallel and single-node performance timings 

particular the SCI showed no benefit over Ethernet in our 
trials. This may be a matter of tuning and remains to be 
investigated. 

EXAMPLES 

The 3D-extended BeamX code has been applied to some 
test cases for the LHC with a single interaction point. For 
the LHC there is no dispersion in the interaction region and 
the variation of beam size along the bunch length (hour- 
glass effect) is quite small. The dominant longitudinal ef- 
fects are due to the synchrotron motion and the crossing 
angle. Figure 3 shows the FFT spectra of the coherent fre- 
quencies (beam centroid motion) for runs of 2 ^'''=131072 
turns with 5 longitudinal slices and 50000 macroparticles, 
with an applied RF of 40 MV/tum (nominal synchrotron 
tune Qs=0.00335) and with crossing angles of 0, 150, 
and 300 /xradian. The crossing angle induces a relativis- 
tic projection of the beam-beam force and hence reduces 
the beam-beam tune shift as seen by the TT mode frequency 
which shifts from its normal value of -1.21 to -1.10 and 
-0.92, respectively. With RF on, the synchrotron tune is 
comparable in size to the beam-beam tune shifts as revealed 
by the multiple sidebands. 

As in soft-Gaussian simulations with bunch slicing[4] a 
relatively modest number of slices and macroparticles suf- 
fice to model these basic phenomena. Running the same 
cases with >5 slices and >50000 macroparticles showed 
little difference in the coherent spectra, with the relevant 
features being essentially unchanged. 

CONCLUSIONS 

A three-dimensional self-consistent multiparticle beam- 
beam simulation has been developed using coarse-grained 
longitudinal subdivision and parallel programming tech- 
niques. The implementation via MPI, with a master- 
slave/slave-slave message-passing algorithm, reduces the 
computational cost from AT^ to linear scaling with the num- 
ber of slices N and makes it feasible to run simulations on 

10' 

10" 

30 

- ' \ .iii/Wiik., : 

Figure 3: Spectra with 0,100, and 300/ir crossing angle 

small low-cost Linux clusters with ethemet. To further de- 
crease computation times, the use of more advanced MPI 
and/or SCI features may decrease communication over- 
head, and further parallelism can be sought, such as a 
parallelized multipole solver. In this work we have con- 
fined ourselves to commodity-based hardware/software so- 
lutions. The use of shared-memory parallel systems could 
yield greater parallel efficiency, although at considerably 
higher cost. 
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MEASUREMENT AND APPLICATION OF BETATRON MODES 
WITH MIA* 

Chun-xi Wang^ Argonne National Laboratory, Argonne, IL 60439, USA 

Abstract 

We present Model-Independent Analysis (MIA)-based 
methods for measuring lattice properties of a storage ring 
such as phase advance, beta function, chromaticity, and 
tune shift with amplimde. Using beam position histories of 
excited betatron oscillations that are simultaneously mea- 
sured at a large number of beam position monitors (BPMs), 
the spatial-temporal modes of betatron oscillation can be 
extracted with MIA-mode analysis. The resulting spatial 
vectors are used to determine linear phase advance and 
beta fiinction, and the temporal vectors are used to deter- 
mine nonlinear chromaticity and tune shift with amplitade. 
Measurements done at the Advanced Photon Source are re- 
ported. 

INTRODUCTION 

Assuming weak coupling and nonlinearity, the betatron 
oscillation of a single particle can be described by 

x^{s) = y/2Jf3{s)cos[<l> + il;{s)], (1) 

where {J, <f)} are the action-angle variables specifying a 
specific trajectory, /3(s) is the beta function, and ^(s) 
is the phase advance. In a perfectly linear machine and 
on a time scale much shorter than the radiation damping 
time, the action J is conserved and the angle evolves as 
(j> = 4>o + inuop, where I/Q is the lattice tune and p is 
the number of turns. However, weak nonlinearities gener- 
ate energy-dependent and amplimde-dependent tune shifts 
Ai' = ^5 + aJ, where ^ is the chromaticity and a is the co- 
efficient of amplimde-dependent mne shift. For a bunched 
beam, particles' energies and amplitudes have certain dis- 
tribution, thus the bunch centroid observed at the BPMs is 
the phase-space average of Eq. (1). The resulting centroid 
oscillation of an excited beam may not follow Eq. (1), for 
example when decoherence occurs. However, for each turn 
the centroid is expected to follow single particle behavior 
closely, i.e., the centroid oscillation can still be written as 

6™ = ^2 Jp/3m COs{(pp + Ipm), (2) 

where 6^ is the beam centroid position at the m-th monitor 
for the p-Xh turn. Note that both action and angle are carry- 
ing the turn index so that Eq. (2) can accommodate much 
more complicated centroid motion. 

In recent years, Model-Independent Analysis (MIA) [1, 
2] has emerged as a new approach to study beam dynam- 
ics by analyzing beam histories simultaneously recorded at 

• Work supported by U.S. Department of Energy, Office of Basic En- 
ergy Sciences, under Contract No. W-31-109-ENG-38. 
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a large number of BPMs, i.e., the data matrix SpxM = 
(6™)/%/P, where P is the number of tums and M is the 
number of BPMs. B is normalized such that B'^B is the 
variance-covariance matrix of BPM measurements. A ba- 
sic MIA technique is the spatial-temporal mode analysis 
via singular value decomposition (SVD) of B, which yields 

B = USV'' =  J2 <^iUivf, (3) 
modes 

where Upxp = [wi,• ■ •,wp] and VMXM = [vi,---,VM] 
are orthonormal matrices comprising the temporal and spa- 
tial eigenvectors, and 5PXM is a rectangular matrix with 
nonnegative singular values ai along the upper diagonal. 
Similar to the Fourier analysis, this mode analysis de- 
composes the spatial-temporal variation of the beam cen- 
troid into superposition of various orthogonal modes by 
effectively accomplishing a major statistical data analysis, 
namely the Principal Component Analysis. A pair of spa- 
tial and temporal vectors {vi, Ui} characterizes a spatial- 
temporal eigenmode, and the corresponding singular value 
o-j gives the overall amplitude of the mode. It can be shown 
that when beam motion is dominated by betatron oscilla- 
tions, there are two orthogonal eigenmodes (referred to as 
betatron modes) that correspond to the normal coordinates 
of betatron motion. In the following, we give the explicit 
expression of the betatron modes and their measurements, 
then show how to use them to determine phase advances, 
beta function, chromaticity, and tune shift with amplitude. 

BETATRON MODE MEASUREMENT 

When B is dominated by the excited betatron motion 
given by Eq. (2) with action and angle independently dis- 
tributed, it can be decomposed into [2] 

B ~ a+u+v^ -h a-U-vT., (4) 

where the spatial and temporal vectors are given by 

«- = st {y{J)Pm sin(0o+V'm), m = l,---,M| 

and 

"+={  VF^cos(<;!.p-(?io), P=1,---,P| 

."- = {-V m '^"('^p - <^o), P = 1, • • •,-Pj. 

Here ( ) means sample average. Note that the spatial vec- 
tors are orthogonal single-particle trajectories of Eq. (1) 
even though the centroid follows the more complicated 
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Figure 1: The first betatron mode of a kick excitation. Mea- 
sured values are solid dots and joined by lines for consecu- 
tive BPMs. Bad BPMs are dots at zero. The mode number 
and its singular value are shown on the left-side label. 

Eq. (2). Furthermore, the temporal vectors clearly relate to 
the normal coordinates that depict time-evolution in phase 
space. 

As an example, Fig. 1 shows the first betatron mode of 
a horizontally kicked beam in the APS ring. The second 
is very similar and not shown for lack of space. The spa- 
tial vector is a betatron orbit, although due to the unusable 
BPMs the orbit is broken into pieces and looks irregular. 
The temporal vector clearly shows a beam that is kicked 
at about the 100th turn then decohered and damped. The 
Fourier spectrum of the temporal vector shows the betatron 
frequency with a broadened peak due to decoherence. Note 
that the synchrotron and vertical tunes as well as other non- 
linear resonance frequencies are invisible, even though they 
do exist and show up in other modes [3]. This indicates the 
quality of the betatron modes. 

PHASE ADVANCE AND BETA FUNCTION 

From die spatial betatron vectors, Eq. (5), the phase ad- 
vances can be determined as 

- / 
(7) 

where the phase ^o is absorbed by shifting the reference 
point. Since we are interested in only the phase advance 
between BPMs, the reference point does not matter. The 
beta function can be written as 

P={J)-'[{a+v+f + {a^V-Y (8) 

Figure 2: Horizontal beta function and phase advance. The 
solid dots are MIA measurements. The solid lines are cali- 
brated machine model. Diamonds are model values at used 
BPMs. Circles are bad BPMs. Figures in the third row are 
blowups of the above figures for die first 50 BPMs. 

Note that, except for an overall scaling factor (J) in ji, the 
phase advance and beta function can be computed from the 
spatial betatron vectors. The phase measurement can tol- 
erate BPM gain errors, but the beta function measurement 
cannot. 

Using the measured spatial betatron vectors as shown 
in Fig. 1, the beta function and phase advances are com- 
puted and shown in Fig. 2. For comparison, the values 
from a model fitted with response-matrix measurements 
is also shown, which agrees well with the MIA measure- 
ments. See [4] for more details on phase advance and beta 
function measurements. 

CHROMATICITY AND TUNE SHIFT 
WITH AMPLITUDE 

Chromaticity and tune shift with amplitude are basic pa- 
rameters describing the nonlinear energy- and amplitude- 
dependent tune shifts. Usually they are determined by di- 
rectly measuring the tune slope versus different beam en- 
ergies and kick amplitudes. One major limitation of such 
measurements is that machine tunes often wobble around 
from measurement to measurement such that the chromatic 
and nonlinear tune shifts may be obscured. An alternative 
approach is to measure chromatic decoherence [5] and non- 
linear decoherence [6] of the beam centroid due to the tune 
shift Ai/ = ^<5 4- aJ. Assuming the initial state is a well- 
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damped Gaussian distribution in (x, x') and S, the centroid 
position is given by Eq. (2) with [7] 

(9) 

and 

<l>p = (pQ + 2-KVop + — ^-p^ + 2 tan-^ 6, (10) 

where 6 = 2'Kaep, e is the emittance, Z = ^/^J-^^je is 
the kick strength, a^ is the energy spread, and Vg is the syn- 
chrotron time. Fitting these with measured centroid evolu- 
tion gives the products ae and ^a^. 

The temporal betatron vectors such as the one shown in 
Fig. 1 can be used in both approaches and may result in 
significant improvement by reducing the random noise by 
a factor of about l/y/M. (Differences in BPM resolutions 
and beta values at BPM locations must be taken into ac- 
count for better estimate.) For the direct tune measurement 
approach, one simply does a spectrum analysis of the tem- 
poral vectors. Since the signal often decoheres very fast, 
one may need to apply the NAFF technique [8] on a small 
number of turns to determine the tune for each kick. For de- 
coherence measurement, Jp and (j)p can be simply obtained 
from the temporal vectors of Eq. (6) as 

Jp = P{J) 
ul+ut 

= — tan 
u+ (11) 

Note that both Jp and (f>p are smooth functions without fast 
betatron oscillation. They provide independent constraints 
for fitting the decoherence parameters. 

As examples, we show preliminary results of two sets (at 
0.2 and 1.5 mA) of horizontal measurements using horizon- 
tally kicked single bunches (at five different amplitudes in 
each set) in the APS ring. We choose the low current in 
order to minimize the wakefield effect since the above de- 
coherence model does not take such an effect into account. 
The temporal vectors at the lowest kick are shown in Fig. 3, 

800 1200 1600 2000 
0.4 

i/i 0 

-0.2 

-0.4 

y- 
1.5mA 8 

4      5      6      7 
frequency in 10 kHz 

400 800     1200 
pulse index 

1600 2000 

Figure 3: The temporal betatron vectors of 0.3 kV kick 
excitation (Z = 3.2) at 0.2 mA (top) and 1.5 mA (bottom). 

where the wake effect is obvious. Since the APS BPM sys- 
tem is not intended for measuring such a low current, the 
resolution at 0.2 mA is very poor (five times worse than at 
1.5 mA). Thanks to MIA noise reduction, we are still able 
to obtain decent decoherence measurements. 

0.5       1 1.5       _ 
Jmax in meter        " ^° 

200 4m 
turn index 

Figure 4: Tune slopes versus 
kick amplimdes. 

Figure 5: Measured and fit- 
ted decoherence. 

The results of tune slope measurements are shown in 
Fig. 4, where the NAFF results are based on the first 
20 turns of temporal vectors, which yield a ~ —3.2 x 
IQ-^m-^ and -3.8 x IQ-^m-^ for 0.2 mA and 1.5 
mA, respectively. The phase-advance results are based on 
Eq. (7), which yields a ~ -4.2 x lO-^m"^ for 1.5 mA 
and failed at 0.2 mA due to noise. The apparent offset is 
unclear at this point. The result of fitting decoherence at 
0.2 mA is shown in Fig. 5. Fitting for 1.5 mA failed due 
to the wakefield effect. Since the beam completely deco- 
hered well before 6 reached 1, the phase cannot constrain 8 
due to uncertainty in UQ. Thus, only the fit for Jp is shown, 
which yields ^as ^ 6.2 x 10"^ and ae ~ 1. x 10"'*. With 
as = 0.9 X 10~^ and e = 2.4nm, we have ^ ~ 6.9 and 
|a| ~ 4 X lO^m"^. The measured chromaticity and tune 
shift with amplimde are consistent with the model. 

Thanks to V. Sajaev for providing information about the 
APS storage ring model. 
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SPATIAL-TEMPORAL MODES OBSERVED IN THE APS STORAGE 
RING USING MIA* 

Chun-xi Wangt, Argonne National Laboratory, Argonne, IL 60439, USA 

Abstract 

Singular-value decomposition of the data matrix con- 
taining beam position histories yields a spatial-temporal 
mode analysis of beam motion by effectively accomplish- 
ing the statistical Principal Component Analysis. Similar 
to the Fourier analysis, this mode analysis decomposes the 
spatial-temporal variation of the beam centroid into a su- 
perposition of orthogonal modes that are informative. We 
briefly review this mode analysis technique and show some 
interesting modes observed at the APS storage ring. 

INTRODUCTION 

Fourier analysis is commonly used to extract basic beam 
dynamics information in a storage ring. Generally it is a 
ID harmonic mode analysis of beam temporal motion. In 
recent years, as a major part of Model-Independent Analy- 
sis (MIA), a spatial-temporal mode analysis technique has 
emerged for studying beam dynamics [1,2], where the spa- 
tial information comes from a large number of BPMs and 
the temporal information comes from tum-by-tum beam 
position histories at all BPMs. All the beam histories form 
a data matrix B = {b'^)/y/P where the column index m 
indicates the monitor, the row index p indicates the pulse or 
turn, and P is the number of turns. Usually B is normalized 
such that B'^B is the variance-covariance matrix of BPM 
readings. The spatial-temporal mode analysis uses the sin- 
gular value decomposition (SVD) ofB to decompose beam 
motion into a superposition of orthogonal spatial-temporal 
modes according to the Principal Component Analysis. We 
introduce the technique first, then show, with data from 
the Advanced Photon Source (APS) storage ring, that the 
spatial-temporal modes are interesting and informative. 

SVD Mode Analysis 

Mathematically, an SVD of the matrix B yields 

(1) 

where Up^p = [ui,..., up] and VM^M = [vi, • • •, VM] 

are orthogonal matrices, S'PXM is a diagonal matrix with 
nonnegative ai along the diagonal in decreasing order, 
d = rank(S) is the number of nonzero singular values, 
Oi is the t-th largest singular value of B, and the vector Ui 
(Vi) is the z-th left (right) singular vector. The singular val- 
ues reveal the number of independent variations and their 
magnitudes, while each set of singular vectors form an or- 
thogonal basis of the various spaces of the matrix. These 
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properties make SVD extremely useful. An SVD routine is 
commonly available in numerical packages. Thus it is as 
easy as Fourier analysis to obtain the SVD of B that yields 
a large set of {ai, m, Vi}. Each set of {m, Vi} defines a 
spatial-temporal mode, where Uj gives the temporal varia- 
tion, Vi gives the spatial variation, and CT, gives the overall 
strength of this mode. 

Principal Component Analysis 

Principal Component Analysis is a major multivariate 
statistical data analysis technique. It is used to reduce 
a large set of observed variations to a minimum set of 
variables that account for the correlations observed in the 
sample variance-covariance matrix. The basic idea is to 
find the first "principal axis" in the data-point space such 
that the sample variance of the components of all data 
points along this axis is maximum, then find the next 
such axis that is orthogonal to the other principal axes, 
and so on. In our case, each BPM is one variable and 
the readings at the M BPMs for one turn become a data 
point in an M-tuple space. To find the first principal axis 
^1 = {vn,vi2,---,viM}'^ -with vfvi = 1, we need 
to maximize the variation projected onto this axis, i.e., 
varCEm^'im^^) = va.T{Bvi) = vfB'^Bvi = max. This 
maximization requires that the maximum variance is equal 
to the largest eigenvalue Ai of B'^B, and vi is the cor- 
responding eigenvector. After finding the first principal 
axis, the associated variations can be subtracted out and 
the residual variation AB = B - {Bvi)vl is orthogonal 
to vi. In the same way, we can find the principal axis V2 
for the residual variation AB. Smce V2 is orthogonal to Vi, 
V2 must be an eigenvector of B'^B as well. By repeating 
this procedure we can find all the principal axes and all are 
eigenvectors oiB'^B. Let the variations along the principal 
axes be Wi = Bvi. It is easy to see that they are orthogonal 
to each other as well because wfwj = vfB'^Bvj = \i6ij. 
Furthermore, the variance of Wj is A^. Normalizing Wi by 
its standard deviation o-j = I/A7, we have orthonormal vec- 
tor Ui = Wi/(Xi with ufuj = Sij. Putting the spatial vec- 
tor v's into matrix V = [vi,V2,---], temporal vector u's 
into U = [ui,U2, • • •], and the standard deviations into di- 
agonal matrix S = diag(cTi, o-j, • • •). we get B = USV^. 
Therefore, the SVD ofB in fact accomplishes the statistical 
Principal Component Analysis of beam histories. In other 
words, statistical analysis is the foundation of the spatial- 
temporal mode analysis and SVD is the tool. 

For more discussion on the technique and characteris- 
tics of the singular-value spectrum, see [2]. Usually a large 
number of modes are generated, but less then a dozen lead- 
ing modes are due to beam motion; the rest are due to BPM 
noises. In the next section, we present a set of interesting 
spatial-temporal modes observed at the APS. 
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MODES OBSERVED 

The following modes are from horizontal BPMs with a 
horizontally kicked beam in the APS ring. There are nine 
modes above the noise floor. The first two are dominat- 
ing betatron modes that are well understood and used for 
beam measurements. We skip these two modes here for 
lack of space. The next seven modes are shown in Figs. 
1-7. In each figure, the spatial vector is on the top, the tem- 
poral vector is in the middle, and the Fourier spectrum of 
the temporal vector is at the bottom. The red dots are bad 
BPMs. Shown on the left-hand labels are the mode number 
and singular value in units of BPM count (7 fim). Brief 
comments are given in the figure captions. Note that the 
magnitudes of these modes are on the order of microns. 

Remarks 

The spectra of the temporal vectors indicate that each 
mode corresponds to certain excitations that have charac- 
teristic features in the frequency domain. This is remark- 
able since the statistical analysis knows nothing about the 
frequency domain. This also indicates that the associated 
spatial vectors should provide useful spatial information 
about the excitation, though more studies are required to 
fully understand and make use of such information. (In our 
case, bad BPMs make it even harder by breaking spatial 
periodicity.) What we have shown here are just more ex- 
amples demonstrating that spatial-temporal mode analysis 
provides a useful way to investigate beam motion. 

Thanks to K. Harkay and L. Emery for their comments. 

6 8 
frequency in Hz "'" 

Figure 1: The third mode shows an oscillation unrelated to 
the kick. Its spectrum sharply peaked at the synchrotron 
tune and its spatial vector is consistent with dispersion. 
Thus this mode is due to residual synchrotron oscillation 
of magnitude 10 fim. The insert is the lower end of the 
spectrum that shows various power-line harmonics, which 
are the cause of the undamped synchrotron motion. 
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Figure 2: The fourth mode shows a kicked beam oscillat- 
ing at the vertical tune. Smce both the kick and observation 
are in the horizontal plane, this leads to transverse cou- 
pling. Misalignment of the kicker and BPMs might also 
contribute. 
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Figure 3: The fifth mode is the other vertical betatron mode 
paired with mode 4. See Fig. 5 for more comments. 
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Figure 4: The sixth mode is rather different from others. 
The signal is excited by the kick and then smoothly damped 
instead of oscillating. Mixed with it are small oscillations 
at various frequencies. 
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Figure 5: The seventh mode shows oscillation with fre- 
quencies y, y- ^,and y+ ^(^~35 20, ^ ~ 19 26, 
and rev = 271 kHz). The right-most sum line is particu- 
larly strong, which suggests that sum resonance is much 
stronger than the difference resonance. Note that the sum 
signal also appeared in the vertical betatron modes, espe- 
cially in Fig. 3. Thus the sum resonance might be the main 
driving force for transverse coupling. 
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Figure 6: The eighth mode is unrelated to the horizontal 
kick. Its spectrum shows peaks around 0.3(5,1.5, 3, and 6.8 
kHz. The zig-zag motion suggests that it may be due to 
feedback. In fact, some of these frequencies are connected 
with the real-time feedback system. Power line noise could 
be a factor as well. 
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Figure 7: The ninth mode oscillates at 2 3; indicating non- 
linear effects due to either lattice or BPM nonlinearity. The 
spatial vector suggests large effects around BPM 50 and 
150. It is remarkable that the spatial-temporal mode analy- 
sis can clearly resolve this mode even at such a low signal 
level. 
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Abstract 

Due to their finite lifetime, muons must be accelerated 
very rapidly. It is challenging to make the magnets ramp 
fast enough to accelerate in a synchrotron, and accelerat- 
ing in a linac is very expensive. One can use a recircu- 
lating accelerator (like CEBAF), but one needs a differ- 
ent arc for each turn, and this limits the number of turns 
one can use to accelerate, and therefore requires significant 
amounts of RF to achieve the desired energy gain. An alter- 
native method for muon acceleration is using a fixed field 
alternating gradient (FFAG) accelerator. Such an accelera- 
tor has a very large energy acceptance (a factor of two or 
three), allowing one to use the same arc with a magnetic 
field that is constant over time. Thus, one can in principle 
make as many turns as one can tolerate due to muon decay, 
therefore reducing the RF cost without increasing the arc 
cost. This paper reviews the current status of research into 
the design of FFAGs for muon acceleration. Several cur- 
rent designs are described and compared. General design 
considerations are also discussed. 

INTRODUCTION 

An FFAG accelerates muons using a single arc with 
magnets whose fields do not vary with time. The arc must 
be able to transmit a beam over a wide range of energies. 
The first difficulty encountered in designing such an arc 
is ensuring that tiiere are no single-cell linear resonances 
in the energy range of interest. There are three ways of 
achieving this: 

• The arc has a tune which is independent of energy. 
This is what occurs in the original conception of an 
FFAG [1], what we are here calling a "scaling FFAG." 
Other designs are referred to as "non-scaling FFAGs." 

• The single-cell tune at the lowest energy is less than 
0.5, and decreases as the energy increases [2]. 

• Have a single-cell tune above 0.5, and use sextupoles 
to control chromaticity and maximize the energy 
range determined by the linear resonances [3]. 

* Work Supported by US Department of Energy contract DE-AC02- 
98CH10886 

+ Work Supported by the US Department of Energy contract DE- 
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Acceleration is generally achieved by distributing RF 
cavities relatively uniformly around the ring. Since the 
miions are decaying, acceleration must be rapid (generally 
on average at least 1 MV/m). This means that in non- 
scaling FFAGs, one accelerates rapidly through any nonlin- 
ear resonances, and thus these are of litde concern. Accel- 
eration is still sufficientiy gradual, however, that the bunch 
will adiabatically follow the energy-dependerit closed orbit 
in the machine. 

Due to the rapid acceleration, it is impractical to restore 
energy to the cavities at the rate that the beam is extracting 
it, or to change the phase of the RF as the beam accelerates. 
Since no FFAG design is perfectly isochronous, there is the 
problem that the beam does not stay at the same phase of 
the RF from one turn to the next. The result is that there 
is a minimum installed RF voltage needed to accelerate 
over the desired energy range. For a given type of relation- 
ship between time-of-flight and energy, that minimum volt- 
age is proportional to the difference between the minimum 
and maximum time-of-flight over the energy range [4]. In 
addition, the longitudinal phase space area transmitted in- 
creases as the voltage increases above that minimum volt- 
age, or equivalently as the time-of-flight range decreases. 

In general, reducing the cell length reduces both the 
time-of-flight range and the required magnet aperture, as 
does increasing the number of cells in the ring. 

RF CAVITIES 

One of the primary reasons for using an FFAG for ac- 
celeration is the reduction in RF costs. This is achieved by 
making many passes (10 to 20) through the same cavities. 

In the US neutiino factory designs [5, 6], 201.25 MHz 
(or a multiple thereof) RF must be used for acceleration. 
One can use superconducting or room-temperature RF for 
this purpose. Either type of cavity must be run near its 
maximum gradient (12 MV/m or more) so that the volt- 
age does not drop too much due to beam loading. This 
causes the costs of room-temperamre RF to far exceed that 
of superconducting RF, due to the substantial peak power 
requirements for the former. 

The disadvantage of superconducting RF is the need to 
maintain low magnetic fields on the superconducting sur- 
faces of the cavities. This requires space to be placed be- 
tween the magnets and the cavities that would not need 
to be there were room-temperature RF being used. Under 
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normal circumstances, that field would need to be around 
0.1 Gauss. However, if the cavities are cooled down before 
the magnets are powered, that field can be as high as 0.1 T 
[7]. There is little danger of inadvertent quenching, since 
200 MHz cavities are made of Niobium sputtered on cop- 
per, and the volume of copper will prevent the quenching 
[8]. 

Preliminary studies have indicated that 50 cm is a suf- 
ficient cavity-magnet distance to bring the fields down to 
the desired levels. Thus, 200 Mhz cavities will require 
a roughly 2 m drift, whereas room-temperature cavities 
would only require around 1 m. 

For the Nufactl scaling FFAG designs [9], lower fre- 
quency RF is required. Due to their low frequency, they 
have a large amount of stored energy. Relatively high gra- 
dients for that frequency are required. Due to the extremely 
low duty factor for the power sources, the large amount of 
peak power should be relatively inexpensive. 

SCALING FFAGS 

Scaling FFAGs are the only type of FFAGs that have ever 
been built [10, 11, 12]. A neutrino factory design using 
scaling FFAGs has been produced by the NufactJ working 
group [9]. The design has no cooling, and uses four suc- 
cessive FFAG rings to reach an energy of 20 GeV. 

The design uses 24 MHz RF (other frequencies in this 
range may also be used). An RF bucket is created which en- 
compasses both the initial and final energies for the accel- 
eration stage, and the bunch undergoes half a synchrotron 
oscillation in that bucket to get from the lowest to high- 
est energy. There has also been preliminary success with a 
scheme using something resembling two RF buckets, one 
accelerating from the lowest energy to an intermediate en- 
ergy, then the second accelerating to the final energy [13]. 

In a scaling FFAG, the midplane vertical magnetic field 
is of the form Byo{0){r/ro)'', where r and 0 are cylindri- 
cal coordinates centered at the center of the ring, and TQ is a 
reference radius. As k increases, the dispersion decreases, 
reducing the required magnet aperture. The time-of-flight 
range also decreases with increasing k. Thus, maximizing 
k seems to be advantageous. The difficulty with this is that 
for larger k, the fields become more nonlinear, and the dy- 
namic aperture becomes reduced. 

Preliminary designs for superconducting magnets for the 
highest energy accelerator (10—20 GeV) have been made. 
They use a cos 9 style of design (with an elliptical vacuum 
chamber), but the coils are distributed highly asymmetri- 
cally to give the r'' field dependence. In addition, a trim 
coil has been included to allow the adjustment of k over a 
limited range [14]. 

NON-SCALING FFAGS 

There has been work on a number of non-scaling lattice 
designs. These all share the common property that their 
time-of-flight varies parabolically as a function of energy. 

The lattices are tuned so that the minimum of that parabola 
is placed at the central energy, so as to minimize the time- 
of-flight range. 

Low Emittance Lattice 

This lattice is based on a lattice cell which would give 
a low emittance for an electron ring [3]. Both the disper- 
sion and beta functions are small at the bending magnet. 
The primary appeal is that the closed orbit variation and 
the time-of-flight range are small. These properties allow 
the ring to be made relatively short. Such a ring seems to 
be very inexpensive. 

Unfortunately, this lattice has a very poor dynamic aper- 
ture due to the sextupoles required to control the chromatic- 
ity in this lattice, since its tune is above 0.5. 

FODO Lattice 

The original non-scaling FFAG design was based on a 
FODO lattice [2]. The lattice consists of two gradient 
dipoles with drifts between them. A simple procedure has 
been developed to design these lattices using standard non- 
linear minimization and/or equation solving algorithms: 
vary the lattice parameters so that the frequency slip fac- 
tor at the central energy is zero and the tunes at the mini- 
mum energy are some fixed value below 0.5. There are de- 
grees of freedom remaining to optimize costs or insure that 
the lattice meets certain minimum requirements, such as a 
maximum amount of decay, a maximum number of tums 
(beam loading considerations), maximum pole tip fields, 
or a minimum longitudinal acceptance. These techniques 
have been used to demonstrate various properties of the lat- 
tice such as 

• The time-of-flight range is linear in the cell length. 
The drifts should therefore have the minimum length 
compatible with the space requirements for cavities. 

• The time-of-flight range is roughly inversely propor- 
tional to the number of cells. 

• The time-of-flight range decreases as the minimum 
tune increases, but at the cost of an increasing beta 
fiinction at low energy. The former decreases the cost, 
while the latter will increase costs. 

The ability to generate these lattices automatically and 
rapidly has become a useful tool in performing cost opti- 
mizations and comparisons. 

Triplet Lattice 

The triplet lattice has arisen as a candidate lattice from 
two directions. Since the dynamic aperture of the low- 
emittance lattice was so poor, the sextupoles were removed. 
The tune needed to be brought below 0.5 for this lattice to 
work, and so a pair of quadrupoles was removed, leaving 
the triplet lattice. From the other direction, the two long 
drifts in the FODO lattice were often unnecessary, so mak- 
ing a lattice cell with with only one drift seemed logical. 
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Table 1: Accelerating system costs for various designs. 
Range 

GeV 
# 

Cells 
Voltage 

GV 
Magnet 

Cost 
RF 

Cost 
Other 
Costs 

Total 
Cost 

Per 
GeV 

Study-n RLA 2.5-20 218 4.38 63 263 58 384 21.9 
Scaling 10-20 180 1.26 178 89 32 299 29.9 
FODO 10-20 108 0.91 54 55 15 124 12.4 
Triplet 10-20 89 0.8 28 48 12 87 8.7 
Triplet 5-10 70 0.47 30 28 8 66 13.2 
Triplet 2.5-5 58 0.19 25 39 3 67 26.8 

The triplet lattice is designed just as the FODO lattice is: 
all three magnets are combined-function magnets, the fre- 
quency slip factor at the central energy is set to zero, and 
the tunes at the minimum energy are set to values some- 
where below 0.5. For a given drift length, the triplet lattice 
seems to have a lower time-of-flight range. 

Racetrack 

Any of these lattices can be used to create an even lower 
time-of-flight range as a function of energy by using a 
racetrack configuration. The RF is placed in the straights, 
where there is almost no time-of-flight variation with en- 
ergy. Time-of-flight range in the arcs is minimized by mini- 
mizing the drift space: none is needed for the RF. Adiabatic 
transitions are made between the arcs and the straights. The 
greatest difficulty is in the adiabatic transitions; some pre- 
liminary work has been done [15]. 

COST ANALYSIS 

Starting with approximate cost formulas for magnets and 
RF cavities, we have attempted to compare the costs of var- 
ious designs. Table 1 summarizes these comparisons. Note 
that the triplet lattices are the result of inexact attempts at 
optimizing the lattice cost (the lattice costed is not a lattice 
that was actually designed), but are expected to be a good 
reflection of the actual cost trend. 

The increased magnet cost in the scaling lattice over the 
FODO lattice results from the larger number of cells re- 
quired and the fact that the defocusing quadrupole in the 
FODO lattice has a smaller aperture than the corresponding 
quad in the scaling lattice (the focusing quads have similar 
aperture). Furthermore a larger RF voltage is required in 
the scaling lattice, thus increasing the RF costs. Improv- 
mg the performance of the scaling lattice would require in- 
creasing the k, or maybe even increasing the number of 
cells (thus reducing the apertures and maybe lowering the 
RF requirements). 

The triplet lattice appear to be more cost effective than 
the FODO lattice, but this may be deceptive, since differ- 
ent attempts at optimization have been performed on the 
triplet lattice than on the FODO lattice. A more systematic 
comparison needs to be performed. 

Note the incrased cost per GeV as the energy range of 
the FFAG is lowered. This largely results from larger aper- 

ture requirements at the lower energies. The increased RF 
costs in the lowest energy range result from the need to re- 
duce the drift in that lattice, and thus use room-temperature 
instead of superconducting RF. 

Finally, note that the costs of the triplet lattices were 
minimized by choosing a larger number of cells that 
what was initially thought necessary, and by using rela- 
tively modest superconducting pole-tip fields (around 4 T). 
Larger pole tip fields drive up the magnet cost rapidly, and 
the larger apertures required for a short ring (due to disper- 
sion) also drive up the cost significantly. 
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BEAM DUMP OPTICS FOR THE SPALLATION NEUTRON SOURCE * 
D. Raparia, Y. Y. Lee, J. Wei, Brookhaven National Laboratory 

S. Henderson, SNS, Oak Ridge National Laboratory 

Abstract 
The Spallation Neutron Source accelerator complex 

will have three beam dumps for beam tuning and for the 
collection of controlled losses. The linac and extraction 
beam dumps will be used for beam tuning purposes and 
are designed for 7.5 kW of beam power. The optics issues 
for these dumps are i) the beam size at the vacuum 
window which is near the last quardrupole and ii) 
guaranteeing the beam size at the dump due to multiple 
scattering in the presence of potentially large variations in 
the linac and accumulator ring emittances. The injection 
dump will collect the partially stripped H° ions as well as 
H' ions which have miss the foil and is designed to absorb 
up to 200 kW of beam power. The closed orbit for these 
ions are much different in the injection area and have to 
be collected in the injection beam dump with a certain 
beam size. 

INTRODUCTION 
For Spallation Neutron Source (SNS) accelerator 

complex [1], a major requirement of all parts of this 
accelerator is to have low imcontroUed beam losses (< 1 
Watt/m), to allow hands on maintenance. There will have 
three beam dumps for beam tuning and for the collection 
of controlled losses. The linac and extraction beam dumps 
will be used for beam tuning purposes and are designed to 
absorb 7.5 kW of beam power. The injection dump will 
collect the partially stripped H" ions as well as H" ions 
which have miss the foil and is designed to absorb up to 
200 kW of beam power. Figure 1 shows these all three 
dumps. 

Injection Dump _ r^-% 
K 

T:M-.. 

F^ 
^ —Linac Dump 

Figure 1: Layout of beam dumps. 

LINAC BEAM DUMP 
Linac beam dump is located after linac to achromat 

matching section of the High Energy Beam Transport 

*SNS is managed by UT-Battelle, LLC, under contract DE-AC05- 
00OR22725 for the U.S. Department of Energy. 

(HEBT) [2], this dump will be used for linac beam 
characterization of the linac beam from 200 MeV to 1.3 
GeV and for collecting singly stripped H° particle from 
the linac. This line is about 35 meters long and has six 
quadrupoles and one vacuum window. Vacuum window is 
located just after the last quadrupole. This window is 
made of Inconel and 2 mm thick. The advantage of the 
window at this location is that it guarantees the beam size 
at the dump. The requirement for the dump is that beam 
size should be 60 mm in radius and beam power outside 8 
inch diameter circle should be less than 750 watts. 

As H" traverse through the window [3], it deposited two 
electrons and some energy due to straggling and suffer 
from multiple and nuclear scattering. The average energy 
deposited by H" ions due to two electrons is 1.12 MeV at 
1000 MeV and 0.22 MeV at 200 MeV in relatively short 
distance in the window. Figure 2 shows the rms multiple 
scattering angles as function of energy and Figure 3 
shows the energy loss per proton as ftinction of energy for 
2 mm of Be, Al, and Inconel. 
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Figure 2: RMS multiple scattering angle as function of 
the proton energy for 2.0 mm thick window for Be, Al, 
and Inconel. 
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Figure 3: Average energy loss in vkdndow per proton in 
2 mm thick window as fimction of proton energy. 
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To minimize the temperature in the window the beam 
size is kept 30 mm in diameter for 95% of beam for all 
the energies and various emittances. Figure 4 shows the 
TRANSPORT out put for the 200 MeV and Figure 5 
shows the TRANSPORT out put for the 1000 MeV. 

Figure 4: Beta function along linac dump for thick 
window (2.0 mm of Inconel) at 200 MeV. 

Figure 5: Beta function along the linac dump for 2.0 
mm Inconel vacuxun window and four times normal 
emittance at 1000 MeV. 

As shown in Figure 2, at lower energies the rms 
scattering angle is higher therefore more particles will be 
outside 8 inches diameter circle. Linac has to operate at 
lower power at the time of commissioning for lower 
energies. PARMILA (which was modified for multiple 
and nuclear scattering) simulations show losses in the 
flight tube and dump. Table I shows the require operating 
power for different energies. 

Table I: Maximum power for different energies. 
E,GeV 0.2 0.4 0.6 0.8 1.0 
p 0.56 0.71 0.79 0.84 0.87 

T 1.21 1.43 1.64 1.85 2.06 

pr 0.69 1.02 1.30 1.56 1.81 

Loss in FT, % 40 7.6 3.3 2.6 2.3 

PouBidtS ■, % 39.0 39.0 21.1 10.9 5.9 

Max. P, kW 1.92 1.92 3.55 6.88 7.5 

INJECTION BEAM DUMP 
Injection beam dump is designed to absorb 200 kW of 

beam power and requires that 99% of the beam should lie 
in 200 mm diameter circle. It will collect unstripped H" 
and partially stripped H" ions. Figure 6 shows the layout 
of the injection region. 

Figure 6: Layout of the injection region. 

H" ions which have missed the foil will emerge from the 
injection bump magnet # 2 as 2.1 mrad toward left, H" 

will go straight and proton will bend 2.1 mrad right. The 
injection bump magnet # 3 will bend further H' ions by 42 
mrad while H" ions will go straight. There will be a thick 
foil before the injection bump magnet #4, which will 
convert H' and H" ions to proton by stripping two and one 
electrons respectively. After injection bump magnet #4 
both trajectory goes through an injection dump gradient 
magnet and finally though an x-defocusing quadrupole 
magnet. The optics is such that that the both trajectories 
coincide at the injection dump. Figure 7 shows the H" 
centroid displacement with respect to the close orbit. H" 
trajectory will be just mirror of the H" trajectories in 
Figure 7. 

o 
» a 
a 
X 5        10       15       IQ       25      30 

Lenght along injEctlnn dump line (m) 
35 

Figure 7: H" trajectory displacement with respect to the 
central closed orbit. 

PARMILA was modified to track three species (P, H-, H") 
and included multiple and nuclear scattering. Figure 8 
shows the all three species after the foil. Foil will be 
carbon about 300 |ig/cm^, about 2-4 % H" will be partially 
stripped and about 1-2% H' ion will miss the foil. Figure 
9 shows the particle distribution at dump, middle particle 
are the H" and outer particle are H" when they started at 
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the foil. Figure 10 shows the TRANSPORT out for the 
injection beam dump beam line. 

VV4K 

Figure 8: Particle distribution at the foil. Red are the fully 
stripped protons, black are the H' ions, which have 

1     ,1 r>     -1 •>   m    . . .      _- . A    . 

missed the foil and blue are the partially stripped H" ions. 

X-fTiiKr vi X 

Figure 9: Particle distribution at the injection dump. In the 
middle (blue) are the particles, which started H° at the 
foil. The outer (red) are the particles which started as H" 
at the foil. 

Figure 10: TRANSPORT output for the injection beam 
dump line. 

EXTRACTION BEAM DUMP 
The extraction dump will be used for ring tuning purposes 
and will have the capacity of 7.5 kW. The extraction 
dump requirement is that 99% beam should be within 8 

inch of diameter circle and only 750 Watts of beam can lie 
out side of this circle. The extraction dump is located 
after the 16.8 degrees dipole in the Ring Target Beam 
Transfer (RTBT) [2] line. If the dipole is off beam will get 
0 the dump hence failsafe. There are two quadruples in 
this line and vacuum window is located just after tiie last 
quad in the line. The vacuum window will be 0.5 mm 
thick of Inconel. The line is designed to accommodate 
single turn to full 1060 turns injection into the ring. Again 
like the linac dump line vacuum window guarantee the 
beam size at the dump. Figure 11 shows the 
TRANSPORT output for this line. 

Figure 11: Transport output for extraction dump beam 
line. 

Figure 12 shows the current distribution at the 
extraction beam dump only V* of the beam footprint is 
shovra. 

extdump_dump_010615 

■ 0.00(80.00035 
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no.00015J).0002 

Do. 0OO1-0.00015 

S33 ■ O.OOOOM.0001 

17       Y D 0-0.00005 

Figure 12: beam ciurent density at the extraction dump, 
only % of the beam footprint is shown. 
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BEAM SCRUBBING STRATEGY FOR ELECTRON-CLOUD 
SUPPRESSION IN THE SPALLATION NEUTRON SOURCE RING* 

S.Y. Zhang, M. Blaskiewicz, H.C. Hseuh, and J. Wei, BNL, R. Macek, LANL, USA 

Abstract 

Electron cloud is still an unsettled issue for the high 
intensity SNS storage ring. Studies are undergoing, 
especially on the electron multipacting condition, beam 
instability threshold, electron density and the electron 
dose on the wall. It has been simulated that the electron 
multipacting may generate very large electron dose that 
the pressure rise might become unacceptable. Chamber 
sections with high secondary electron yield and/or 
locations having large numbers of primary electrons, 
such as the injection region or the collimation area, are 
likely to have higher pressure rise. Beam scrubbing is 
proposed as one of tiie principle mitigations for the 
electron multipacting problem in the SNS. In this 
article, experiments of the beam scrubbing on existing 
machines will be reviewed, and specifics of the SNS 
ring beam scrubbing will be discussed. 

INTRODUCTION 

The secondary electron yield (SEY) of the vacuum 
chamber can be reduced by the beam scrubbing through 
the electron bombardment, but the required dose is very 
large [1]. For most machines that encountered electron 
cloud (EC) problem, beam instability and emittance 
blowup have already become serious problem before 
reaching such a high dose rate. Therefore, the beam 
instability and emittance growth are usually the first 
consequences of the electron cloud, and the effect of 
scrubbing was only observed over a long period of time. 
These machines include the LANL PSR, CERN SPS, 
and the B-factories. 

After several years of struggling with the electron 
cloud of LHC beam at the CERN SPS, intentional beam 
scrubbing aiming at the vacuum chamber conditioning 
has shown clear effect, and the LHC beam requirement 
has been achieved at the SPS in the first time [2]. 

With very high beam intensity in SNS storage ring 
[3], it has been simulated that the electron multipacting 
may generate very large electron dose on the chamber 
wall [4]. The pressure may rise to an unacceptable level, 
due to the electron stimulated gas desorption. Also, 
chamber sections with high secondary electron yield, 
and/or locations having large numbers of primary 
electrons, such as the injection region or the collimation 
area, are likely to have higher pressure rise. 

* SNS is managed by UT-Battelle, LLC, under contract DE- 
AC05-00OR22725 for the U.S. Department of Energy. SNS is 
a partnership of six national laboratories: Argonne, Brookhaven, 
Jefferson, Lawrence Berkeley, Los Alamos, and Oak Ridge. 

Beam scrubbing is, therefore, proposed as one of the 
principle mitigations for the electron multipacting problem 
in the SNS. In this article, experiments of the beam 
scrubbing on existing machines will be reviewed, and 
specifics of the SNS ring beam scrubbing will be 
discussed. 

BEAM SCRUBBING 

It was shown in [1] that with the electron dose of about 
ImClmrrfi, SEY can be reduced firom 2.2 to 1.2 for 
stainless steel surface. To see how large this dose is, one 
may look at the one of the most pronounced effect in the 
beam chamber, which is the vacuum pressure rise. 

Usual pumping capability is calculated by 

M = kSP (1) 

where A: = 3.3 x 1022 / rri^ is the gas molecule density 
per Torr, S is the average pumping speed, and P is the 
pressure in Torr. Using average pumping speed of 
S = I3£s^m-^, i.e. 13 liters per second per meter, which is 
close to the situation of RHIC, SPS, PSR, and SNS, the gas 
molecules pumped out of the chamber are 
M = 43x1020 Ps-im-^. 

On the other hand, for a typical round chamber with 
radius of 5 cm, with the dose of ImC I mnfi applied in 24 
hours, 2.3 x 10'^ electrons will be generated in a 1 meter 
long chamber per second. Using electron gas desorption 
rate of 0.1, N = 23x 10'5 ATj-equivalent molecules vnll 
be produced. 

The equilibrium pressure rise will be reached by 
equating the electron desorption generated molecules with 
the pumping capability, which is 

P = N(kS)-^ (2) 

and one gets P = 5.3 x 10-^Torr. Usually the ion pump 
will stop work at this pressure level, and vacuum valve will 
be closed to protect the equipment. 

For most machines with electron cloud, the EC induced 
beam instability and associated emittance blowup have 
prevented the higher beam intensity, the pressure rise was 
usually less than 10^Torr, therefore, the beam scrubbing 
effect was not obvious. Only exception is perhaps the 
RHIC, where electron cloud takes place only in part of the 
warm sections, which is in total 1,300 m in two rings over 
the machine circumference of 3,834 m. The pressure rise 
sometimes was so high that the vacuum valve closed, yet 
the beam instability had not become a serious problem [5]. 

In principle, using electron dose as the criterion for the 
beam scrubbing is not very proper, since the energy of 
these electrons is very important in terms of scrubbing 
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effect. For example, the electrons with energy less than 
20 eV contribute very little in scrubbing, while the ones 
with 500 eV are probably having the largest effect. 
Fortunately, similar relation exists also to the projectile 
electron's energy and the gas desorption rate. Therefore, 
instead of the complicated procedure of estimating the 
electron dose on the chamber wall, the pressure rise has 
emerged as a more useful criterion for the beam 
scrubbing effect. If tfie pressure rise induced by the 
electron cloud is higher, then the beam scrubbing is 
more effective. 

MACHINE EXPERIENCES 

In this section, existing machines' practice and study 
experiences will be reviewed. The relation between the 
electron dose, associated pressure rise and the scrubbing 
effect seems to approximately agree with the prediction. 

PSR 

In the PSR, detected peak electron flux on the wall, 
in a high intensity study, is 0.14mA/cm^ [6], but in 
normal operation, it was more like 0.0l4mA/cm^. This 
flux takes place at about 40 ns in the 357 ns revolution 
time in each turn, and in 300 turns of the usual 1,800 
injection turns. For 20 Hz repetition rate, the average 
electron current on the wall is 0.024nA / mm^. 
Therefore, the accumulated dose in 24 hours is 
IS/JCI mnfl. For the round chamber radius of 5 cm, the 
pressure rise is, using equation (2), 1.6x lO-^forr. The 
observed pressure rise in PSR is from 2 to 4 x 10"* Torr, 
approximately agreeable with the calculation. 

In a period of longer time, the scrubbing effect, 
nevertheless, was obvious [7]. 
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Fig.l. Instability threshold intensity curves during 
2000-2002 operations. The data for 2001 and 2002 also 
include the effect of inductive inserts, which cause an 
-30% increase in the slope of the curves for those dates. 

Fig.l shows the PSR beam scrubbing effect in terms 
of instability threshold vs. RF voltage. Excluding other 

factors, such as the inductive inserts, there is a factor of 2 
improvement during the period. 

In Fig.2, the prompt electron signals and ion pump pulse 
during 2002 operation are plotted. The electron signal 
diminished rapidly at first and more slowly after a few 
weeks, and tends to reach a plateau after 3 months. 

Among other indicators of the beam scrubbing effect, 
the electron signal at the extraction transfer line did not 
change much, and it offers now the strongest electron 
signal at the PSR, presumably because of lack of 
scrubbing. 

5(24/2002    7/13ra002     9/10002     10Q1/2002   12«Q(2002    1/29/2003 

Fig.2. Prompt electron detector signals and ion pump pulse 
for 8 |aC beam pulse as a function of time in the run cycle. 

SPS2000 

In 2000, a beam scrubbing of 2.5 days was tested in the 
SPS, with modest pressure rise and the electron dose [8]. 
The bunch intensity was 0.43x10" proton, and 72 
bunches (1 batch) was injected. The collected electrons by 
a pick up showed that about lO^ electrons hitting the wall 
in a meter long pipe for 1 batch of beam passing. Using the 
electron gas desorption rate of 0.1, with the revolution 
frequency of 4'ikHz, this implies that 4.3 x W^s-^m^ Ni 
-equivalent molecules were produced. For the duty cycle of 
45%, total electron dose in 24 hours is about QlmClmnfi, 
the observed typical pressure rise was < 7 x 10-^Torr, 
close to the calculated pressure rise, 5.3 x 10^ Torr. As the 
result of the beam scrubbing, the pressure rise was reduced 
by a factor of 5 in the first 24 hours for the same beam. 

SPS2002 

In 2002, it was decided to have a dedicated beam 
scrubbing run for SPS, which lasted 10 days [8]. The 
bunch intensity was raised to between 1x10" to 1.4 x 10' • 
protons, with 1 to 4 batches injected. The pressure rise was 
pushed to as high as 5 x 10"* Torr, barely below the valve 
close threshold. Various patterns of the beam injections 
with increasing bunch intensity were used to maximize the 
beam scrubbing effect. The duty cycle was about 45% in 
first 24 hours, and the accumulated electron dose, 
estimated from the pressure rise, was about Q.SmClmnfl. 
Correspondingly, the pressure rise for the same beam was 
reduced by a factor of 100 in 24 hours. 
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Table!: Beam scrubbing parameters comparison, with 
the electron dose, associated pressure rise and result 
in 24 hours of period 

Dose Pres. Rise Result 
PSR 0.003 2e-8 Ins. thre. modest incr. 

SPSOO 0.1 le-1 PR reduced, factor 5 
SPS02 0.5 5e-6 PR reduced, factor 100 

mClmnP- Ton- 

SNS BEAM SCRUBBING 

SNS Electron cloud and counter measures 

With 2.08 X 1014 protons in the SNS ring of the 
2MW operation, large numbers of electrons may be 
produced by the bunch tailing edge multipacting. 
Simulation [4] shows that the peak electron flux at the 
beam tail may reach 5mA I cm^. Given the flux duration 
of 70 ns over 945 ns per turn, assuming that the electron 
cloud takes place in the last 100 turns of total 1,200 
injection turns, with 60 Hz operation cycle, the electron 
dose on the wall is l.6mC I mm'- in 24 hours. For the 
SNS chamber with radius of 10 cm, the pressure rise of 
1.7 X10-5 Ton- is calculated using equation (2), which is 
well above the vacuum valve close threshold, 
5x10"^ Torr. As the result, there is a possibility that the 
SNS ring will encoimter difficulties for full power 
operation without a proper beam chamber conditioning. 

In addition to conventional electron cloud induced 
problems, such as the beam instability, the vacuiun 
valve may close due to high pressure rise. The later is 
different from the former that it may happen locally at a 
few locations. In general, a high pressure rise in a 
limited length of pipe affects not much the beam 
stability and emittance. 

For the counter measure, the SNS ring chamber is 
coated by TiN alloy, several electron collectors will be 
placed at the most troublesome locations, such as the 
injection area, and also solenoids will be installed 
between the coUimators [3]. In addition, SNS ring has 
reserved empty ports to later install high throughout 
pumps if needed in the future. 

For fiirther electron cloud suppression in the SNS 
ring, the beam scrubbing is proposed. In the following, 
some possible scenarios are discussed. 

Scenarios of beam scrubbing 

To prepare for the worst case scenario, the beam 
scrubbing fits this need very well as one of the principle 
mitigations for the electron multipacting problem in 
SNS ring. 

1. First scenario is that at the early commissioning, 
the electron multipacting may take place, and at one or 
more locations, the local pressure rise might be too high 
to tolerate. For beam scrubbing, the beam may be 
injected until the local pressure rises to about 
5x10"^ Torr, and to run the machine until the pressure 

rise reduces, then increase the injection turns, and/or 
increase the Linac beam current. It is possible that the 
locations with highest pressure rise are scrubbed more than 
others, which means that more time is needed to 
conditioning the whole ring. 

2. The second scenario is that in the early operation, the 
electron cloud induced beam instability may prevent the 
higher intensity operation, similar to PSR's situation. In the 
proposed operation mode, which is similar to the PSR, the 
Linac beam will be injected by 1,200 tums, followed by 
prompt beam extraction. The electron cloud is likely to 
develop at the end of the injection, probably the last 100 
tums within the total 1,200 tums of the beam 
accumulation. At the end of the injection, 0.5 ms to 1 ms 
additional store time may increase the electron dose by 
about factor of 20. According to the PSR experience, the 
conditioning period may be reduced by the same factor. 
There is no major stopper in this scenario. Existing RF 
power supply, which is a resonance type and hence cannot 
hold up the voltage for too long, can support this period of 
time with tolerable voltage drooping. Beyond tiiis store 
time, a $250K upgrade of the power supply system can 
extend the store time much longer [9]. It is of interest to 
know, of course, if the beam loss, etc. can be tolerable. 

SUMMARY 

Review of existing machine cases has shovra consistent 
relation between the electron dose, pressure rise, and the 
beam scrabbing effect. The pressure rise caused by the 
electron cloud is a good indicator of the effective electron 
dose, and it can be used in the beam scmbbing operation. 

The SPS dedicated beam scrabbing experiment has 
changed the conventional thinking about mitigation of the 
electron cloud effects, which is to directly counteract the 
EC induced beam instability and emittance blowup. One 
now can see a strong role for conditioning the beam pipe to 
reduce the beam induced electron multipacting. With 
hindsight, more attention should be given to beam 
scrabbing as part of the mitigation strategy. 

For the very high power SNS ring, therefore, the beam 
scrabbing has been proposed as one of the principle 
mitigations for the electron multipacting problem. 
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THE AGS ELECTROSTATIC SEPTUM 

J. Hock, T. Russo, J. Glenn, K. Brown 

INTRODUCTION 

The previous slow beam extraction electro static 
septum in the AGS was designed in 1981. Research 
documented at the Fermi Laboratory was used as the base 
line for this design]. The septum consisted of a ground 
plane of .002" diameter wire tungsten-rhenium alloy 
(75%W 25%Re) with a hollow welded titanium cathode 
assembly. The vacuum chamber is stationary and the 
septum is moved with a pair of high vacuum linear feed 
throughs. 

After years of beam time, the frequency of 
failures increased. The vacuum system design was poor 
by today's standards and resulted in long pump down 
times after repairs. The failures ranged from broken 
septum wires to a twisted cathode. In addition to the 
failures, the mechanical drive system had too much 
backlash, making the operating position difficult to 
repeat. The new septum needed to address all of these 
issues in order to become a more reliable septum. 

Figure 1: The Old AGS Electro Static Septum 

VACUUM CHAMBER 

The vacuum chamber material was changed to 
stainless steel with knife-edge flanges and copper gaskets. 
The septum assembly was slid into the chamber on linear 
bearings, so the septum could be removed quickly from 
the chamber during maintenance. All materials used in the 
septum were compatible for high vacuum. All mating 
surfaces were vented and all blind tap holes were 
assembled with vented bolts. The pump down time was 
reduced from 6 hours to less than an hour. 

Figure 2: The New AGS Electro Static Septum 

LINEAR ACTUATORS 

The mechanical linear actuators were designed 
with all the control components (limit switches, feedback 
potentiometer, and drive motor) mounted to the same 
unit. The actuator is attached to the vacuum with a 
flange, and the septum with a pin, for quick removal from 
the high radiation area. The backlash was minimized by 
adding a tension spring on the septum assembly, opposite 
the linear drives, thus always loading the drive system in 
one direction. The feedback potentiometer was mounted 
directly to the actuator shaft with an anti-backlash gear. 

Figure 3: The Lmear Dnve Installed On The Septum 
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CATHODE 

The old cathode was a welded assembly made 
from tubular titanium, which was twisted, possibly from 
over heating during conditioning. The new cathode was 
made from a solid titanium rod, able to carry more current 
during conditioning. 

GROUND PLANE 

In an effort to prevent the proton beam from 
breaking the septum wire, the geometry and material of 
the wire was addressed. The wire was mounted to the 
septum on a c-shaped support between two tension 
springs. The spring tension provided stiffness to the 
fragile wire, minimizing its deflection induced by the 
electrical field, and pulls the wire away from the cathode 
if it breaks. The tensile load on the wire from the springs 
is small (.25#) due to the small cross sectional area of the 
wire. The wire is attached to the springs by twisting a 
loop in the end of the wires, causing slight slippage at 
initial tensioning of the wire. A consistent wire length 
was difficuh to maintain. The varying lengths of the wire, 
coupled with the varying properties of the springs yield 
different tensile load on the wires, hence different 
displacements caused by the 60 kV electro static field. 
The different deflections of the wire meant that the 
ground plane was thicker then .002". 

Figure 4: AGS Old Electro Static Septum 

Several different shapes and materials were heat 
load tested using a defocused electron beam welder in a 
vacuum. Five tests were performed for each of the 
following test samples: .002" diameter W 75% Re 25% 
alloy wire (the existing design), .002" by .035" W 75% 
Re 25% alloy foil strip, .001" by .035" W 75% Re 25% 
alloy foil strip, .002" by .035" 3A1-2.5V Ti alloy foil 
strip, and .001" by .035" 3A1-2.5V Ti alloy foil strip. The 
test fixture consisted of four foils of the same type, 
installed between a pair of springs, evenly spaced at 
.125", and orientated so that the edge of the foil shadows 

electron beam. The .002 diameter wire test samples were 
set up the same as the foils except eight wires were evenly 
spaced at .063". The beam was set at different power 
settings and the exposure time was recorded. From the 
results of this test (listed in Table 1), the .001" thick by 
.035" W 75% Re 25% alloy was the best choice. Further 
research of the tungsten rhenium alloy showed the W 
95% Re 5% had the highest tensile strength of this alloy.2 

The new AGS electro static septum uses a .001" 
thick by .035" wide W 95% Re 5% alloy foil strip. The 
large cross sectional area allows the foil to have a higher 
tensile load than the wire, yielding less displacement from 
the electro static force. The theoretical displacement for 
the foil is .0003" as compare to the wire .003". The stiffer 
foil also reduces the displacement due to the different 
spring properties and lengths of the foil. 

Although the foil strip septum is thinner, the 
total length of material is 26.25" as compared to the wire, 
which is 3". The predicted losses at the septum will 
increase, but reduce the losses for the downstream slow 
beam extraction devices. 

Figure 5: The New AGS Electro Static Septum 
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TABLE 1: SEPTUM H] EATLOA] DTEST 
TEST SPECIMAN BEAM 

CURRENT 
(mA) 

VOLTAGE 
(kV) 

BEAM 
DIA. 
(cm) 

BEAM 
FLUX 

(W/cm^) 

TIME 
(s) 

OBSERVATION 

.002" BY .035" 0.7 90.6 0.2 2,020 2.5 NO FAILURE 
W 75% Re 25% 0.7 90.6 0.2 2,020 3.5 3*^ FOIL FAILED 

FOIL STRIP 0.6 85.0 0.2 1,624 30.0 NO FAILURE 
0.7 90.6 0.2 2,020 3.0 1" FOIL FAILED 
0.6 88.0 0.2 1,682 9.5 2"" FOIL FAILED 
0.6 87.0 0.2 1,662 38.0 4'" FOIL FAILED 

.001" BY .035" 0.6 85.0 0.2 1,624 9.0 1=" FOIL FAILED 
W 75% Re 25% 0.6 87.0 0.2 1,662 60.0 NO FAILURE 

FOIL STRIP 0.6 88.0 0.2 1,682 60.0 NO FAILURE 
0.7 90.6 0.2 2,020 60.0 NO FAILURE 
0.7 91.0 0.2 2,028 300 NO FAILURE 

.002 DIA. WIRE 0.6 85.0 0.2 1,624 0.0 ALL 8 WIRES FAILED 
W 75% Re 25% 0.3 60.0 0.5 92 8.0 ALL 8 WIRES FAILED 

.002" BY .035" .06 85.0 0.2 1,624 1.0 ALL 4 FOILS FAILED 
3A1-2.5V Ti 

ALLOY 
FOIL STRIP 

.001" BY .035" 0.6 85.0 0.2 1,624 1.0 ALL 4 FOILS FAILED 
3Al-2.5VTi 

ALLOY 
0.2 50.0 0.76 22 60.0 NO FAILURE 

FOIL STRIP 0.3 50.0 0.5 76 60.0 NO FAILURE 
0.3 50.0 0.25 306 5.0 1"'FOIL FAILED 
0.3 50.0 0.4 60.0 NO FAILURE 
0.3 60.0 0.50 119 110.0 2"" FOIL FAILED 
0.3 60.0 0.50 92 40.0 3*^ FOIL FAILED 
0.3 60.0 0.50 92 188.0 4'" FOIL FAILED 

CONCLUSION 

The new foil strip septum performed similar 
to the wire septum. As predicted the losses increased at 
the septum and was slightly reduce at the downstream 
extraction devices, but the overall extraction efficiency 
was imchanged. Due to problems with the positioning 
control circuit, caused by noise, it is unclear if the 
backlash was reduced. In addition, the leakage current 
gradually increased with beam time. During the 2003 
shutdown the AGS electrostatic septum will be 
removed, inspected and repaired. Also the positioning 
control circuit will be fixed. 

2. 

REFERENCES 

J. Walton, et al, "An Improved Design For The 
Fermilab Septa", IEEE Transactions on Nuclear 
Science, Vol. NS-22, No.3, June 1975. 
ASM Handbook, "Properties And Selection: 
Nonferrous Alloys and Special-Purpose 
Materials", Vol. 2, p.580, October 1995. 

3424 



Proceedings of the 2003 Particle Accelerator Conference 

BEAM BASED CHARACTERIZATION OF A NEW 7-POLE 
SUPERCONDUCTING WIGGLER AT CESR* 

A. Temnykh ^, J. Crittenden, D. Rice and D. Rubin 
Laboratory of Nuclear Studies 
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Abstract 

The paper describes the beam based measurements of 
the magnetic field characteristics of the first 7-pole super- 
conducting wiggler recently installed in CESR. The results 
are compared with the model prediction and with the es- 
timates based on magnetic field measurements. It also 
presents results of the beam resonance mapping which was 
done by a 2D scan of betatron tunes while recording ver- 
tical beam size. The scan clearly exposed resonances ex- 
cited by the wiggler nonlinear magnetic field components. 
In conclusion, the ways to optimize the wiggler magnetic 
field in order to reduce destructive effects on beam dynam- 
ics are discussed. 

INTRODUCTION 

The CESR low energy upgrade project calls for 12 super- 
conducting wigglers installation to provide adequate ra- 
diation damping. The first 7-pole super-conducting wig- 
gler [1] was built [2] and, after magnetic measurement [3], 
in the fall of 2002 was installed in CESR. A number of 
machine smdy periods were devoted to a beam based char- 
acterization of the wiggler magnetic field. Results of this 
characterization in comparison with the magnetic measure- 
ment and model prediction are described below. 

MODEL CALCULATION AND 
MAGNETIC MEASUREMENT RESULT 

The wiggler field integrals along straight lines and along 
wiggling beam trajectories are used for wiggler field char- 
acterization. Depending on the wiggler design, the dif- 
ference between those integrals can be substantial. The 
straight line integrals calculated from model can be easily 
verified by a long flipping coil measurement. The mea- 
surement of the field integrals along beam trajectory can 
be done by using modified vibrating wire technique [6] or 
with a beam after wiggler installation in the ring. 

Magnetic measurement results for 2. IT and 1.9T wig- 
gler peak fields in comparison with a model calculation 
are presented in the Table 1. Moments a„ and 6„ are 
the coefficients of the polynomial fit of the horizontal and 
vertical field integral dependence on horizontal position: 
Ix,y{x) = ^(a„,6„) X a;" '.  Columns "str.line" and 

"str.coil" refer to calculated and measured straight line in- 
tegrals. Columns labeled with "wgl.line" and "wgl.wire" 
are for integrals calculated and measured along wiggling 
trajectory of beam of l.SGeV energy. The measurement 
technique is described in [3]. 

an,K Model Magnetic measurement        1 
Gm str. wgl. str. wgl. 

line line coil wire 
Wiggler peak field ~ 2. IT                       | 

ai 0.0 0.0 1.53 ± 0.01 N/A 
h 0.0 1.33 -0.19 ±0.02 2.5 ±0.15 
62 -0.29 -0.28 -0.28 ± 0.004 -0.51 ±0.03 
63 0.00 -0.11 0.004 ± 0.002 -0.19 ±0.02 

Wiggler peak field ~ 1.9r 
ai 0.0 0.0 1.37 ±0.01 N/A 
h 0.0 0.83 -0.21 ± 0.03 N/A 
fe2 -0.06 -0.18 -0.02 ± 0.001 N/A 
63 0.01 -0.10 0.007 ± 0.003 N/A 

Table 1: Calculated and measured the wiggler integrated 
field characteristics. 

Because of the model symmetry, the skew and normal 
quadrupole moments ai and 61 of straight line integrals are 
equal to zero. However the straight coil magnetic measure- 
ment revels non-zero but negligible normal quadrupole mo- 
ment 61 ~ -0.2Gm/cm and significant for beam dynam- 
ics skew quadrupole component ai ~ 1.57 -^ 1.37Gm/cm. 
While the 61 occurrence can be explained by a small er- 
ror in pole geometry, the cause of relative large ai is not 
understood. The normal sextupole moment 62 measured 
with straight coil is in good agreement with model calcu- 
lation for both 2. IT and 1.9T wiggler fields. For 2. IT it 
is ~ -0.28Gm/cm^ and for 1.9T it is close to zero. The 
change in &2 with a field level is due to specifics of the wig- 
gler design. In the 7-pole design, the central pole is com- 
pensated by the two opposite polarity end poles. Because 
the magnetic field environment in the middle of the wiggler 
is different from the wiggler ends, the compensation can be 
provided in a limited range of excitation. Calculated and 
measured octupole moments 63 are negligible. * 

Although the comparison between calculated and mea- 
sured straight line integrals is the most convenient way 

•Work supported by National Since Foundation 
t e-mail: abt6@comell.edu 
'In the case of straight line integrals the moments an, b„ can be used 

for integrated magnetic field representation in form By-t-iBa: = ^(6n+ 
ian){x + iy)". -In the case of integrals along wiggling beam trajectory 
this representation is not valid. 
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to varify the model, the beam dynamics depends on the 
field integrals along wiggling beam trajectories. In [4] 
it was noticed that interference between the beam trajec- 
tory wiggles and field variation across the single pole, 
By{x), results in an additional integrated field: iS.Iy{x) ~ 
-\Lxp ^J"'. Where Xp and L are the wiggling ampli- 
tude and the wiggler length. As By (x) is a symmetric func- 
tion, dBy{x)/dx and A/y(a;) are odd function of x. The 
latter generates the odd order moments (normal quadrupole 
61, normal octupole 63) seen in column "wig.line" of the 
table 1. Magnetic measurement with a vibrating wire (col- 
umn "wig.wire") confirmed existence of these moments 
but gave approximately two times bigger amplitudes. This 
inconsistency is likely to be a result of a not accurate cali- 
bration of the used vibrating wire technique. 

BEAM BASED CHARACTERIZATION 

Wiggler generated coupling. 

Beam based measurement of the local coupling around 
the ring indicated ~ 2Gm/cm skew quadrupole moment 
generated by the wiggler, which is in good agreement with 
a magnetic measurement result. This component was com- 
pensated with skew quadrupole magnet installed near the 
wiggler. 

Wiggler generated betatron tune variation 

Vertical and horizontal betatron tunes were measured as 
a function of horizontal beam position in the wiggler at 
several wiggler field levels. For the beam displacement a 
closed orbit bump was used. The result of the measurement 
at 2.1T and 1.9T fields in comparison with tune variation 
obtained from the model tracking are plotted in Figures 1 
and 2. In all cases one can see a reasonable consistency 
between calculation and measurement. The sextupole and 

-dfh meas --o-dfh calc 
-dfv meas -^-dfv calc 

-30      -20 -10       0        10 

X [mm] @ 14E 

20 30 

Figure 1: Measured and calculated betatron tune variation 
versus horizontal beam position in the wiggler at 2.1T wig- 
gler peak field. 

octupole moments calculated from the coefficients of the 

-dfh meas -°-dfh calc 
-dfv meas -^-dfvcalc 

X [mm] @ 14E 

Figure 2: Measured and calculated betatron tune variation 
versus horizontal beam position in the wiggler at 1.9T wig- 
gler peak field. 

polynomial fit of the measured horizontal tune variation are 
given in table 2. They are in good agreement with calcu- 
lated, see column "wgl.line" in Table 1. 

Moment 2.1T 1.9T 
b2[Gm/cm'] 
h[Gm/cm^] 

-0.29 ±0.01 
-0.082 ± 0.002 

-0.059 d= 0.011 
-0.10 ± 0.004 

Table 2: The moments calculated from the measured de- 
pendence of horizontal tune on horizontal beam position in 
the wiggler. 

Nonlinear resonances excitation and tune plane 
appearance. 

The machine performance (luminosity, injection effi- 
ciency, beam life time and etc.) often critically depends 
on the appearance of the betatron tune plane. The tune 
scan, a measurement of beam characteristics as a fimction 
of the betatron tunes, exposing the tune plane resonance 
structure facilitates the choice of the working point and the 
structure analysis may help to reveal the cause of magnetic 
field nonlinearities affecting machine performance. To ex- 
plore effect of the wiggler magnetic field on the nonlinear 
beam dynamics we made a series of tune scans with a ver- 
tical beam size measurement. Two examples are shown 
in Figures 3 and 4. Here is depicted the vertical beam 
size as a function of betatron tunes on a 40x40 grid mea- 
sured with zero and 2.1T wiggler peak field and a flat- 
tened orbit. Both plots have the same vertical beam size 
scale. Vertical beam size was measured using synchrotron 
light monitor. To help identify resonances Figure 5 shows 
a resonance map corresponding to the experimental condi- 
tion. On the map, only resonances seen in measurement are 
shown. The effect of the wiggler field on the beam dynam- 
ics can by clear observed by comparison of these two mea- 
surements. With wiggler field turned off, the scanned area 
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Figure 3: Vertical beam size versus betatron tune measured 
with CESRC-c wiggler turned OFF. 

Figure 4: Vertical beam size as a function of betatron tunes 
measured at 2. IT wiggler magnetic field. 

Figure 5: Resonance map for a scanned tune plane area. 
Shown are resonances seen in measurement. Labels 
(p, q,r,n) indicatepfh+qfv+rfs = nfo resonance lines. 

wiggler field nonlinearity on beam dynamics dominates 
over the effect from the rest of the ring and could com- 
promise machine perfomance. 

The part of the wiggler nonlinearity problem can be as- 
sociated with the design specific. In symmetric 7-pole con- 
figuration the central pole is compensated by two opposite 
polarity end poles. But because of very different magnetic 
environment at the ends and in the middle of the magnet 
this compensation can not be fulfilled completely. The cor- 
roboration of the modeling of the CESR-c wigglers by the 
measurements presented above was an important step in the 
decision for the final 8-pole configuration of the wigglers. 
In 8-pole design each pole is compensated by the identical 
pole of opposite polarity. This provides better field nonlin- 
earity compensation in a wider range of the wiggler field 
excitation. 

is relatively clean. There are only 3 resonance lines: -fh+fv 
= 0, -fh+fh-fs=0, fh+2fv+fs=2f0. With 2.1T wiggler field 
one can see 8 additional "working" resonances: -3fh+fv=- 
fO, fh+fv-3fs=f0, 3fv=2f0, fh+2fv+2fs=2f0, 4fh+fv=3f0, 
2fh+fv+2fs=2fl), 2fh-2fs=f0 and -3fh+fv+fs=-fO covering 
much bigger area then the previous. Based on this obser- 
vation one can conclude that in the given case the wiggler 
nonlinearity is a major player in a nonlinear beam dynam- 
ics. 

A tracking simulation of the observed effect of the wig- 
gler field on beam dynamics is progress. 

CONCLUSION 

The magnetic field of the first 7-pole super-conducting 
wiggler was characterized by the magnetic and beam based 
measurements. Reasonable agreement has been found be- 
tween these measurements and the model calculations. Re- 
sults of tune plane scanning suggest that the effect of the 
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D.Prasuhn, U.Bechstedt, J.Dietrich, R.Gebel, K.Henn, A.Lehrach, B.Lorentz, R.Maier, A.Schnase, 
H.Schneider, R.Stassen, H.J.Stein, H.Stockhorst, R.Toelle, Forschungszentrum Juelich GmbH, ' 

Postfach 1913, D-52425 Juelich, Germany 

Abstract 
The cooler synchrotron COSY delivers unpolarized and 

polarized protons and deuterons in the momentum range 
300 MeV/c up to 3.65 GeV/c. Electron cooling at 
injection level and stochastic cooling covering the range 
from 1.5 GeV/c up to maximum momentum are available 
to prepare high precision beams for internal as well as 
external experiments in hadron physics. The beam is fed 
to external experiments by a fast kicker extraction or by 
stochastic extraction. Results of extracted electron cooled 
beams and developments to increase the number of stored 
particles and to increase the degree of polarization during 
acceleration are reported. 

INTRODUCTION 
The accelerator facility COSY [1] consists of the 

injector cyclotron and the synchrotron and storage ring 
with 184 m circumference. It accelerates unpolarized and 
polarized protons and deuterons in the momentum range 
between 300 and 3650 MeV/c. The floor plan of COSY 
with the 4 internal and 3 external experimental areas is 
shown in figure 1. The main topic of research is the 
production and interaction of strange mesons close to 
threshold. 

Figure 1: The COSY floor plan 

BEAM TIME STATISTICS 
COSY has improved its yearly running over the 10 

years of operation from 3500 h per year in 1993 up to 
7500 h in 2002. And for the year 2003 more than 7700 
operational hours are scheduled. The past reliability of 
COSY increased from 80% in the first year of operation 
to more than 90% afterwards. More than 2/3 of the 
available time is dedicated to user operation. 

Beam Hme Distribution in tlie Year 2003 

Machine 
Development / 

exp. Setup 
21% 

Experiments 
67% 

Maintenance / 
Shutdown 

12% 

Figure 2: Distribution of the available time in the COSY 
operation 

During the first years of operation only unpolarized 
protons were asked for by the COSY user community. 
But this has changed during the last years. Besides 
polarized protons the demand for unpolarized and 
polarized deuterons is increasing. The ratio of different 
requested ion species in the year 2002 is shown in figure 3. 

Distribution of ions Species in the Year 2002 

unpolarized 
protons 

68% 

polarized 
protons 

22% 

unpolarized 
deuterons 

10% 

Figure 3: Demand for the different ion species in the 
COSY operation 
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ELECTRON AND STOCHASTIC 
COOLING 

Increasing the phase space density by electron cooling 
at injection momentum and conservation of beam 
emittance in internal experiments at high momenta are 
outstanding features at COSY [2]. 

The electron cooler, designed for an electron energy up 
to 100 keV and an electron current up to 4 A, is nowadays 
only used at injection energy, i.e. at 22 keV and with an 
electron current between 170 mA and 250 mA. It is used 
with a single injection to decrease the beam emittance and 
momentum spread without major beam losses. By this we 
can accelerate 1.5*10'° protons (or deuterons). This is 
needed for external experiments. In the case of slow 
stochastic extraction the pre-cooling decreases the amount 
of "halo-particles" of the extracted beam by a factor of 50 
relative to the uncooled beam, which is important for the 
high resolution experiments with small hole veto 
detectors at the target location. For the one-turn kicker 
extraction the beam has to be pre-cooled, so that the small 
beam can be steered closed enough to the extraction 
septum foil and a small kick amplitude kicks the whole 
beam across the foil within one turn. This is necessary at 
COSY because no extraction kicker is installed in COSY 
and a rather small diagnostic kicker has to take over the 
task of extraction. 

Another need for the electron cooler came up with the 
demand of polarized protons. The intensity of the 
polarized ion beams is limited by the intensity of the ion 
source to a factor 10 less than the intensity of the 
unpolarized beams. And especially internal experiments 
with thin cluster or atomic beam targets suffer from low 
counting rates. On the other side the intemal experiments 
show a long cycle time with long beam lifetimes. So a 
combined cooling and stacking injection can increase the 
intensity of the polarized ion beams. Figure 4 shows the 
intensity increase due to 500 injections every 2 sec with 
an injected intensity which is comparable to that of the 
polarized ion source. The intensity of the stacked beam 
can be increased from 2*10' to 3*10'°. 

Tek Roll: 10.0 s/s      Hi Res 

The transverse stochastic cooling at COSY compensates 
the emittance growth due to small angle Coulomb 
scattering for intemal experiments with cluster targets, the 
longitudinal system compensates the momentum loss and 
momentum spread due to target heating. By this the 
beam-target overlap and thus the luminosity for the 
experiment stays constant over one hour. Figure 5 
illustrates the contrast in counting rate behaviour with and 
without stochastic cooling. 

momentum: 3.285 GeV/c 
cycle length: one tioui 

: Cooling: 

lrgg«e<f 
pp->ppil' CooHng SwHched ON 

stochastic Coolir>g- Transverse and Lor>gitu(]Jna1 

Figure 5: Counting rate of an intemal target experiment 
without and with stochastic cooling 

POLARIZATION 
Some COSY experiments investigate the spin 

observables in the nucleon-nucleon scattering. Thus there 
is a need to conserve the polarization of protons during 
the acceleration. In the momentum range of COSY there 
are 5 imperfection and 10 intrinsic resonances. The 
imperfection resonances which depend only on the 
momentum are increased in strength by a vertical orbit 
bump to excite a total spin flip. The momentum and tune 
dependent intrinsic resonances are compensated by a fast 
tune jump which increases the speed of resonance 
crossing [3]. In figure 6 we show a typical acceleration 
cycle of polarized protons with the necessary mne jumps 
and vertical orbit bumps. 

Ch3     5.00 V 
106 V  26 Mar 2003 

17:01:26 
H   ZOOmV 
aThI       20.0mV 

1.00 V^ 

1.00s 

M   t.OOs   AuxV 

Figure 4: Intensity increase due to electron cooling and     Figure 6: The acceleration with polarized protons 
stacking 
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In figure 7 the polarization of protons as a function of 
the momentum, measured by EDDA during the 
acceleration ramp, is shown. The strongest (8-qy)- 
resonance may either be compensated by a tune jump, 
which usually leads to beam losses, or can be increased in 
strength by a special tune setting in the acceleration ramp 
to excite a total spin flip without beam losses. 
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Figure 7: Polarization of protons as a function of the 
momentum 

In February 2002 for the first time vertically polarized 
deuterons have been accelerated in COSY. For the 
acceleration of polarized deuterons, additional correction 
provisions are not necessary to preserve polarization 
during acceleration because depolarizing resonances do 
not occur within the momentum range of COSY at 
ordinary transversal betatron tunes. Asymmetries of 
polarized deuterons have been measured with the EDDA 
detector. 

SUMMARY 
COSY is a unique accelerator in the medium energy 

range for (un-) polarized proton and deuteron beams with 
the combination of electron and stochastic cooling, with 
both internal and external experiments. It delivers beam to 
users for more than 5400 hours per year with a high 
reliability of more than 90%. A super conducting LIN AC 
[4] was proposed as a new injector to increase the 
intensity of polarized ions up to the space charge limit. 
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FERMILAB RECYCLER STOCHASTIC COOLING COMMISSIONING 
AND PERFORMANCE 

D. Broemmelsiek*, R. Pasquinelli, FNAL, Batavia, IL 60510, USA 

Abstract 
The Fermilab Recycler is a fixed 8GeV kinetic energy 

storage ring located in the Fermilab Mam Injector tunnel 
near the ceiling. The Recycler has two roles in Run II. 
First, to store antiprotons fi-om the Fermilab Antiproton 
Accumulator so that the antiproton production rate is no 
longer compromised by large numbers of antiprotons 
stored in the Accumulator. Second, to receive antiprotons 
fi-om the Fermilab Tevatron at the end of luminosity 
periods. To perform each of these roles, stochastic 
cooling m the Recycler is needed to preserve and cool 
antiprotons in preparation for transfer to the Tevatron. 
The commissioning and performance of the Recycler 
stochastic cooling systems will be reviewed. 

INTRODUCTION 
Each role of the Recycler represents different 

constraints on the design of a stochastic cooling system. 
The design [1] of the Recycler stochastic cooling systems 
represents a compromise between the tasks of maintaining 
the phase space densities of accumulated antiprotons and 
pre-cooling antiprotons recycled fi-om the Tevatron. 

The cooling rates for momentum and emittance are 
given by, 

T      J\ 

where W is the system bandwidth, N is the number of 

particles, g is the so called "cooling gain", M and M 
are the mixing factors from the kicker to pickup and 
pickup to kicker respectively and U is the system noise 
to signal ratio. M is approximately 6, which implies that 
stochastic cooling is dominated by bad mixing in the 
Recycler. 

Momentum Cooling 
There are two different approaches to stochastic 

momentum cooling, the Palmer and filter methods. The 
design of the Recycler lattice prohibits the use of Palmer 
cooling. There is no appropriate location with the 
required high dispersion and small beam size for this 
technique to be feasible. 

The choice of filter cooling in the frequency bands 0.5 
- l.OGHz and I - 2GHz was made to provide the required 
bandwidth. Such a system also retains a larger 
momentum acceptance than higher frequency systems by 
being less sensitive to errors that would cause feedback 
gain instability. However, a disadvantage is the 
dispersion caused by the imperfections in any notch filter 

*broemmel(S!fhal.gov 

system, which will cause additional heating from the 
momentum cooling systems. 

Betatron Cooling 
The initial design included the assumption of a 2;: mm- 

mrad/hr [2] transverse heating rate. Agam, a higher 
bandwidth system would be preferred for cooling rate. 
However, a larger momentum acceptance was desired for 
the purpose of recycling antiprotons. 

A 2 - 4GHz bandwidth system, one for each transverse 
dimension, was chosen to implement betatron cooling in 
the recycler and maintain a large momentum acceptance. 
The pickups and kickers are located in zero dispersion 
regions with the betatron phase advance an odd multiple 
of 90°. 

TECHNOLOGY 

Pickups & Kickers 
Room temperature phased planar loop array electrode 

technology [3] was chosen for the Recycler stochastic 
cooling pickups and kickers. Figure 1 depicts a 2 - 4GHz 

Figure 1: 2-4 GHz Planar Loop Array 

planar loop array composed of sixteen lOOQ loops. Half 
the momentum pickups operate as horizontal pickups and 
half as vertical pickups and placed in a high dispersion 
region in the Recycler lattice. The momentum kickers are 
similarly grouped and placed in a zero dispersion region. 
Therefore, it is possible to use the momentum electrodes 
for betatron cooling if it becomes expedient to increase 
the betatron cooling bandwidth (decrease the betatron 
cooling time) in the fiiture. In principle, placing the 
pickups in a high dispersion region makes Palmer cooling 
possible. However, the beam size is still dominated by 
betatron motion where the pickups are located. 

Both the pickups and kickers are placed in vacuum 
tanks mounted on moveable stands. Centering the pickups 
with respect to the beam is important for both the pickups 
and kickers. The Recycler beam is normally bunched into 
a barrier bucket system. Centering the betatron pickups 
removes the common mode signal improving 
performance.        Centering    the    momentum    kickers 
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minimizes whatever betatron heating is caused by a 
modulation of orbit length when the beam is bunched. 

Transmission Line 
Amplitude modulated infrared lasers [4] are used to 

transmit the error signals generated by the pickups to the 
kickers. The distance is approximately 2000ft. These 
optical links provide flat amplitude and phase response. 
For timing stability, the laser light is transmitted through a 
vacuum. 

COMMISSIONING 
There were two principal goals while commissioning 

the stochastic cooling systems, finding a stable operating 
point and increasing the bandwidth of each system. Any 
possible reductions in heating terms coming from the 
stochastic cooling systems themselves are also resolved. 

One of the most important diagnostics is the beam 
transfer function measurement. This is a network analysis 
of the entire feedback circuit including the antiproton 
beam. 

Transfer Function Measurements 

A beam transfer function measurement, BTF, gives 
both the magnitude and phase response of the system. 
Figure 2 depicts a typical BTF for the horizontal betatron 

Beam Transfer Function Measurement 
2-4GHZ Horizontal Betatron 

Beam Transfer Functions 
0.5-lGHz Before & After Equalization 

1798.672 2755.194 
Frequency (MHz) 

Figure 2: A "BTF" measurement. The average phase 
advance through the available bandwidth is zero. 

system. System delay between pickup and kicker is 
modified to make the average phase response zero across 
the sensitive bandwidth (3dB of maximum). 

BTF measurements also reveal the faults in the system. 
Figure 3 depicts two transfer fiinctions. Before the 
installation of filters and equalizers, beam heating 
occurred due to low frequency system sensitivity where 
the phase behavior provides significant positive feedback. 
All systems, not just the one pictured in Figure 4, were 
modified several times to maximize the bandwidth and 
increase system stability, i.e. improve the phase response. 

500.889 851.1602 1201.432 
Frequency (MHz) 

Figure 3 

Tank Centering 
Using the moveable stands, the cooling pickups are 

positioned to minimize the power output at the kickers. In 
addition, minimizing the common mode signal detected 
may also align the fransverse pickups. 

There are also two methods to center the kickers. 
Either by physically centering the kickers while 
monitoring beam loss, or by minimizing the signal 
induced out of plane. That is, by moving a momentum 
kicker to minimize any induced transverse signal and vice 
versa. This can again be done using a network analyzer. 

PERFORMANCE 
The cooling performance may be characterized by 

several measurements. The useful bandwidth for each 
system is determined from the BTF measurements. 
Measurement of the cooling rates combined with the BTF 
measurements characterizes the system performance. The 
cooling gain should be consistent with signal suppression 
measurements. 

Signal Suppression 
Signal suppression, the difference in the Schottky noise 

signals of the beam with the feedback loop opened and 
closed, is used as a diagnostic during operations. Figures 
4 and 5 clearly show signal suppression measured at 
particular harmonics in both betatton and momentum 
cooling systems. Figure 4 also indicates one of the 
interesting aspects of betafron cooling in the Recycler. 
For the smallest momentum widths foreseeable, the 
betatron side bands begin to overlap at ~3GHz. These 
measurements, when calibrated, allow operations to fine 
tune the system performance regardless of the presence of 
systems experts. 

For filter momentum cooling, the measurements are 
made where the Schottky signal is convoluted with the 
notch filter. Figure 5 shows the effect of the convolution 
at a particular harmonic of the revolution frequency. 
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Transverse Cooling Rates 

— Horizontal Emittance - Data 
— Horizontal Emittance - Fit 
— Vertical Emittance - Data 
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Figure 7 

Cooling Rates 
Recording the time evolution of the transverse 

emittances and RMS frequency width is a measure of the 
cooling rates defined in Equation (1). Figures 6 and 7 
show both data and fits for transverse and momentum 
cooling respectively. The fit ftmction in all cases is a 
constant plus an exponential decay as shown in the legend 
of Figure 7. 

SUMMARY 
Table 1 summarizes the bandwidth measurements and 

the cooling rates for the given number of particles. The 
other interesting performance parameters are the 95% 
asymptotic emittances. Over many attempts, the Recycler 
has averaged <107r mm-mrad transverse emittances and 
~100eV-s longitudinal emittances for antiproton 
intensities from 4-10"'to 70-10"'. 

Table 1: Parameter Summary 

Betatron Momentum 
H2-4 GHz V2-4 GHz 0.5-1 GHz 1-2 GHz 

(MHz) 495 715 260 674 
r(s) 516 644 615 
N 7-10'" 4-10'" 

Figure 6 
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TIME EVOLUTION OF BEAM CURRENT IN THE RECYCLER RING 

K. Gounder *, J. Marriner and S. Mishra 
FNAL, Batavia, IL 60510, USA. 

Abstract 

We study the time evolution of the beam current in the 
Fermilab Recycler Ring due to abrupt physical processes 
(single coloumb scattering, nuclear scattering) that cause 
sudden loss of beam, and diffusive processes (multiple 
coloumb scattering, lattice dpendence, etc.) which cause 
emittance growth. This emittance growth combined with 
finite aperure of the beam pipe will lead to eventual loss of 
most beam. We develop a fitting technique to the time evo- 
lution of beam current to estimate emittance growth. Fi- 
nally we compare the directly measured growth with the 
fitted value. Work supported by the U.S. Department of 
Energy under contract No. DE-AC02-76CH03000. 

INTRODUCTION 

The Recycler Ring [1] located in the Main Injector 
tunnel at Fermilab is designed to store antiprotons from 
the Accumulator and the residual Tevatron stores as a part 
of Run n luminosity upgrade program. The Recycler Ring 
(RR) is expected to improve the luminosity by increasing 
the antiproton accumulation efficiency and recycling the 
residual Tevatron antiprotons after colliding stores [2]. 
Presently, the RR is being commissioned using protons as 
well as antiprotons. The successful operation of the Ring 
requires a beam lifetime of > 100 hours with stochastic 
cooling and high stacking efficiency. Therefore the study 
of beam evolution and emittance growth rate is essential 
for the RR to be an efficient storage ring. The basic 
parameters for RR are listed in Table 1. 

Paramater Value 
Acceptance (mm-mr) 40.07r 
Average /3 (m) 42.0 
Average beam pipe radius (in m) 0.023 
Beam energy (GeV) 8.89 
Average beam /3 0.998 
Average beam 7 9.48 
Maximum energy loss (GeV) 0.089 

die of RR aperture. In such cases, the beam lifetime and 
evolution are determined by two classes of processes: (1) 
Processes like single coloumb scattering, nuclear scattering 
or ionization by which the beam loses a particle abruptly at 
any given time and region of the beam; (2) Diffusion pro- 
cesses like multiple coloumb scattering, intrabeam scatter- 
ing or some form of noise where the beam emittance grows 
and eventually the beam loses particles by hitting the aper- 
ture of the beam pipe. Assuming these two classes of pro- 
cesses are independent [6], we write the beam current at 
any given time as: 

m = IoNai{t)Ndfit) 

where IQ is the initial beam introduced, Nabit) denotes 
time evolution due to abrupt loss of beam particles as in 
the first case, and Ndf{t) denotes the time evolution due 
to diffusion processes as described in the second case. For 
most cases, we can write: 

Nabit) = e  '■at 

where Tab characterizes the lifetime due to processes be- 
long to the first case and assumed to be constant during the 
evolution. To describe the diffusive processes, we have to 
solve the Foker-Planck equation [3]: 

5/ 
dr 

Table 1: The basic Recycler Ring parameters relevant for 
the computations detailed in this note. 

where f describes the particle distribution and subject to the 
boundary conditions: 

f{Z,0) = fo{Z) 

/(l,r)=0 

where Z = e/ca = emittance/acceptance, and r = fR/Co with 
R, the diifusion coefficient. Here /o denotes the beam dis- 
tribution at t = 0. In the case of pure multiple coloumb 
scattering phenomena, the diffusion coefficient R is given 
in terms of the mean scattering angle 6 by: 

R = l3avg{e^) 

BASIC FORMULATION 

For most lifetime measurements, we introduce a thin ap-     as: 
proximately Gaussian beam of known intensity in the mid- 

* gounder@ fhal.gov 
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The general solution of the above equation can be written 

fiZ,r) = ^C„Jo(A„Vz)e-^^/4 

3434 



Proceedings of the 2003 Particle Accelerator Conference 

with coefficients C„: 

1        f^ 
*^" = TTm /   fo{Z)MXnVz)dZ 

•JlK'^n)    Jo 

where A„ is nth root of the Bessel function Jo{Z).  We 
obtain the total beam particles as a function of time: 

Ndf{t) = /' f{Z, r)dZ = 2 y; ^ Ji(A„)e-(^"«/4^«)* 
Jo V A„ 

The beam lifetime at any time can be computed using: 

N(T) 
'^mr. — 

dN{T)/dT 

The beam life time varies with time but reaches an asymp- 
totic value: 

_ 4e^ 

The emittance growth can be obtained from: 

rfejv      7r/37. 
dt 

-R 

Now combining the expressions for Nab and Ndf, we 
cast the time evolution of beam current as: 

^   3 
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Since the beam current measurement as a fiinction of 
time is one of the most accurate measurement we can 
make in the Recycler Ring, we can fit the measurements 
for two parameters - for the diifusion constant R and the 
lifetime due to abrupt processes Tab- From these, further 
information about the vacuum residual gas scattering or 
other processes causing emittance growth can be extracted. 
This method also provides an alternative to other emittance 
growth measurements such as using Schottky detectors or 
techniques based on beam scrapers. Or simply, this could 
be a cross check on understanding of the relevant physi- 
cal quantities as well as systematics of other measurement 
methods. 

FITTING PROCEDURE 

To apply the above formalism to real Recycler Ring data, 
we develop a fitting procedure. From the above formalism, 
the beam current at a given time t after t = 0 can be written 
as: 

f   .—« _ 

(1) m = Ioe    ^'^^Y.^ni -Rant 

with the coefficients y„ = r„(f ,€„), and «„ = a„{ea). 
The coefficients y„, Q„ can be generated numerically for 
most cases once knowing the initial beam distribution a, 
the RR acceptance Sa and half aperture a. We can obtain 

Figure 1: Time evolution of antiproton beam in the Re- 
cycler Ring. The dots denote the measured beam current 
values while the smooth curve is a fit using the first five 
terms of the expansion for I(t) as discussed above. The 
fitted value for the diffusion constant determines the emit- 
tance growth rate as 9.75 ± 2.27r-mm-mr/hour while the 
measured value is 9-117rmm-mr/hour. 

I(t) - from beam current monitors. We can fit I(t) for Tab 
and R using any normal fitting technique. Once knowing 
R, we can extrapolate to many quantities such as computing 
the emittance growth using: 

deN 
dt 

7r/?7 
R 

For most practical puposes, the sum in the above expres- 
sion for I(t) can be limited to first 5 terms or less. This can 
be easily seen from zeros of the Bessel function Jo{X) in 
increasing order: 2.405, 5.520, 8.654, 11.792, and 14.931. 
Here we use first five terms of the above expansion. 

ANTIPROTON BEAM TIME EVOLUTION 

The antiproton beam in the RR is cooled using stochas- 
tic cooling methods [4]. The well cooled beam provides 
an ideal situation for the beam time evolution studies as 
it has a Gaussian distribution whose initial width can be 
determined using scraping techniques or a Schottky detec- 
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tor. After 2003 January shutdown, the RR vacuum resid- 
ual gases were unusually dominated by leaks and contam- 
ination. An initial Gaussian beam of 2.2 x 10^^ antipro- 
tons (width 3.7mm) was allowed to evolve in time when 
no Main Injector ramping was present [5]. The above fig- 
ure illustrates the beam evolution where the dots denote 
the beam current measured for 2.5 hours. The data was 
fitted using the first five terms of the expansion (equation 
1) for I(t) for Tab and the diffusion constant R. The fitted 
values of Tab = 37.8 ± 1.7 hours R = 0.65 x 1Q~'^°, 
de/dt = 9.75 ± 2.27rmm-mr/hour [7] is consistent with 
direcdy measured values of 40 hours and 9-11 7r-mm- 
mr/hour. 
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RESIDUAL GAS PRESSURE PROFILE IN THE RECYCLER RING 

K. Gounder *, J. Marriner, S. Mishra, and Terry Anderson 
FNAL, Batavia, IL 60510, USA 

Abstract 

We simulate the pressure profile of residual gases from 
basic principles using detailed beam pipe geometry and the 
relevant physical parameters. These profiles are compared 
with the actual ion gauge measurements and is being used 
to predict the vacuum contribution to the Recycler Ring 
beam lifetime. Work supported by the U.S. Department 
of Energy under contract No. DE-AC02-76CH03000. 

INTRODUCTION 

The Recycler Ring [1] located in the upper portion of the 
Main Injector tunnel at Fennilab is designed as a storage 
ring for antiprotons. Antiprotons transferred from the Ac- 
cumulator and the residual Tevatron stores will be cooled 
and stored in the Recycler before reinjection into the Teva- 
tron. The stacking rate of the antiprotons in the Accumu- 
lator is improved by steady transfer of antiprotons to the 
Recycler Ring when the stack size becomes sufficiently 
large. Thus, as a part of Run II upgrade, the Recycler 
Ring will provide a factor of 2-3 improvement in lumi- 
nosity. Pressently, the Recycler Ring (RR) is being com- 
missioned using protons as well as antiprotons. Here we 
describe the design of the RR vacuum, compute the pres- 
sure profile for the residual vacuum gases around the ring 
and compare with measured partial pressures of residual 
gases. The simulated partial pressures of gases can be used 
to estimate the RR beam Ufe time and emittance growth 
due to the interaction of residual gases with the beam par- 
ticles. The relevant RR parameters used are listed in Table 
1. More detailed description of the Recycler Ring can be 
found elsewhere [1]. 

Table 1: Recycler Ring Paramaters 
Paramater Value 
Acceptance (mm-mr) 40.07r 
Average P (m) 40.0 
Average beam pipe radius (in m) 0.023 
Beam energy (GeV) 8.89 
Average beam j3 0.998 
Average beam 7 9.48 
Maximum energy loss (GeV) 0.089 

RECYCLER RING VACUUM SYSTEM 
The RR vacuum design was motivated by the require- 

ment of storing about 2.5 x 10^^ antiprotons with less 

• gounder@fnal.gov 

than 5% loss for stores of duration 8 hours or more. 
This requires a beam life time of greater than 100 hours 
and a transverse emittance growth rate less than 2 vrmm- 
mr/hour. In turn, this imposes very stringent requirements 
on the amount of residual gases allowed in the RR vacuum. 
Therefore the vacuum design is expected to support only 
a few tenths of nano Torr of total gas pressure with only a 
minute amount of heavy gases such as Argon, CO2 etc.. 

The RR beam pipe is made up of stainless steel and is 
mosfly eUiptical in shape with horizontal major axis 9.67 
cm and vertical minor axis 4.44 cm. It also has 3 and 
4 inch radii circular portions (for about 7% of the total 
length) in the straight sections of the ring. There are over 
640 Titanium Sublimation Pumps (TSP) distributed peri- 
odically around the Ring with a distance of 4-5 m between 
the pumps depending on the location. These were custom 
designed and built by Fermilab with a maximum pumping 
speed of 10460 liters/second for Nitrogen. These are fired 
manually every 6-12 months depending on the gas pressure 
needs. There are also 226 Ion Pumps (IP) located around 
the Ring most of them fitted directly to a TSP. A fraction 
of the Ion pumps are specifically located around special de- 
vices such as Lambertson magnets, Schottky detectors and 
stochastic cooling tanks etc. All the Ion pumps are diode 
pumps made by Varian [3] and a large fraction of them have 
a Nitrogen pumping speed of 30 liters/second. The rest are 
specifically modified to pump noble gases such as Argon 
more efficiently. The details of the beam pipe geometry 
and vacuum pump specifications are provided in Table 2. 

The vacuum pressure is readout and monitored by 30 Ion 
gauges along with ion pumps located through out the Ring. 
There are also 8 Residual gas analyzers (RGA) installed 
at strategic locations providing partial pressures of residual 
gases present. The schematics of the pump configiu-ation is 
shown in the figure below. The RR vacuum is divided into 
30 sections separated by control valves. This configuration 
helps to isolate parts of the vacuum when necessary during 
maintenance, repairs, leaks or installation of new devices. 

RECYCLER RING VACUUM RESIDUAL 
GASES 

The RR ultra high vacuum is maintained by arrays of 
TSPs and ion pumps has a total pressure of a fraction of a 
nano Torr. The types of gases present in the vacuum and 
their partial pressures can be obtained by RGA measure- 
ments done often around the ring. The major constitutents 
of the vacuum (average of RGA readings) are listed in Ta- 
ble 3. We have also detected some very minor quantities 
of hydro carbons such as Ethane, Etheylene etc. 
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Figure 1: The Recycler Rmg Vacuum pump configuration for major portions of the Ring. The remaining portions are 
bemg upgraded to have the same configuration. Besides die periodic array of pumps, there are special ion pumps and 
TSPs installed at cntical locations such as Lambertson magnets, stochastic cooling tanks, Schottky detectors etc 

Parameter Value 
Vacuum Temperature 
TSP Pumping Efficiency 
Ion Pump Efficiency 
Ring Length [m] 
Number of TSPs 
Number of Ion Pumps 
Number of Ion Gauges 
Number of Vacuum Sectors 
Number of RGAs 

293 K 
«0.05 

1.0 
3319.4 

644 
226 
30 
30 
8 

Elliptical Sections [MKS Units] 
Major axis [m] 
Minor axis [m] 
Area of TSP Aperture [m?] 
Area of Ion Pump Aperture [m?] 
Length of Ion Pump [m] 

9.667 X 10-2 
4.444 X 10-2 
34.90 X 10-4 
28.60 X 10-4 
6.033 X 10-2 

Circular Sections [MKS Units] 
Diameter of 3' Beam Pipe [m] 
Diameter of 4' Beam Pipe [m] 

7.303 X 10-2 
9.8425 X 10-2 

Table 2: Beam pipe geometry and vacuum pump data for 
the Recycler Ring. 

PRESSURE PROFILE SIMULATION 

Knowing the complete beam pipe geometry, the vacuum 
pump configuration and the details of gas parameters such 
as outgassing rates, conductances etc., we can simulate the 
pressure profile of each gas around the ring. For simula- 
tion purposes, we treat the 'unknown' component as Ni- 
trogen. The TSPs do not contribute to pumping out Argon 
or Methane while pumping other gases such as Hydrogen, 
Water, Carbon Monoxide, Carbon Dioxide and Nitrogen. 
The ion pumps pump all gases including Argon and hydro 
carbons such as Ethelyne, Methane etc. 

The vacuum pressure P, the pumping speed s, die con- 
ductance of the beam pipe c and the outgassing rate q at a 
given location are related by: 

dz [  dz } 
sP + q = 0 

A technique based on the approximation of finite differ- 
ences is used to solve the above differential equation [4]. 
This method has the advantage of being numerically stable 

Gas Pump. Speed 
[Uter/s] 

Outgassing Rate 
[(nTorr.liter)/(s m^)] 

Avg. Press. 
[nTorr] 

H2 3490.000 4.500 0.354 
H2U 3490.000 0.290 0.038 
CO 10460.000 0.190 0.019 
CO2 8775.000 0.110 0.015 
CHi 30.000 0.003 0.005 
^2 10460.000 0.081 0.105 
Ar 1.700 0.001 O.OOI 
Total 5.185 0.537 

Table 3: The relevant gas parameters required for simula- 
tion of the pressure profile around the ring. The 'unknown 
component' of gases is treated as Nitrogen. 

when the system is very long such as the Recycler Ring. 
We cast the first term as: 

dz b'i] {Cj+i + Ci)Pi+i + {d + Ci-i)Pi_i 
2Az2 

(cj+i -I- Ci_i + 2ci)Pi 
2Az2 

{ 

The above equation becomes: 

-{ci+i + Ci-i + 2ci) -s,AzHR + ^i±^^u 
'i+i 

+ —T Pi-1 = Qi^Z^ 

The boundary conditions at each end of the segment 
should be specified: 

Qi 
f^i+i 

2Az 

This allows us to solve for either Pj+i or Pj_i in terms 
of the flow in the ith segment. In fact we can form a tridi- 
agonal matrix as shown below. This system of equations 
can be solved by Gaussian elimination technique and back 
substitution. A simpler alternative approach for an array of 
pumps was used to verify the numerical accuracy of this 
method. 

For each contitutent gas, the pressure profile around the 
ring has been simulated.   The results for Hydrogen and 

3438 



Proceedings of the 2003 Particle Accelerator Conference 

Methane are shown in Figure 2 for region in the 400 

2 ■ Sl^z^ 
C2+3C1 

2 

°i+°i-l     HH'^H-l+'^H 
■ SjAz^ 

=1+1+'^; 

section of the RR. Note the Hydrogen is pumped by the 
TSPs and Methane by the Ion pumps. The x-axis of these 
figures are location of various sectors from the point of 
proton injection into the Recycler at the location 328 in 
units of meters. The TSPs and Ion Pump locations are also 
shown along with beam pipe geometry. The RR simulated 
gas pressure averages are listed in Table 4. 

Gas Avg. Pressure (nTorr) 
Hydrogen 0.355 
Water 0.038 
Carbon Monoxide 0.022 
Carbon Dioxide 0.016 
Nitrogen 0.050 
Argon 0.002 
Methane 0.005 
Total 0.498 

Table 4: The Ring wide average of the simulated pressure 
of residual gases. The 'unknown' gas component is treated 
as Nitrogen. 

COMPARISON WITH MEASUREMENTS 

The ring wide average partial pressures shown in Table 
3 were obtained from RGA measurements and nearby Ion 
Gauge readings (normalization) taken at 7 different loca- 
tions around the ring. The raw RGA/IG readings were 
corrected for each gas for calibration, conductance of the 
connecting assemblies as well as the measurement location 
with respect to the relevant pump locations. On the other 
hand, the simulated values shown in Table 4 greatly de- 
pends on knowledge of the beam pipe geometry, outgassing 
rates measured in mockups and pimiping efficiencies of 
TSPs (time varying) and Ion pumps. To obtain predictive 
power for the simulation techniques, we have adjusted the 
outgassing rates to reasonably produce the observed partial 
pressures. This is evident by comparing Tables 3 and 4. 
The partial pressures of residual gases can be used to de- 
termine the contribution of beam-gas scattering for the RR 
beam lifetime [5]. 
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Figure 2: The simulated pressure profiles for Hydrogen 
(red - upper) and Methane (green - lower) are shown for 
region in the 400 section of the RR. Note the Hydrogen is 
pumped by the TSPs and Methane by the Ion pumps. The 
X-axis are location of various sectors from the point of pro- 
ton injection into the Recycler at the location 328 in units of 
meters. The TSPs and Ion Pump locations are also shown 
along with beam pipe geometry. 
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LATTICE FUNCTION MEASUREMENTS OF 
FERMILAB RECYCLER RING^ 

MJ. Yangt, C.S. Mishra, A. Marchionni, Fermilab 

Abstract 
The Fermilab Recycler ring, designed and built as an 8-GeV 
anti-proton storage ring, is at the final stage of its commission- 
ing. Once integrated into the accelerator complex it is expected 
to help achieve the luminosity goal of Run II at Fermilab. The 
Recycler Ring is made up mostly of combined function magnets 
with a substantial sextupole component. Any orbit error could 
cause higher order feed-down and potentially change the ma- 
chine. Lattice function measurements had been done at various 
stages of the machine and the results is presented here. 

INTRODUCTION 
Several modifications to the Recycler were made during 
commissioning. The magnet end-shims[l] were replaced 
to correct for sextupole feed-down. Heater tapes around 
the ring, used for baking the beam pipe at high temperar 
ture, had to be replaced because they were found to be 
magnetic. A high beta straight section was replaced with 
one of medium beta when it was decided not to have 
Electron Cooling in transverse space [2]. Dipole corre c- 
tors were installed at every location to control closed or- 
bit. Vertical re-alignment of gradient magnets was neces- 
sary to correct for a problem in the fiducial reference of 
the magnets. Any of these modifications could have sig- 
nificant impact on the machine. 

Lattice function and dispersion function measurements 
had been taken throughout the commissioning and results 
will be presented here. 

Figure 1. Two turns cf BPM data from Recycler BPM house 
20. Solid dots are data points and open circles are the calculated 
position based on the fitted x-x'. 

DATA 
The Recycler Ring Beam Position Monitor (BPM) sys- 
tem, in spite of its problems and limitations, has been 
used regularly to study the machine properties. First turn 
and circulating beam orbit data were used to extract phase 
advances. Beta fiinction measurements from BPM orbit 
data, which are sensitive quadratically to calibration un- 
certainties, will not be presented. The dispersion function, 
also measured from orbit data, is instead sensitive to 
calibration only linearly. 

The Tum-by-Tum (TBT) lattice function analysis [3], 
which is less sensitive to calibration error, is used for beta 
and alpha lattice function measurements. The Recycler 
BPM system precludes taking ring-wide TBT data simul- 
taneously, instead data was taken over repeated injections. 
The injection reproducibility is likely a source of system- 
atic error. Fig. 1 is an example of TBT BPM data in two 
consecutive turns. The TBT analysis also provides diag- 
nostic information, such as RMS deviation which is used 
to gauge the quality of data. 
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Figure 2.    30 turns of phase space points are plotted and fitted 
to an ellipse which gives lattice functions at the BPM location. 

ANALYSIS 
TBT lattice function analysis 
The first step in TBT lattice analysis is to get the phase 
space coordinates, i.e. position and angle, at a reference 
location for every tUm. Transfer matrices between the 
reference and the BPM locations, calculated based on 
known machine focusing properties, are used to fit for the 
coordinates which best match data from the selected 
number of BPMs. Fig. 1 shows BPM data with projected 
positions based on fitted coordinates at the reference lo- 
cation. Next step is to fit for an ellipse using the fitted 
phase space points over a number of turns (Fig. 2). The 
parameters of the ellipse give lattice fiinctions p and a. 

f'V 

t Work supported by the US Department of Energy under contract 
DE-AC02-76CH00300. 
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Figure 3. Horizontal phase advance measured fi-om closed 
orbit and plotted in modulo of In. Data points are in green and 
model calculation is the magenta line. End-shim effects were 
included in the calculation and adjusted to match the data. 

Phase advance 
Phase advance at the BPM is calculated from orbit dis- 
placements using two correctors, approximately 90° apart 
in phase advance [4]. Fig. 3 shows a closed orbit data e x- 
ample. All other phase advance results presented will be 
from first turn orbit data. Sources of systematic errors 
include corrector strengths, beta functions at the correc- 
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tors, and phase advance between them. This analysis is 
inherently insensitive to BPM calibration. 

Dispersion function 
The dispersion function is measured by observing posi- 
tion changes as a function of Ap/p. Likely systematic er- 
rors are the calculated Ap/p, based on the phase slip fac- 
tor, and BPM positions which are sensitive to calibration 
errors. 

I'ilitiJil: ii!! 

I:F! SUS 

Figure 4. The phase advance errors as measured before the 
end-shim replacement using first turn orbit data. The cumulated 
phase advance error is about +0.15 in the vertical plane (top 
plot) and -0.18 for horizontal plane, in units of 2K. 
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m 

Figure 5. Phase advance error after end-shim and heater tape 
replacement. 

LATTICE RESULTS 
The results are shown with reference to specific issues 
during the commissioning and in chronological order. 

End-shim feed-down 
Each permanent gradient dipole installed in the Recycler 
Ring has two end-shims to correct for magnetic errors. 
With a large fraction of the body sextupole component 
being corrected at the end and with a sagitta offset of 
about 7.5 mm, the feed-down from sextupole is signifi- 
cant. Fig. 4 shows the deviations of the measured phase 
advances from that calculated from the machine model. 
The deviations are consistent with tune measurements 
using Schottky detectors. A quadrupole component was 
added to the end-shims to cancel the feed-down during 
the January 2000 shut-down. The heater tapes, made of 
magnetic stainless steel, were also replaced. 

Recycler with high beta straight section 
The new end-shims had over corrected the phase advance 
by about 10% or so. Fig. 5 shows the horizontal phase 

advance going faster and the vertical slower than ex- 
pected, opposite of Fig. 4. The errors are well within the 
range of the phase trombone for tune adjustment. 

At the 3000 m location in Fig. 5, after the high beta 
straight, a drop in phase advance error is seen. This is 
consistent with high beta quadrupole gradients being -1% 
off from design. This deviation predicts beta functions 
that compare well with beta functions measured with TBT 
lattice analysis (see Fig. 6 and 7, where the solid green 
line is the design lattice calculation and the dashed cyan 
line includes the -1% gradient error in the calculation). 

Horizontal plane beta lX!la_x iTEAPOT). HB k 1 IS   IH 
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Figure 6. 
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Measured horizontal beta function of RRIO BPMs. 
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Figure 7.    Measured vertical beta function of RRIO BPMs. 

With medium beta straight section 
With the medium beta straight, installed in July 2001 
shut-down, the measured phase advance error (shown in 
Fig. 8) was consistent with expectations. 

The measured lattice functions compared to calcula- 
tions are shown in Fig. 9 and Fig. 10, which shows the 
error for the whole ring. While the vertical beta appears to 
be in good agreement with the model, the horizontal beta 
function does not. 

I I, 

Figure 8.    Measured horizontal and vertical plane phase ad- 
vance error with the medium beta straight in place. 
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Figure 9. Measured horizontal and vertical beta functions 
compared with model calculations over a stretch of 800 m, in- 
cluding the medium beta straight region. 

Vertical alignment and corrector installation 
During the October 2001 shut-down Recycler was re- 
aligned to correct for the vertical fiducial problem. Dipole 
corrector were also installed at every location in the ring. 
A dramatic improvement was observed in the measured 
vertical dispersion function as shown in Fig. 11. For com- 
pleteness the horizontal dispersion fiinction is also shown 
in Fig. 12. The dispersion-free region is well preserved. 

The measured beta functions after the re-alignment are 
shown in Fig. 13. The horizontal plane beta is close to 
design, to within 10%, while the vertical beta shows de- 
viation up to 30%. 

>■ -.''/.•■-.W.^-.v/ju 
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Figure 10.     Plots of ring-wide Ap/p for horizontal and vertical 
planes. As in Fig. 9 the horizontal beta error was substantial. 
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Figure 11. Ring-wide vertical dispersion function measured 
before (top) and after (bottom) vertical plane re-alignment. 

Figure 12. Measured ring-wide horizontal dispersion function. 
Bottom plot shows both data and calculation (cyan line), and the 
top plot their difference. 

Figure 13. Up-to-date measured Recycler beta functions for a 
portion of the Recycler ring: bottom plot is the horizontal and 
top the vertical. Green circles are the measurements and ma- 
genta line is the model calculation. 

CONCLUSION 
Lattice measurement is an important tool to understand 
the machine. Disagreements between measurements and 
model calculations have been shown to point to problems 
which in some cases were independently known. 

The reliability of Recycler BPMs has always been an 
issue. The system is in the process of being upgraded [5] 
to improve its stability and absolute calibration. A robust 
BPM system is critical in keeping track of the closed orbit 
which is important to the consistency and stability of the 
machine. Improvements to the accuracy of the lattice 
function measurements are expected. 
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LINAC OPTICS OPTIMIZATION FOR ENERGY RECOVERY LINACS 

R. Nagaf, R. Hajima, N. Kikuzawa, E. Minehara, N. Nishimori, M. Sawamura, 
JAERI, Tokai, Ibaraki, Japan 

Abstract 
Linac optics of an energy recovery linac (ERL) is 

optimized to ensure the high average current electron 
beam to drive synchrotron light sources and free-electron 
lasers. Genetic algorithm is utilized to search globally 
optimum parameters of the linac optics. Multi-pass 
transverse beam-break-up (BBU) threshold current is 
estimated by nimierical simulation with the optimized 
optics parameters. It is shown by numerical simulations 
that over 100 mA of multi-pass transverse BBU threshold 
current can be achieved in a simple one-pass ERL with 
cavity gradient of less than 15 MV/m. 

INTRODUCTION 
A superconducting linac based ERL is an extremely 

efficient accelerator for synchrotron light sources and 
free-electron lasers. The performance of the ERL light 
sources is improved as the beam average current is 
increased. The average current, however, is limited by 
instabilities such as multi-pass transverse BBU. It was 
shown by an analytical solution [1] that the BBU 
threshold current is inversely proportional to the Q factor 
of the higher-order-mode (HOM) and transfer matrix 
elements of divergence to transverse position (R12 and 
R34). To suppress the BBU instability, the HOM should 
be damped sufficiently. The HOM damping should be 
incorporated into the superconducting cavity design. To 
achieve high BBU threshold current, transport optics 
along the superconducting linacs should be optimized to 
minunize R12 and R34. This optimization can be 
performed through a numerical design of the linac optics. 

Result of local optimization method such as Newton 
method strongly depends on starting parameters. A set of 
initial parameters to start the optimization cannot be fixed 
a priori for a system with a lot of free parameters such as 
linac optics design of the ERL. The linac optics has many 
free parameters because of the lengthy structure of the 
linac. The local optimization method is therefore not 
suitable to find directly the optimum parameters of the 
linac optics. Genetic algorithm [2] is well known as an 
optimum parameter global search method. In the case of 
many free parameters, however genetic algorithm spends 
a lot of computation time. Hence we employ two-step 
optimization utilizing the local and global optimization 
methods. Genetic algorithm is only used to find the 
starting parameters of the local optimization, and the 
parameters are refined by the following local optimization. 
The optimum parameters of the linac optics for a simple 
one-pass configuration ERL are easily found using the 
two-step optimization method. 

*r_nagai@popsvr.tokai.jaeri.go.jp 

LINAC OPTICS OPTIMIZATION 
In this optimization, we assume a conceptual ERL with 

a simple one-pass configuration and external quadrupole 
triplets between cryomodules as shown in Fig. 1. Each 
cryomodules includes eight cavities, which are 9-cell 1.3 
GHz TESLA cavities [3]. A 10 MeV electron beam wdth 
small transverse emittance is injected to the main linac. 
The main linac accelerates the beam to 6 GeV. 
Subsequently, the beam is transported through the 
recirculation loop where it is used to produce high 
brightness X-rays. The beam is then retumed to the main 
linac with decelerating rf phase for energy recovery. In 
the linac the recirculated beam gives back its energy, 
which is used for the acceleration of successive beams. 
The low energy beam after energy recovery finally goes 
to the dump. 

 recirculation loop  

cryomodule, 

from injector    triplet to top 

Fig. 1: Conceptual ERL layout. 

The linac optics is numerically optimized based on 
Bazarov's guideline [4] as following: 

1) Minimize the P-fimction in the linac by adjusting 
the strength of the quadrupole triplets and by 
matching the envelope of the injected beam. 

2) Set the phase advance of the recirculation transport 
loop to minimize R12 and R34. 

The optimization code takes the two-step optimization 
method to find quickly and globally optimum parameters. 
At first step, proper starting parameters for the local 
optimization are found by genetic algorithm. The 
parameters are then refined in the local optimization step 
byBFGSmethod[5]. 

In the optimization code, the P-fiinction and Rn and R34 
are calculated by transport matrix of the optic element, 
which is basically same as TRANSPORT [6]. 
Unfortunately, TRANSPORT dose not support standing- 
wave cavity such as the superconducting cavity. In order 
to simulate transverse beam dynamics in the linac, it is 
mdispensable to include rf focusing of the cavity. The 
transport matrix of the standing-wave cavity was derived 
by the study of transverse particle motion in the cavity [7]. 

RESULTS OF THE OPTIMIZATION 
As a result of the optimization for the simple one-pass 

ERL with cavity gradient of 15 MV/m, P-fimction of the 
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linac is presented in Fig. 2. The linac contains 48 
cryomodules and 47 external quadrupole triplets, and its 
length is about 600 m. The strength of quadrupole triplets, 
which is field gradient normalized by beam rigidity, is 
shown in Fig. 3. All quadrupoles in the triplet are of the 
same strength. The middle and the end quadrupole of the 
triplet are 50 cm length and 25 cm length, respectively. It 
can be seen in Fig. 3 that triplets are set in such a way as 
to produce a nearly constant focusing length for lower 
energy beam at the same triplet. 

100 

Table 1: HOM parameters used in BBU-R 
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Fig. 2: P-function in the linac as a result of the 
optimization. 

4.0 

^ 3.5 

'& 3.0 

I 2.5 
^ 2.0 

"o 1 5 ex '"' 

I 1-0 
^ 0.5 

..••••••.      ••.••..•... ooO°oo°°oO°      o°°°°°°00 

0.0 

•   acceleration 
°   deceleration 

0 10 50 20 30 40 
number of triplet 

Fig. 3: Strength of the quadrupoles along the linac 
corresponding to Fig. 2. 

Numerical simulation code BBU-R [8], which is 
similar to TDBBU [9] is used to determine the BBU 
threshold current. Calculated HOM data [10] as shown in 
Table 1 are taken into BBU-R. To mimic the expected 
firequency spread of the HOMs in the actual cavities, the 
HOM frequencies are chosen to be random. The BBU 
threshold current for the linac optics optimized ERL is 
presented in Fig. 4. As shovra in Fig. 4, by increasing 
frequency spread of the HOM it is possible to increase the 
BBU threshold current up to 100 mA or more. It is found 
that the threshold current depends much on the sorting 
order of the randomized HOM frequencies. The error 
bars seen in Fig. 4 correspond to different sorting orders. 

/[MHz] Polarization R/Q[Q] Q 

1734 x/y 116.7 3400/4500 

1865 x/y 42.4 50600/26500 

1874 x/y 56.8 50200/51100 

1880 x/y 11.8 95100/85500 

1887 x/y 1.2 633000/251000 
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Fig. 4: BBU threshold current vs. amplitude of HOM 
randomization. 

In the linac optics optimization of the ERL, the cavity 
gradient is a principal parameter. The linac optics is 
optimized with various cavity gradients and the threshold 
current is estimated with 1 MHz HOM frequency spread. 
As shown in Fig. 5, the threshold current is increasing 
with the cavity gradient. It is found that it is possible the 
threshold current of more than 100 mA even if the cavity 
gradient is less than 15 MV/m. 

350 

10.0 25.0 15.0 20.0 
cavity gradient (MV/m) 

Fig. 5: BBU threshold current vs. cavity gardient. 

CONCLUSION 
The optimum parameters of the linac optics for a 

simple one-pass configuration ERL have easily found 
utilizing genetic algorithm. As a result of the 
optimization, the BBU threshold current more than 100 
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mA is reasonably available with cavity gradient of 15 
MV/m. The cavity gradient of 15 MV/m is the most 
economical so far as 10-year running cost is concerned 
[11]- 

The optics has been optimized only for a one-pass 
simple configuration and single-parameter triplets. It will 
be expected to increase the threshold current by the other 
configurations such as cascade configuration and by two- 
parameter triplets or FODO like optics. 
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PERFORMANCE AND UPGRADE OF THE JAERIERL-FEL 

M.Sawamura, R.Hajima, N.Kikuzawa, E.J.Minehara, R.Nagai, N.Nishimori, 
JAERI, Tokai, Ibaraki 319-1195 Japan 

Abstract 
The free-electron laser (FEL) linac has been modified 

to the energy recovery linac (ERL) at the Japan Atomic 
Energy Research Institute (JAERI) to achieve the higher 
power FEL of the next stage of 5-1 OkW. Energy recovery 
has been successfully demonstrated up to 5mA of average 
current. Upgrade of the injector is in preparation to 
accelerate the higher average current of 40niA. We 
review transverse instabilities and present experimental 
data on transverse beam breakup (BBU) obtained at the 
JAERI ERL-FEL. We compare measurement with 
simulation. 

INTRODUCTION 
JAERI has been developing a high-power FEL with a 

superconducting linac. After the initial goal of kilowatt 
FEL lasing was achieved in 2000 [1], the linac has been 
modified into an ERL. Energy recovery is the process by 
which the energy invested in accelerating a beam is 
returned to the rf cavities by decelerating the beam. 

•Energy recovery of an FEL beam driven by a 
superconducting linac is a possible way of greatly 
increasing the efficiency of the laser since most of the 
beam energy remains after lasing occurs. This energy- 
recovery technology with a superconducting linac is the 
most promising for the next stage of lOkW FEL lasing 
owing to increasing the beam current without additional rf 
power sources. 

In a recirculating linac, a feedback system is formed 
between the beam and the rf cavities, so that instabilities 
can arise at high currents. These instabilities become 
important and can potentially limit the average beam 
current especially for the high-Q superconducting 
cavities. Instabilities can result from the interaction of the 
beam with transverse higher order modes (HOMs) 
(transverse beam breakup (BBU)), with longitudinal 
HOMs (longitudinal BBU) and with the fundamental 
accelerating mode (beam loading instability). Of the 
three types of instabilities, transverse BBU appears to 
limit the average current in the ERL [2]. 

In the present paper we will describe the resent result 

and upgrade plan of the JAERI ERL-FEL, and transverse 
HOM instability research by simulation and 
measurement. 

JAERI ERL CONFIGURATION 
The JAERI original FEL superconducting linac 

consisted of an injector, two main modules of 499.8MHz 
5-cell superconducting accelerators, a 180-degree bending 
arc and an undulator. The injector consists of a 230kV 
thermoionic electron gun driven by a grid pulser, an 
83.3MHz normalconducting subharmonic buncher (SHB) 
and two modules of 499.8MHz single-cell 
superconducting accelerators. The JAERI ERL-FEL has 
been constructed by adding an injector merger, a half- 
chicane before the undulator and the second arc to the 
original FEL linac. Figure 1 shows the layout of the 
JAERI ERL-FEL. 

Electron microbvmches with a charge of 0.5nC at 
repetition of 10.4125MHz are produced and accelerated 
to 230keV in a DC electron gun. The average current 
corresponds to 5mA. The bunches are compressed by the 
SHB, pass though the two single-cell modules and are 
accelerated to 2.5MeV. The output beam is injected into 
the two 5-cell main modules where it is accelerated up to 
17MeV. The beam then passes through the first arc, the 
half-chicane and the imdulator. Afterward it is 
recirculated through the second arc, retmned into the 
main modules in the decelerating rf phase and dumped at 
the injection energy of 2.5MeV. 

1-cenSCA 

ENERGY RECOVERY EXPERIMENT 
Energy recovery has worked well in the JAERI ERL- 

FEL with beam current of 5mA. We measured the rf 
forward power from the rf power source to the cavity to 
estimate the energy-recovery ratio, which is defined as the 
ratio of the recovered rf power to the beam energy. 
Figure 2 shows the rf forward power signal for one of the 
main modules with and without energy recovery. When a 
lOOtisec beam pulse is injected into the cavity in the 
absence of energy recovery, the forward power signal 
reaches to -343mV to compensate for beam loading. With 
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Figure 2: Energy recovery with a 100^^,sec beam 
pulse: Response of the rf forward power signal with 
(-240mV) and without (-343mV) energy recovery 

energy recovery, this signal is close to -240mV (where - 
240mV corresponds to the DC voltage required to drive 
the accelerating field in the cavity), as the accelerating 
and the decelerating beam vectors cancel each other 
resulting in nearly zero net beam loading. The level of 
the forward power with energy recovery has small 
fluctuation so that we estimate the energy-recovery ration 
to 98%. 

TRANSVERSE BBU 
Transverse BBU has been long known to be a potential 

limiting factor in the operation of high current linac-based 
recirculating accelerators. Transverse beam displacement 
on successive recirculations can excite HOMs that further 
deflect the initial beam. The effect is worse in 
superconducting rf cavities because of higher Q values of 
HOMs. The threshold current depends on the various 
parameters of cavity and beam optics such as Q values, 
frequencies and R/Q of the HOMs, beam energy, beta 
functions and phase advance in the paths and recirculation 
path length. 

HOMInstability Simulation 
A simulation code, named BBU-R, has been developed 

to calculate the threshold current at an actual machine 
configuration. Analytic model for simulation is impulse 
approximation, where the transverse position of the bunch 
is treated as one point and the transverse deflection 
through the cavity as single deflecting force [3]. 

This simulation code requires the transfer matrices 
between the adjacent cavities and the HOM parameters 
such as frequency, R/Q and loaded Q value. The HOM 
frequencies and R/Q of the JAERI superconducting cavity 
was calculated with the2.5-D rf cavity code PISCES 11, 
which can evaluate all the eigenfrequencies and fields for 
arbitrarily shaped axially symmetric rf cavity [4]. The 
loaded Q values and frequencies of the HOMs were 
measured with a network analyzer connected to the HOM 
coupler, from which reflection power was measured. The 
transfer matrices were calculated with the code 
TRANSPORT. 

5 10' 1 ID' 2 10' 

Figure 3: Bunch position vs. time for 3.42A beam 
current, approximately threshold (top), and for 6.11A 
beam current, above threshold (bottom) 

In the JAERI ERL-FEL two main modules of 5-cell 
superconducting accelerators are used for energy 
recovery. The microbunch interval is 10.4125MHz 
corresponding to 96 times and recirculation period is to 
131 times of half period of the fimdamental frequency of 
499.8MHz. Figure 3 shows the calculated beam positions 
in the second main module as a function of the time at the 
various average current. The initial beam has 1mm 
diameter and 0.5mm offset from the axis. The beam 
diameter increases with the current. The threshold current 
is defined as the current where the beam can be 
transported within 5 times of diameter of the initial. 
Table 1 lists the threshold currents when one of 10 HOMs 
is excited and all of 10 HOMs are excited. The threshold 
current when all of 10 HOMs are excited is 3.42A, which 
is large enough to increase the beam current for the next 
stage of our plan. 

HOM Power Spectnims 
Each module has five rf couplers such as a main power 

coupler, a pick-up coupler and three HOM couplers. Two 
HOM couplers are designed to damp transverse modes 
and the other to damp longitudinal modes.   All HOM 

Table 1: Threshold current 

No. Mode Threshold 
Current (A) 

#1 TElll7t/5 666.40 
#2 TE1112n/5 487.31 
#3 TEllI3n/5 34.36 
#4 TE1114Tt/5 10.74 
#5 TEllln/5 578.94 
#6 TMllOTt 32520.32 
#7 TM110 4n/5 16.79 
#8 TMl 10 371/5 5.47 
#9 TMl 10 271/5 7.03 

#10 TMl 10 71/5 1482.74 
#1-#10 All modes 3.42 
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couplers are terminated to the dummy loads out of the 
cryomodules. This makes it possible to measure the 
excited HOM powers inside the cavity through the HOM 
couplers. The terminator was exchanged for a real-time 
spectrum analyzer to measure frequencies and powers of 
the HOMs. Figure 4 shows the power signals from the 
HOM couplers. When a 120n,sec beam pulse is injected 
into the cavity with and without energy recovery, the 
power signals rises. Although the signals seem to be 
large, they include many spectrums with harmonic 
frequencies of the microbunch repetition of 10.4125MHz. 
These spectrums are thought to be induced in the couplers 
by the electron bunches on the grounds that the HOM 
power signals fall rapidly after beam-off. Figure 5 shows 
the amplitude of the HOMs after removing the harmonic 
frequencies of the microbunch repetition. There seems to 
be four groups of the HOMs or more. The group near 
630MHz is considered to be TE111 mode and that near 
700MHz to be TMllO mode. The groups over 850MHz 
have not been identified yet. 

The mode of the highest power of TE 111 is considered 
to be 3jt/5 mode of 634MHz and that of TMllO to be 
4ji/5 mode of 715MHz. The calculated threshold current 
is 34.36A for TElll-3n/5 mode and 16.79A for TMllO- 
471/5 mode. While these modes of small threshold current 
show high HOM powers, the modes of the smaller 
threshold current for such as TM110-37t/5 and TMllO- 
271/5 modes show fairly low HOM powers. Measurement 
of HOM coupling factors is required to estimate more 
precise HOM powers in the cavity and to investigate the 
HOM instabilities in fiirther detail. 
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Figure 4: Power signals from the HOM couplers with 
(top) and without energy recovery (bottom) 

To achieve the higher FEL power of 5-lOkW, we must 
increase the beam current and FEL efficiency. The 
operation of the higher beam current is available at the 
main modules owing to energy recovery and not sufficient 
at the injector where the energy recovery does not work. 
The rf amplifier of 6kW, which is sufficient for 5mA 
acceleration through the single-cell cavity, is replaced to 
the rf power source of 50kW lOT to accelerate 40mA 
electron beam. Modification of the grid pulser is now in 
progress to increase the repetition from 10.4125MHz to 
83.3MHz and beam current from SmA to 40mA. The 
higher beam current experiment will start soon. 

CONCLUSION 
The original JAERI FEL has been modified to ERL- 

FEL to result in 98% energy recovery. Additional 
elements of the injector are being prepared to increase the 
beam current and the FEL power. The threshold current 
of the JAERI ERL-FEL limited by the HOM instability is 
calculated to 3.42A, which is large enough to increase the 
beam current from 5mA to 40mA of our next stage. The 
HOM spectrums were measured from three HOM 
couplers. The mode of the smallest threshold current by 
calculation is not detected from the HOM couplers. The 
more precise measurement is required to well-understand 
the HOM instabilities. 
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COST ESTIMATION OF AN ENERGY RECOVERY LINAC 
LIGHT SOURCE 

M.Sawamura, R.Hajima, N.Kikuzawa, E.J.Minehara, R.Nagai, N.Nishimori, 
JAERI, Tokai, Ibaraki 319-1195 Japan 

Abstract 
A cost estimation model for scaling energy-recovery 

linacs (ERLs) has been developed for estimating the 
impact of system-level design choices in scaling 
superconducting accelerator facilities. The model 
consists of a niunber of modules which develop 
subsystem costs and derive as a budgetary criterion. The 
model does not include design engineering or 
development costs. Presented in the paper is the relative 
sensitivity of designs to the accelerators and the 
refrigerators while allowing the accelerating field to 
optimize. 

INTRODUCTION 
Light source has become an integral part of the 

experiment in most science concerned with the structure 
of matter on the atomic Scale. This impact is felt over a 
broad range of science from protein crystallography in the 
biological science to studies of atomic and electronic 
structure m systems ranging from high temperature 
superconductors to tonic elements in soil. The impact of 
this research has grown exponentially as the sources have 
evolved. Although synchrotron radiation is produced by 
about 70 storage-ring based facilities in the world, the 
performance is nearly at its ultimate level. 
Superconducting ERLs can be extremely efficient 
accelerators for free-electron lasers, synchrotron radiation 
light soiu"ces. In an ERL, a beam is accelerated to the 
energy required for the application, and returned to the 
linac 180 degrees out of phase with respect to the 
accelerated electrons. In this way the returning high- 
energy electrons are decelerated, and they recycle their 
energy to the rf field to provide most of the power 
necessary to accelerate the entering electrons. Besides the 
high efficiency, ERLs offer crucial advantages for a new 
user-oriented light sources, including very high 
brightness, a large degree of spatial coherence, and ultra- 
fast temporal structure. 

A spreadsheet-based cost estimation model for ERLs 
has been developed motivated by a desire to uncover the 
element of the highest cost and to determine the ERL 
parameters with which the construction and running costs 
become reasonable. The point of comparison in the 
present paper is the total cost - the primary budgetary 
criterion used to judge the advantage of an ERL. 

PARAMETERS FOR COST ESTIMATION 
In the present model we have assumed the ERL is 

based on a continuous wave (CW) rf superconducting 
accelerator (SCA), the final energy of 6GeV, the current 

of 0.1 A and 40 sections of light sources. The injector 
installed before the recirculating SCA is not included m 
the cost because the design of the injector has not 
examined in detail yet. The cost of the site is not included 
neither because the cost widely changes with the choice 
of the site. The model can optimize cost on the 
accelerating field of SCA. 

The subsections below discuss the cost estimating 
modules for each element. We use the exchange rate to 
$l=lEuro=130JPY. 

SCA Cavities Model 
SCA cavities represent a major fraction (16%-34%) of 

the system capital costs. Fortunately we can refer to the 
TESLA design [1,2]. We assume to use the TESLA-type 
cavities and cryo modules. The TESLA module is 12.2m 
long including 1.3GHz eight 9-cell cavities. The 
unloaded Q value is IxlO'". The cost of the SCA module 
is evaluated to $1M including a cavity assemble and a 
cryo vessel. 

Refrigerator System Model 
Required cooling power of the refrigerator system is 

estimated from static heat leak, dynamic heat leak and rf 
wall loss. Since cost of the refrigerator system depends 
on number and capability of the refrigerators, we assume 
the cost of refrigerator system is proportional to the 
cooling power for 2K and 4.5K. It is assumed to cost 
$3.4kAV for refrigerator operating at 2K and $1.7kAV at 
4.5K in accordance with the Very Large Hadron Collider 
(VLHC) [3]. The electrical power consumption of IW 
refrigerator is assumed to 600W at 2K and 245W at 4.5K 
in accordance with the TESLA cryogenic system [4]. 

RF Power Source Model 
The rf power is small owing to energy recovery, but it 

is necessary to supply rf power for compensating the 
beam power loss due to light generation and correcting 
the amplitude and phase errors. Required rf power is 
estimated from the parameters such as beam current, 
cavity shunt impedance, unloaded Q value, accelerating 
field, current error and phase error [5]. Since the cost and 
the efficiency depend on a type of the rf source, the cost is 
assumed to be proportional to the rf power with the factor 
of $1.15 AV and the efficiency from AC power to rf power 
to 0.5 for calculation of the power consumption. 

Magnetic System Model 
ERL optics is designed to suppress the beam breakup 

(BBU) instability by obtaining small pass-to-pass matrix 
elements of R12 and R34. Required magnetic parameters 
depend  on  accelerator  design.     We  assume  that  a 
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quadrupole triplet magnet of 25T/m is installed between 
adjacent SCA modules. The middle magnet of the triplet 
has length of 50cm and the others of 25cm. The back- 
straight beam line has half the number of triplets in the 
accelerator line. 

One section of the arc, where an insertion device is 
installed, is assumed to have three bending magnets, four 
quadrupole triplet magnets, two quadrupole doublet 
magnets and an imdulator. 

Since it is difficult to estimate the cost of magnets 
precisely without beam optics design, we roughly 
estimate the magnet cost to be proportional to the weight 
of magnet. Referring to the magnet cost of several 
accelerator facilities such as the JAERI-FEL, the Spring-8 
and the TESLA, we assume the cost to $60/Tcg for 
quadrupole and bending magnets. 

The cost of the DC power supply is assumed to be 
proportional to the DC power with the factor of 
$1410/kW. The conversion ratio from AC to DC of the 
DC power supply is typically 0.85. 

The cost of an undulator is assumed to $230k in 
accordance with the JAERI-FEL undulator. 

Building Model 
The straight parts of the SCA modules and back- 

straight beam line including the auxiliary components are 
assumed to be installed in the tunnel same as that of the 
TESLA. The parts of the light sources are installed in the 
buildings along the arc with concrete wall of Im thickness 
to shield the radiation caused by beam loss of 1x10''. The 
tunnel cost is estimated to $9k/m and the arc building 
$55k/m. The arc building includes the experimental 
rooms. 

-SCA cavity 
■ Refrigerator 
■EF 
-Magnet 
• Building 

15 20 
Accelerating Field (MV/m) 

Figure  1: Construction cost of each model as a 
function of the accelerating field 

RESULT 
Two types of costs are discussed below. The first is a 

construction cost. Figure 1 shows the each cost of models 
as a function of the accelerating field. As expected, the 
costs of the SCAs and building decrease monotonically 
with increasing the accelerating field. The high 
accelerating field decreases number of the SCA modules 
and the length of the tunnels. On the other hand the cost 
of the refrigerators increases with the accelerating field 
since the number of the SCAs decrease inverse- 
proportionally and the heat load, dynamic heat leak and rf 
wall loss, increases square-proportionally with the 
accelerating field. The costs of the magnets and rf system 
vary slightly enough to be considered to be constant. 
Since the major parts of ERL, SCAs and refrigerators, 
vary inversely, the optimum accelerating field exists as 
shown in Figure 2. The construction cost at the 
accelerating filed of 21MV/m is minimum and the 
increase over 20MV/m is very small. 

The second is a running cost. Figure 3 shows the 
electrical power consumption of the refiigerator system, 
the rf power source and the magnet system. The power 
consumption of the refiigerator and the rf power source 
increases with the accelerating field. Typical electric 
charge is about $9k/MW per month for maximum power 
of the faciUty and $75/MWh for electrical power 
consumption at a typical rate of Japanese electric 
companies. The running cost increases monotonically 
with the accelerating field as shown in Figure 4. 

If the runnmg cost includes a depreciation expense of 
the construction cost as the 10-year usefiil life of the ERL 
machine, the running cost has optimum accelerating field 
near 13MV/m as shown in Figure 5. This means that the 
ERL does not require as high gradient cavities as a linac 
for nuclear physics. The higher unloaded Q value is 
expected at the low accelerating field than at the high 
field. The high Q value can reduce the required cooling 
power of the refiigerator and the running cost as shown in 
Figure 6. The optimum accelerating field increases with 
the Q value for dominant of the construction cost over the 
running cost. The ERL requires the SCAs with high Q 
value than with high accelerating filed. 
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Figure 2: Total construction cost 
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Figure 5: Running cost including a depreciation 
expense of the construction cost as 10-year useful 
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Abstract 

The 150MeV proton FFAG (Fixed Field Alternating 
Gradient) synchrotron has been developed for aiming to 
investigate the possibilities of various applications such as 
proton beam therapy. The construction started in Septem- 
ber 2002, and almost completed recently. In the proceed- 
ings, the overview of construction and status of commis- 
sioning is to be reviewed. 

INTRODUCTION 

Based on the achievements of PoP FFAG(Fixed Field 
Alternating Gradient), the project to construct a 150MeV 
proton FFAG started in 2000[1]. The project aims to build 
a prototype of FFAG synchrotron for a practical usage and 
to investigate the possibilities of FFAG for various applica- 
tions such as proton beam therapy [2]. 

OVERVIEW OF 150MEV FFAG 

The main parameters of the ISOMeV FFAG are summa- 
rized in Table 1, and Figure 1 shows the schematic lay- 
out of the accelerator. Compared to the PoP FFAG, in the 
ISOMeV FFAG, two technical challenges are to be tried. 
One is the employment of the yoke free magnet for the 
FFAG magnet[2]. The employment of the yoke free mag- 
net is expected to make the beam injection and extraction 
easier than the case of the conventional FFAG triplet mag- 
net. The other challenge is the beam extraction from the 
ring. The completion of them should be a milestone for a 
practical FFAG accelerator. 

Table 1: Main Parameters of 150MeV FFAG 

Type of Magnet Triplet Radial (DFD) 
Num. of Sector 12 

k-value 7.6 
Beam Energy (MeV) 12-»150 (proton) 
Average Radius (m) 4.47^5.20 

Betatron Tune Hor. 3.69~3.80 
Ver. 1.14~1.30 

Maximum Field (T) 
(on orbit) 

Focus 1.63^ 
Defocus 0.78 

Repetition (Hz) 250 

As the beam injector, a cyclotron which can generate 
lOMeV proton beam was employed. Because of the pulse 
operation of the FFAG accelerator, the duty factor of the 
cyclotron was reduced to, typically, 1/100, by modulating 
the RF voltage of the cyclotron to reduce the beam loss at 
the injection stage. With the treatment, a pulsed beam of 
about 100 /isec wide was injected into the ring. 

* yokoi@post.kek.jp 

" 1. Injection cyclotron 
'^ 2. Injection line 

3. Injection septum 
magnet 

4. Injection ES septum 
5. Bump maget 
6. Triplet magnet 
7. RF cavity 
8. Beam position 

monitor 
9. Current monitor 
10. Extraction kicker 
11. Extraction septvmi 
12. Beam dump 

Figure 1: Schematic view of ISOMeV FFAG 

CONSTRUCTION 

The construction of the ISOMeV FFAG has started in 
September 2002 at the east counter hall in KEK, and ahnost 
completed in March 2003. Figure 2 shows a picture of the 
ISOMeV FFAG ring and the injection cyclotron. 

In the construction of the accelerator, one of the most 
important issues is careful alignment of the accelerator ele- 
ments, especially of the sector magnets. From beam track- 
ing simulation, it was found that the misalignment of mag- 
net position should be suppressed below 0.5mm in order to 
avoid a serious COD. 

To achieve such an accuracy, magnet alignment with 
laser theodolites was carried out. After the alignment, it 
was found that the positioning accuracy of the markers for 
the magnet alignment was below 0.2mm. From the accu- 
racy, the final accuracy of the magnet position is expected 
to below O.Smm. This is within a satisfactory level for the 
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Figure 2: ISOMeV FFAG ring and injection cyclotron 

initial stage of the commissioning. The final, more precise, 
alignment will be done using a laser tracking system in this 
summer. 

As the radiation shield, concrete shield walls covers the 
accelerator. The thickness of the shield is Im for the side 
wall and 0.5m for the ceiling. Even with these shields, the 
beam intensity of 40nA is allowed. 

Three elements are installed for the beam injection. 
Those are, from upstream, injection septum magnet, in- 
jection electrostatic(ES) septum and a pair of bump mag- 
net. Required field strength of the injection septum mag- 
net is 1 Tesla for lOMeV injection, and for the ES septum, 
35kV/cm. The required field of the bump magnet is 300 
gauss and it decays with the time constant of 5/isec. With 
these apparatus, the multi-turn injection with phase space 
painting for 10 turns is capable . 

To find out the injection condition, the beam position 
was measured by a Faraday cup from the upstream of the 
injection orbit. For each step, the field strength of the 
septum magnet and the setting of injection beam line was 
tuned so that beam passed through the correct position with 
maximum intensity. 

Finally, after tuning the injection condition by measur- 
ing the beam position at the bump magnet, the circulat- 
ing beam of one turn was observed with the Faraday cup 
installed outside of the injection septum magnet. In this 
time, to measure the beam position at the bump magnet, 
in the position of the bump magnet, a Faraday cup was in- 
stalled and the bump magnet itself was not installed. Figure 
4 shows the signal observed with the Faraday cup. It should 
be noted that the beam intensity after one turn was almost 
the same as that observed at the position of the bump mag- 
net. That means there observed no beam loss along one 
turn. 

COMMISSIONING 

After the construction of the ring was completed, the 
beam commissioning has started. In the commissioning, 
the first thing to be done is to beam injection. Figure 3 
shows the injection orbit of the 150MeV FFAG and the lo- 
cation of the elements for the beam injection. 
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Figure 3: Injection Orbit of ISOMeV FFAG 

Figure 4: Beam signal observed by Ring Faraday Cup at 
the point of Itum 

From the result, we found that the FFAG magnet and the 
injection system are working mostly as expected. 

The beam commissioning is still going on intensively. 
The next step is to install the bump magnet and to acceler- 
ate the beam. The preparation for the study is now under- 
going. 
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SUMMARY 
The construction of the iSOMeV FFAG was completed 

in March 2003. After that, the commissioning run is under 
going. Up to now, the circulating beam for one turn was 
successfully observed. 
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STRIPPER FOIL TEMPERATURES AND ELECTRON EMISSION AT THE 
LOS ALAMOS PROTON STORAGE RING* 

T. Spickermann^ M. Borden, A. Browman, D. Fitzgerald, R. Macek, R. McCrady, T. Zaugg, 
Los Alamos Neutron Science Center, LANL, Los Alamos, NM 87545, USA 

Abstract 
We have modeled the heating process of the PSR 

stripper foil and compared our resuhs to observations that 
depend on the foil temperature. The foil is heated by the 
energy deposited by injected H" ions and stored protons 
passing through the foil. Secondary emission of electrons 
due to these foil hits results in a measurable current that 
we can use to benchmark our model. At higher beam 
intensities thermionic emission of electrons dominates the 
foil current. Due to the extreme temperature dependence 
of the thermionic current this is a very sensitive indicator 
of the foil temperature and will be used to safeguard 
against overheating the foil in extreme beam conditions. 
We will present our best estimates of the foil temperature 
for different beam intensities. 

SIMULATION OF FOIL HEATING 
To inject protons into the Proton Storage Ring (PSR) H" 

ions with a kinetic energy of 800 MeV pass through a 
carbon foil [1], typically of an area density of 400 ng/cm^, 
where the two electrons are stripped off. Injection pulse 
lengths are typically of the order of a miUisecond, or 
several thousand turns of 359 ns duration. Injection is 
"off-axis", i.e. off the closed orbit in the ring ("On-axis" 
injection is occasionally used during beam studies). A 
four-magnet vertical closed orbit bump is used to "paint" 
the injected beam over the available phase space in the 
ring to reduce space charge effects and to reduce the 
number of foil hits by the circulating beam. The shipper 
foil position is adjusted to cover about 97-98 % of the 
injected beam. Totally covering the injected beam would 
approximately double the number of foil hits by the 
circulating beam and consequently double the beam loss 
rate. Observing the stiipper foil with a video camera 
shows bright flashes during the accumulation cycle, 
indicating that the foil gets "red-hot". Presently installed 
equipment does not allow, however, measurement of the 
foil temperature with any precision. Instead, we use the 
ORBIT [2] code to simulate the accumulation and storage 
of protons in the PSR. This provides us with the number 
of foil hits per time. Each circulating proton hits the foil 
about 30-80 times (depending on beam conditions) during 
the accumulation cycle. The average energy deposited per 
foil hit can be obtained from stopping power tables [3]. 

* Work conducted at the Los Alamos Laboratory, which is operated by 
the University of California for the United States Department of Energy 
under contract W-7405-ENG-36. 
* Email: spickermann@lanl.gov 

FOIL CURRENT 
While we lack a direct measurement of foil temperature 

we do measure the foil current. Figure 1 shows the 
measured current for a final beam charge of 8.7 |iC 
injected over 1225 us. 
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Figiire 1:   Measured   foil  current.   Beam  is   exti-acted 
immediately after injection at 1225 |j,s. 

From start of injection to ~ 900 (is the current is 
dominated by secondary emission. It is therefore directly 
proportional to the total number of foil hits per time and 
can be used as a check on the ORBIT simulation. The 
secondary emission yield Y, i.e. the average number of 
electrons emitted per proton hitting the foil can be 
estimated with the Stemglass formula [4]: 

dx 
(per surface), 

where P is a probability (~ 0.5), d^ is the average depth 
from which secondaries arise (~ 1 nm) and E, is die 
average amount of kinetic energy lost by a proton per 
ionization (~ 25 eV). Here, dE/dx is in eV/nm. At t > 
900 us thermionic emission (TE) becomes the dominant 
contributor to the foil current. 

ENERGY EQUATION 
To calculate the maximum temperature we have 

divided the foil area in the model into bins of 
1.5-1.5 mm^. The peak temperature in the "hottest bin", 
i.e. the bin with the maximum number of hits can be 
calculated by solving the energy equation 
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AE^ = pVc(t)^-2A8a(T^-Tl,) 

-2AJTE(AR,(P,T)-(9+^ 
q 

Table 1 shows the variables used in Eq. 1. 

Table 1: 

The power dissipated by thermionic emission is given by 
[7] 

(1) 

Var. Value Description 
P 2.0 g/cm' Density of carbon 
c function of temperature Heat capacity of carbon 
o S.eT-lO-'j/Csm^K") Stefan-Boltzmann constant 
8 0.8 Emissivity 
q 1.602-10" C Electron charge 
AR 120 A/K'cm^ 

(theoretical value) Richardson constant 

<p ~4.5eV Work function 
k 1.38-10-"J/K Boltzmann constant 
AE 825 eV Energy deposited per hit 
Nhite function of time Number of hits in bin 
A 2.25 mm' Area of one bin 
V 4.5-10-'mm' Volume of one bin 

■^amb 297 K Ambient temperature 
JTE Function of temperature Thermionic current density 

Cooling via heat conduction was not included in the 
calculation. However, solving the heat equation for a 
simplified geometry shows that conduction would lower 
the peak temperature by less than 1%. 

Foil Heating 
From the ORBIT simulation we obtain the number of 

hits per turn to which we fit a piecewise linear fiinction to 
obtain the number of hits as a fiinction of time. The 
simulation also tells us where on the foil each hit occurs. 
This allows us to divide the foil into bins and to calculate 
the number of foil hits in each bin. Multiplied with the 
average energy deposit per foil hit AE this gives the 
energy deposited per time for each bin. 

Heat Capacity 
The heat capacity of carbon is a strong function of 

temperature [5,6]. This must be taken into account when 
solving the energy equation. The sharp increase of the 
heat capacity with temperatures above room temperature 
(297 K) results in a slower rise in the foil temperature, but 
also in a slower cooling process after beam extraction. 

Thermionic Emission 
Thermionic Emission is expected to play a role at 

extreme   foil   temperatures,   due   to   the   very   strong 
temperature  dependence  of thermionic  currents.  The 
thermionic current density can be calculated as 

-qip 

J(AR,(p,T) = ART'e". 

dEi 
dT ■ = 2A-(^+^.JTE(AR,(P,T). 

PEAK FOIL TEMPERATURES 
Solving the energy equation Eq. 1 is an iterative process 

because some parameters are not well known, e.g the 
number of foil hits, which depends on the exact foil 
position with respect to the injected beam, or the 
parameters that go into the calculation of the thermionic 
current. These have to be adjusted to obtain the best 
possible agreement between the measured foil current and 
the current calculated as the sum of secondary emission 
and thermionic emission currents. Figure 2 shows a 
comparison between a measured current and the current 
obtained from the model for a beam intensity of 
8.7 nC/pulse injected over 1225 us with a pulse repetition 
rate of 4 Hz. 
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Figure 2: Comparison of measured and calculated foil 
currents. 

The TE current was calculated with cp = 4.5 eV and 
AR = 2.2 A/(cm^K^). Better agreement between the 
measured and calculated currents could be achieved with 
lower values for the work function cp, but these are not 
supported by literature. One also notices that after beam 
extraction the measured current drops much faster than 
the calculated one. We believe that this may be due to 
space charge built up around the foil by TE electrons as 
these are no longer removed by the strong potential of the 
circulating beam. We plan to test this hypothesis in the 
coming run period by biasing the foil. One should note 
that, imless the measured current is fi-om the very first 
injected beam pulse, one has to solve the energy equation 
for consecutive pulses and cool down times (given by the 
pulse repetition rate) because the initial foil temperature 
on subsequent pulses will be higher than the ambient 
temperature. For this case we calculate a maximum 
temperature of 3122 K in the hottest bin in the foil. 
Neglecting thermionic emission yields a value only ~1 K 
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higher. Although it may dominate the foil current, TE is 
not a significant source of cooling for the foil. 

Peak Temperatures for Production Beams 
With the parameters of the simulation and calculation 

adjusted one can compute the foil temperature for 
different beam conditions. Figure 3 shows the temperature 
in the hottest bin for a production beam, i.e. 125 |aA with 
a pulse repetition rate of 20 Hz and for beam conditions 
expected in a potential upgrade, i.e. 200 |j,A at 30 Hz. 
Although the beam intensities are not too different 
(6.25 nC/pulse vs. 6.7 |.iC/pulse) the higher repetition rate 
leads to a significantly higher peak temperature. 
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Figure 3: Temperatures in hottest bin for a production- 
type beam and for a planned upgrade. 

The peak temperatures are 2182 K for the production- 
type beam and 2361 K for the upgrade. Both peak 
temperatures are well below the sublimation temperature 
of carbon of about 4000 K. 

Extreme Beam Conditions 
Figure 4 shows the measured foil current for a beam 

intensity of 5.2 ^C/pulse, injected over 625 (is. The 
storage time was increased from 0 |as (no storage) to 400, 
600 and 800 ^s. Consequently, the number of foil hits and 
the foil temperature were also increased. The measured 
foil current is very sensitive to the increase in foil 
temperature and is thus a valuable monitor of the strain 
put on the foil by extreme beam conditions. 

We also deliberately damaged the foil by increasing the 
storage time to 1200 |is. There the TE current was about 
25 times higher than the SE current. For these conditions 
we calculate a peak temperature in the hottest bin of about 
4000 K, i.e. the sublimation point of carbon in vacuum. 
Thermionic emission in this case lowers that temperature 
by about 100 K. However, these numbers are preliminary 
as the calculation needs yet to be refined for this case. 

0.1 

0.09 

5-0.08 

E 0.07 
V 

= 0.06 
o 
= 0.05 
u. 
■o 0.04 

= 0.03 
CO 

" 0.02 

0.01 

0 

/j 
/ «-^ no storage 

/ 
 800 (it 

/ 
/ 

/i 
/ i 
/ , 

J y \ 
—f^" 1  r^ — '  _ ,, V 

1000       1200       1400 0 200 400 600        800 
Time Ifis] 

Figure 4: Measured foil current for different beam 
storage times. 

CONCLUSION 
Peak foil temperatures for PSR production beams 

(including future upgrades) are safely below the 
sublimation point of carbon. 

At higher beam intensities or extended storage 
thermionic emission dominates the foil current, but does 
not seem to provide much additional cooling. 

Thanks to the strong temperature dependence of TE 
monitoring the foil current can provide a very sensitive 
signal for safeguarding the foil from potentially severe 
beam conditions. 

Improvements can be expected from a better 
understanding of the measured signals and refinements to 
the model and calculations. 
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TESTING AND COMMISSIONING OF THE ALS ADJUSTABLE 
HYSTERESIS-FREE CHICANE MAGNET 

J. Y. Jung, S. Marks, R. Schlueter, LBNL, Berkeley, CA 94720 USA 

Abstract 
The magnetic performance and commissioning of a 

new Advanced Light Source (ALS) chicane magnet are 
presented. The new magnet is iron free using permanent 
magnet rotors and trim coils, resulting in hysteresis-free 
operation. The theory and method for magnetic 
adjustments are discussed. Results of adjustments are 
presented that produce a maximum dipole field and 
reduce unallowed harmonics to below the required level 
of|V*i|<3xlO-'. 

INTRODUCTION 
Chicane magnets are used in Advanced Light Source 

(ALS) straights where two insertion devices are installed. 
The chicane provides an approximately 2.5 mrad angular 
separation between the two photon fans. A new iron free 
chicane magnet has been installed which employs a ring 
of counter-rotating permanent magnet pairs to create an 
adjustable dipole field for operation between 1.5 and 1.9 
GeV. A previous iron core chicane magnet did not 
achieve the required precision for fast steering corrections 
due to magnetic hysteresis. 

The theory and design of the new chicane have been 
previously reported [1, 2]. This paper presents the 
concepts and results of the procedure for magnet 
adjustments to maximize dipole and minimize unallowed 
multipoles. 

Summary of Magnet Features 
The chicane magnet design is iron free to eliminate 

magnetic hysteresis. Fig. 1 shows the magnet tuners and 
coil configuration. Coils are used for fast feed back 
steermg correction. The primary field is provided by six 
NdFeB permanent magnet (PM) pairs. A cylindrical pair 
consists of two coaxial cylindrical magnets oriented 
parallel to the beam axis. The magnetic orientation is 
perpendicular to the axis. Two cylinders can be counter 
rotated to adjust the effective strength of the pair. Each 
magnet is enclosed in an aluminum case. The total 
magnetic length of a pair, L, is 7 cm (each magnet is 3.5 
cm). The six magnet pairs are equally spaced in azimuth. 
A system of two chain drives with independent micro- 
stepping motors and encoders connects six rotor sets to 
control cylinder pair counter rotation.. Chain sprocket 
clamps are used at each rotor to allow for relative 
orientation adjustment. After final adjustments, the 
clamps are spot welded to the sprockets to hold them 
permanently. The drive system insures that changes in 
counter rotation is the same for each cylinder pair. 

Requirements 
Table 1 shows the integrated dipole fields 

corresponding to a 2.5 mrad bend for the storage ring 

operating energies of 1.5 and 1.9 GeV. The required 
multipole tolerance is \b„lbi\ < 3x 10"l The required fast 
feed back correction of magnitudes are ±2x10"* T-m for 
vertical steering and ±7x10"' T-m for horizontal 
steering. 

m=l 
m=\ 

VERTICAL STEERING COILS 

HORIZONTAL STEERING COILS ■ 

Figure 1: Chicane magnet tuners and steering coils 

Table 1: Integrated dipole field corresponding to 2.5 mrad 
Beam (GeV) 

1.5 
1.9 

Integrated Dipole field (T-m) 
1.251x10"^ 
1.584X 10-^ 

Ideal Magnet Configuration 
Table 2 shows the ideal dipole rotor configuration. 

Rotor azimuth relative to beam center is designated as 
Pm- Rotor angular magnetic orientation, or rotation, about 
the rotor center is designated as ^. The rotor number 
designation is shown in Fig. 1. Note that in this context a 
cylinder pair is designated as a rotor. 

Table 2: Magnetic configuration 
rotor, m 0 1 2 3 4 5 
azimuth, 

^.(deg.) 
30 90 150 210 270 330 

easy-axis orient., 
4. (deg.) 

330 90 210 330 90 210 

The ideal dipole configuration also generates allowed 
higher order multipoles. The multipole expansion of 
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magnetic field integral /(z) for the corrector ring of rotors 
with M cylinder pairs spaced uniformly in azimuth with 
pairs counter rotated ±rj is 

i\z)=Y^by-\b„ (1) 

per Eq. 4, Ref. [1]. For the magnet considered here M= 6, 
Z, = 7 cm, rotor radius r^ = 2.03 cm, and R = 7.5 cm. Using 
these values in Eq. 1 with an assumed B^ = 1.2 T, the 
maxunum dipole is bi = /1.85x 10"^. The first two allowed 
multipoles are: b^/bl= i3.69x 10"' and bi3/bi= z"3.85x 10"'" 
at reference radius r^ = 1 cm. The dipole strength can be 

to the maximum by a factor of 
the  counter rotation  angle  of all 

reduced  relative 
cos(;7), where  77 is 
cylinder paks. 

SOURCES OF ERROR 
The above discussion pertains to the ideal device where 

perfect six fold symmetry is maintained. Deviations from 
symmetry will result in a reduction in dipole strength as 
well as the introduction of new higher order multipoles. In 
particular, nonuniformity in the either the magnetic 
strength or length of rotors will result in errors. Backlash 
in the drive system will result m orientation and counter 
rotation errors. 

Perturbations to the magnetic structure can be 
considered in the context of Eq. 2 below, per Eq. 19, Ref 
[1]. 

SP 
dP 

Z ^" 
n=I V-^my 

r     \2 

K^rnj 

s«-l 

^((t^m-i»^\')Pm^ 

\'P) 

(2) 

The kernel, g„, is specific to the particular error type. We 
will consider three error types, tabulated below with the 
specific kernel definitions. 

• Strength errors: g„ = (K/2) [SB,.^ jB^), 

• Orientation errors: g„ = {nlT)S(p^ , 

• Counter rotation errors: g^=(ril2)5cosr]^. 
For example, consider a 1% perturbation, due to either 
SB^^ JB^, dq)„ or Scosrj^, at rotor /n = 0. This will result 

in an integrated dipole error of <5/y|/*| = 0.002, and a 

quadrupole error of (^/Vkl = 0.002-0.003/ 

MEASUREMENT RESULTS 
To maximize the dipole and minimize unallowed 
multipoles, each rotor is first carefiilly adjusted to the 
orientation </>„ given by Table 2, with counter rotation 
r}„ = 0°. Using a rotating field measurement coil, the 
multipoles are measured. Adjustments and measurements 
are iterated until the maximum dipole field is achieved. 

The measured maximum dipole field, 1.78x 10"^ T-m is 
3.4% less than the analytical expectation, as given above. 
This difference can arise from an inaccurate B^ 
assumption, the deviation from imity of dB/dH in the 
permanent magnet, or from measurement inaccuracy. 

Over the range of interest of strength variation, 
corresponding to 25° < r] <45°, it was found that the 
largest error term was the skew quad, which assumed its 
largest normalized value B2/C1 = 3x 10"^ at ;? = 40° (See 
Table 3, left half). An advantageous feature of the PM 
ring is that unallowed harmonics may be nulled via slight 
adjustments of rotor orientations and counter rotations, so 
as to add vectorially to the existing magnetization vectors 
a new [e.g. skew quad] multipole contribution that is the 
negative of the existing error term. 

This could effectively be a superposed Halbach six 
element PM quadrupole [3] per Eq.8, ref [1] with higher 
harmonics n=8, 14, etc. Though such a set of vectoral 
additions would themselves be symmetric, application to 
the exiting dipole configuration orientation would entail 
slight adjustments in both d^„ and ST]„ unique to each 
individual rotor pair. Moreover, these are of the same 
order of magnitude as the orientation accuracy of the 
cylinders, which makes their adjustment a delicate task. 

Table 3: Normalized multipoles before and after nulling 
the skew quadrupole at 77 = 40°. Dipole strength Q/ rp= 
1.31X 10"^ T-m before and 1.33x 10"^ T-m after nuUmg. 

Before (x 10"^) After (X 10"')    1 
N AJC, BJC, AJC, BJC, 
2 -1.57 -9.92 0.87 -1.37 
3 -3.52 2.35 -1.86 0.51 
4 0.72 1.98 -0.03 0.55 
5 -0.81 0.67 -0.33 -0.13 
6 0.48 0.08 0.21 -0.02 
7 -0.05 0.33 0.06 0.12 

Alternatively, the skew quad can be modulated as 
shown below, utilizing only equal counter rotations 3r]„ 
of perturbed cyUnder pairs 1&4 and/or pairs 0,2,3,&5 
with existing orientations S<l)„ unchanged. 

Nulling the skew quad with magnetization perturbations 
e\ via identical counter rotations of cylinders in pair m=\ 
and in pair m=A and/or pertubations £2 for identical 
counter rotations of pairs m=0, 2, 3 and 5 as shown in Fig. 
2 generates a [skew] quadrupole (Eq. 1): 

*2 = E *2 L +   S *2 L =0-14 f2 -0.14 e, (3) 
m=0,4 m=0,2,3,5 

Perturbation adjustments can be iterated to fiilly null the 
resultant skew quadrupole term at the energization 
excitation strength corresponding to the initial r] = 40°. 
Higher order harmonics introduced, n = 4,6,8 etc. are 
smaller in magnitude. 
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«C„ 
l\z) = Y,i^ 

(    \("-i) 

\'pj 

, where C„=^+/B„     (4) 

\s,{m= 1) 

{m = l) 
R 

S2 (m = 0) 

Figure 2: Skew quad nulling scheme, with field with 
design dipole orientation shown with red arrows and the 
nulling magnetization perturbations show in black. 

Table 3 shows normalized multipoles before and after 
adjustment at r^ =1 cm, 77 = 40'' where integrated field, 
f(z) (Eq. 4). As can be seen, after the adjustment the 
normaUzed skew quadrupole B2/\Ci\ meets the 
requirement as well as other higher multipoles. For n = 7, 
by/bi = i5.901 X 10"^ - 1.230X 10"' which is higher than the 
expected design value br/bi = i3.933x 10'^ by Eq. 1. Part 
of the reason is because the measurement accuracy 
including electronic noise (~ 5x 10"^ T-m) is the order of 
lxl0"'T-m. 

Table 4 shows normalized multipoles at T] = 25°, 
corresponding to a 2.5mrad kick at ~1.5GeV operation, 
before and after adjustment. All muhipoles meet the 
requirement after adjustment. 

Table 4: Normalized multipoles at;; =25° before and after 
the 7] =40° skew quadrupole nulling. The dipole Q/ rp= 
1.58X 10"^ T-m before and 1.60x 10"^ T-m after nulling. 

Before (x 10-^) After (x 10-^)    1 
N A„/Q 5„/C, AJQ B„/C, 
2 -1.48 -4.95 0.39 -1.52 
3 -3.88 2.19 -2.24 0.85 
4 0.88 1.85 0.05 0.69 
5 -0.89 0.61 -0.22 -0.08 
6 0.35 0.14 0.23 -0.07 
7 0.04 0.41 0.03 0.01 

More exactly. It is found that 2.5 mrad kick at 1.9 GeV 
can be obtained at 26.1° of counter rotation, while 43.9° 
produces the same kick at 1.5 GeV. Table 5 shows 
normalized multipoles at counter rotations Tj = 0°, where 
the dipole field is maximized. 

During the counter rotation fi-om T)=0°to T)= 90°, the 
chain slack/backlash reduces the reproducibility of the 
magnetic field aroimd Tj = 90°. 

There are some limitations for adjusting tuners. 
Sprockets are rotated by wrench. Since the wrench is not 
perfectly fit to the sprockets, it generates about 1° error 
which is acceptable. Instead of using a chain driving 
system for counter rotation of magnets, motors can be 
directly attached to the tuners so that each tuner can be 
adjusted by the motor. This driving system may have 
electronic noise problem due to motors and motor drives. 
Motor drives for operating counter rotation of the tuners 
generate the noise to the measurement system. This noise 
can affect and interrupt the measurement. But in the 
current operation, since the motor drives are far from the 
magnets, there is no noise problem of motor drives. 

Table 5: Normalized multipoles at 77= 0°. Dipole strength 
Ci/r„= 1.78x10-^ T-m. 

n AJCiX 10-' 5„/CiXlO-' 
2 0.66 -3.64 
3 -2.92 1.46 
4 0.15 0.59 
5 -0.36 -0.17 
6 0.16 -0.09 
7 0.13 0.10 

CONCLUSION 
After the magnetic adjustment of rotors, the new 

hysteresis-free chicane magnet can generate the required 
dipole field. Also, the multipoles of the magnet meet the 
requirement. The existing iron core chicane magnet is 
replaced with the new iron free chicane magnet. 
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SDDS-BASED SOFTWARE TOOLS FOR ACCELERATOR DESIGN* 

M. Borland,.L. Emeryt, H. Shang, R. Soliday, ANL, Argonne, IL 60439, USA 

Abstract 
The Self-Describing Data Set (SDDS) file protocol is a 

standardized way to store and access data and is the ba- 
sis of an extensive toolkit. It is also the file protocol used 
for many accelerator design tools. Over the years, sev- 
eral of these SDDS-compliant accelerator programs (e.g., 
clinchor, elegant, estat, shower, and spif f e) have 
been developed at the Advanced Photon Source. Also, ex- 
isting accelerator design tools for which the source code is 
available (e.g., ABCI, GENESIS, GINGER, MAFIA, and 
URMEL) have been converted to read and write SDDS 
files. As a result, we now have a capable set of accelerator 
codes that make use of the same data format and the same 
pre- and postprocessing suite. Further, the SDDS toolkit 
program sddsoptimize can be used around any of these 
tools or around a script that runs one or more of these tools. 
This provides the capability of very general, multicode op- 
timization. In this paper, we discuss the capabilities of the 
existing SDDS-compKant accelerator codes, then provide 
examples of applications of these tools. 

INTRODUCTION 

The accelerator field is well supplied with simulation 
codes. Accelerator designers frequently need to make use 
of codes by many authors, developed in different program- 
ming languages. Although this need is common, it is usu- 
ally not easy to integrate the results of these codes. Part 
of the reason for this is that codes do not share a common, 
stable data protocol. Instead, each code (or group of codes) 
has a custom data protocol that may change from one ver- 
sion to the next. Another reason is that each code has its 
own pre- and postprocessor, which typically don't recog- 
nize data firom other codes. 

This means that integration of two or more codes re- 
quires writing a custom translation program. Such trans- 
lators tend to be fragile as the developers of the simula- 
tion code don't support them and may change their pro- 
tocols without notice in new code versions. This fragility 
is largely due to the widespread failure to use robust self- 
describing data protocols. 

At APS, we developed a common self-describing data 
standard [1] for used by codes and controls systems. This 
standard is called SDDS, for Self-Describing Data Sets. 
SDDS datasets, very briefly, consist of a header that de- 
scribes the contents of the file, including names, data types, 
and units. The header describes a data structure contain- 
ing parameters, a table, and arbitrarily-dimensioned arrays. 

* Work supported by U.S. Department of Energy, Office of Basic En- 
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Access to data in SDDS files is by name only. This is the 
key feature for a robust protocol. 

In addition to requiring accelerator codes to read and 
write SDDS files, we created a suite of data processmg 
and display tools that work with SDDS files. In effect, we 
created a common pre- and postprocessing toolkit that is 
used by our codes and codes we have modified. This set 
of approximately 80 generic programs is referred to as the 
SDDS Toolkit [1]. 

As indicated, a major advantage of using SDDS files is 
that data from any code can be used with any other code. 
This is robust due to the use of SDDS files, meaning that 
one code can be upgraded without requiring a change of the 
other code. In addition, with SDDS it is straightforward to 
process and display data from several codes together. The 
SDDS Toolkit also provides the ability to make transfor- 
mations of data, which is useful when codes have different 
conventions (e.g., for phase-space quantities). Finally, us- 
ing SDDS means that adding capabilities to a simulation 
code is faster and easier. The new data is simply placed in 
SDDS files where it can be accessed with the existing suite 
of tools. 

In addition to the SDDS Toolkit, users can import SDDS 
data directly into programming environments like C/C-H-, 
FORTRAN, EDL, Java, MATLAB, and TcLTk, using li- 
braries created and supported by APS. These libraries, like 
the rest of the SDDS software and our simulation codes, 
are covered by an Open Source license and available for 
download from our web site. The codes discussed are all 
available for UNIX environments, including LINUX, So- 
laris, and MAC OS-X, and also (usually) for Windows. 

SDDS-COMPLIANT CODES AND THEIR 
CAPABILITIES 

In this section, we briefly review the capabiUties of some 
of the existing SDDS-compliant codes. We also attempt 
to briefly indicate how these codes can be used together. 
Detailed examples of this will appear in the next section. 

General Accelerator Simulation with elegant 

The program elegant [2] was the first of the SDDS- 
compliant accelerator codes. Because it performs general- 
purpose accelerator simulation, it is at the center of the 
SDDS-compliant code set. elegant performs optics cal- 
culations, errors and lattice correction, various types of par- 
ticle tracking, and many other functions. Multidimensional 
scans may also be performed. 

In addition, elegant provides a general-purpose opti- 
mization capability that may be unique: the user-defined 
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penalty function may include the usual quantities such as 
Twiss parameters and matrix elements (at any point in the 
system), but also quantities like the equilibrium emittance 
or momentum compaction. In addition, properties (e.g., 
centroids, beam sizes) of tracked particle distributions may 
be optimized. 

Besides the typical beamline optical components, 
elegant provides some unusual elements. These simulate 
various collective effects, such as longitudinal and trans- 
verse short-range wakefields (or impedances), longitudinal 
and transverse resonator impedances, coherent synchrotron 
radiation, and intrabeam scattering. There are also time- 
dependent elements such as rf cavities, rf deflectors, kick- 
ers, and single-bunch digital feedback. 

The SCRIPT element allows the user to add a custom- 
defined element for tracking in elegant by specifying an 
external program that is used to transform the beam dis- 
tribution. The program must be SDDS-compliant. For 
noncompliant programs, a wrapper script must be written 
to translate between SDDS and the program's unique data 
format. Such scripts are easily written using the SDDS 
Toolkit, which features several programs (sddsprintout, 
sdds2stream, and sdds2plaindata) designed to convert 
SDDS data into plain ASCII or binary data. 

Specialized Tools for Use with elegant 

As mentioned above, the generic SDDS Toolkit can be 
used to process and display data from SDDS files produced 
by elegant or any other SDDS-compliant code. In addi- 
tion, there are some specialized SDDS tools that are de- 
signed to support or work with elegant. Of course, they 
can be used with other SDDS-compliant codes as well. 

ibsEmittance — Computes intrabeam scattering (IBS) 
growth rates using Twiss parameter data from elegant. 
The algorithm is based on an improved version of IBS code 
in the program ZAP [3]. ibsEmittance will also compute 
transverse and longitudinal emittance evolution by integrat- 
ing the differential equations for the emittances. Growth 
rates are recomputed as the emittances change. 

sddsanalyzebeam — Analyzes particle distributions 
produced by elegant or other codes that use the same 
naming convention. Output includes Twiss parameters, 
emittance, and beam sizes. Output can be used as input 
to Twiss parameter propagation in elegant. 

sddsbrightness — Computes undulator brightness 
curves using Twiss parameter and emittance data from 
elegant. Supports several methods, from very simple esti- 
mates to full-blown calculations based on the program xop 
by Dejus [4]. 

sddsemitmeas — Analyzes quadrupole scan data to 
find the sigma matrix of a beam, elegant is used to 
compute the transfer matrix of a beamline as one or more 
quadrupoles are varied, sddsemitmeas uses this data 
along with beam size data from simulation or experiment 
to determine the sigma matrix. Error analysis is included. 

sddsmatchtwiss - Performs phase-space transforma- 
tions of particle distributions. For example, the beta func- 
tions can be changed to match a beam into a simulation 
even if the matching optics haven't been developed yet. 
sddsmatchtwiss will also take output of elegant Twiss 
computations or sddsanalyzebeam computations to spec- 
ify which Twiss parameters to match to the beam. 

sddssasefel — Performs computations of self- 
amplified spontaneous emission free-electron lasers using 
the method of M. Xie [5]. The beam properties can be 
those computed by an elegant tracking run or prepared 
in some other fashion. Xie's method is also used internally 
to elegant, but sddssasefel has additional features such 
as optimization of parameters that are not specified in the 
input data. 

sddsrandmult — Prepares data giving the multipole 
content of quadrupoles or sextupoles in the presence of var- 
ious construction errors. This data is accepted by elegant 
for tracking (e.g., dynamic apertures). 

Free-Electron Laser Simulation 

As mentioned above, elegant performs a simple FEL 
calculation using M. Xie's parametrization, which gives a 
good estimate of FEL behavior. For more exact results, or 
to perform start-to-end simulations [6], the user needs to 
use an FEL code such as GENESIS [7] or GINGER [8]. 
At APS, we have modified GENESIS [9] to read and write 
SDDS files, making it easy to evaluate FEL performance 
for a given particle distribution from elegant. To do this, 
we made use of the existing BEAMFILE feature of GEN- 
ESIS, which allows specifying centroid and rms properties 
of a series of independent beam slices. The necessary slice 
analysis is performed with the program elegant2genesis 
[9]. GENESIS can then sunulate each slice in turn, pro- 
ducing SDDS files with radiation properties for each slice 
along the undulator. As discussed in more detail in [6], this 
data is readily associated with the input slice properties and 
the settings or errors in the accelerator, making quantitative 
understanding of slice-to-slice output variations possible. 
This is made easy by the fact that all the input and out- 
put data is in SDDS files. An SDDS-compliant version of 
GINGER has also been produced [ 10]. 

Other Codes 

ABCI/APS — Our version of ABCI [11] produces an 
SDDS file giving the longitudinal or transverse wakes. 
These wakes can be used directly with the WAKE and 
TRWAKE elements, respectively, in elegant. These ele- 
ments perform simulation of beam interaction with single- 
pass wakefields. If necessary, the output from ABCI can 
be processed with the SDDS Toolkit before using the data 
with elegant. This might be necessary, for example, to 
deconvolve the effects of nonzero bunch length in ABCI. 

clinchor [12] — This program simulates single- or 
coupled-bunch instabilities driven by resonant modes. The 
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mode properties are taken from the SDDS output file gener- 
ated by our version of URMEL (see below). Lattice infor- 
mation is taken from the elegant Twiss parameter output 
file. 

estat [13] — This is a simple 2-dimensional electro- 
static solver. Output from estat can be used in tracking 
with the BMAPXY element in elegant. This is a good exam- 
ple of a fairly small, simple code that becomes much more 
useful by virme of the SDDS Toolkit (which obviates the 
need for a postprocessor) and interaction with elegant. 

MAFIA/APS — We have modified the MAFIA version 
2.04 [14] T3 calculator to write SDDS output of wake 
potentials. Program maf iaTimeData converts the T3 in- 
ternal format file into several SDDS files of wakefield 
and electromagnetic field data. The field data from the 
frequency-domain solver are converted to SDDS by pro- 
gram maf ia2sdds. 

shower [15] — We developed an EGS4 [16] wrapper 
program called shower diat simplifies use of the EGS4 
electron-gamma shower simulation code. Instead of writ- 
ing MORTRAN macros, the user specifies the geometry 
using a simple text file, shower accepts input and output 
particle distributions in SDDS files. Hence, one can easily 
simulate interaction of an accelerator beam with matter and 
the subsequent behavior of shower products in the acceler- 
ator. Postprocessing to obtain dose rates is also straight- 
forward with the SDDS Toolkit. 

spif f e [13] — This is a 2.5-dimensional particle-in-cell 
code written at APS, intended for rf gun design, spif f e 
produces SDDS particle output files that are read directly 
by elegant, spif f e will use field profiles generated by 
URMEL/APS to impose cavity fields on the beam. 

URMEL/APS — Our version of URMEL produces an 
SDDS file giving the on-axis field profiles for all modes. 
This data can be used with spif f e to simulate the acceler- 
ating mode of an rf gun, for example. URMEL/APS also 
produces a file giving the frequency, shunt impedance, and 
Q for each mode. This file can be used with the FRFMODE 
and FTRFMODE elements in elegant, which simulate 
longitudinal and transverse resonant cavity modes. 

APPLICATION EXAIVIPLES 

Here we briefly mention several applications of the 
above suite of simulation codes. 

• elegant and shower were used to simulate beam 
losses and radiation production in the APS injector 
and ring, for evaluation of shielding design and radia- 
tion dose to undulators [15]. 

• shower was used as a part of an elegant beamline 
using the SCRIPT element for evaluation of a beam 
collimation system for the APS booster-to-storage- 
ring transport line. 

• spif f e and elegant were used to simulate the APS 
thermionic rf guns, transport lines, and subsequent ac- 
celeration.  These simulations helped to solve beam 

transport problems with one of the rf guns that had 
prevented use of the gun for top-up. 

• PARMELA, elegant, sddsmatchtwiss, 
elegant2genesis, and GENESIS were used for 
start-to-end jitter simulation [6] of the Linac Coherent 
Light Souce [17]. PARMELA [18] and elegant 
were used to simulate the APS photoinjector. 

• URMEL and clincher were used to evaluate stag- 
gering of APS resonant cavity modes to avoid multi- 
bunch instabilities [12]. This work was done prior to 
the development of the SDDS system, but the codes 
have been made SDDS-compIiant and are used for 
similar computations. 

• MAFIA and elegant are being used for simulation 
of the bursting mode instability in the APS [19]. 

• elegant and sddsemitmeas are used to analyze 
emittance measurement quadrupole scans for APS 
linac experiments. The experiments are performed 
and analyzed by a Tcl/Tk script. Data collection is 
performed with the SDDS-compliant EPICS Toolkit 
[20]. 

• elegant and sddsbrightness are used to provide 
brightness curves for APS users, updated every 15 
minutes. 
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APPLICATION OF MODEL-INDEPENDENT ANALYSIS USING THE 
SDDS TOOLKIT* 

Abstract 
L. Eme^y^ Argonne National Laboratory, Argonne, IL 60439, USA 

The model-independent analysis (MIA) method in ac- 
celerators has not yet come into widespread use, unfortu- 
nately. This is perhaps due to a lack of convenient tools 
to bring the measurement data to the results stage. At the 
Advanced Photon Source, we used the SDDS Toolkit and 
the SDDS-compliant EPICS Toolkit in simple and not-so- 
simple applications for diagnosing operational problems 
from beginning to end in a short time. We were able to 
make quantitative measurements of pulsed power supply 
noise and beam position monitor noise, and identify an un- 
stable power supply. 

INTRODUCTION 

Model-independent analysis (MIA) was introduced a 
few years ago as an implementation of Principal Compo- 
nent Analysis, a statistical analysis method that extracts 
essential signals from noisy but correlated sampled data 
[1]. MIA has been applied to the SLAC linear accelera- 
tor [1] and the PEP-H [2] and Advanced Photon Source 
(APS) rings [3] to identify spatial modes (trajectory-like 
patterns) in beam position monitor (BPM) data and their 
time dependence. Since this type of study involves both 
data acquisition and numerical analysis, it is natural to inte- 
grate these parts using the SDDS Toolkit [4] and the SDDS 
EPICS Toolkit [5]. 

This paper will give examples of the SDDS Toolkit im- 
plementation in quantifying some operational problems at 
APS. The theory of MIA has akeady been covered in [1], 
so we won't repeat it here. We'll simply give a description 
of the steps. 

Using the notation of [6], we take P samples of M syn- 
chronized BPMs, h{tp) = (fei, bl,... hf), and arrange the 
data as a matrix. 

bl 

\b]> 

bl 
bl 

bl 

bf\ 

b^ ) 

(1) 

Using singular value decomposition (SVD), this matrix B 
is factored into a product of matrices UAV^, where the 
columns of U and V are orthonormal, and A is a diagonal 
matrix of positive eigenvalues or singular values (S V) with 
values Am, m = 1,.. .M. The columns of V, v„, are 
the spatial modes, or trajectory-like pattern modes. Typi- 
cally for BPM data from a transport line or a ring, the most 
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two important modes (i.e., modes associated with the two 
largest SVs) are the sine-like and cosine-like trajectories. 
The columns of U, u^, are the time patterns of each of the 
M trajectories (spatial modes). The length of the u^ is the 
number of sample points, P. The pair of vectors u^ and 
Vm is referred to as the temporal-spatial mode m. Note that 
the inverse of B is not used for anything. 

The next step is to make an interpretation of the modes 
based on the value of their SVs or simply based on the 
appearance of the spatial or temporal part. Any sources 
of trajectory jitter (i.e., real trajectory, not readback noise) 
will show up as a temporal-spatial mode with a significant 
singular value. Because there is usually more BPMs than 
independent sources of trajectory jitter, the extra temporal- 
spatial modes represent BPM readback noise. Typically 
we do not know in advance how many sources of trajec- 
tory jitter there are, or equivalently, how many modes will 
be associated with BPM readback noise. A useful resuh of 
MIA [2] is that the SVs for the BPM readback noise modes 
are clustered at the bottom of the distribution of singular 
values. This allows the identification of the known sources 
of trajectory jitter and the quantification of the BPM noise 
for engineering purposes. If we discover more SVs above 
the noise floor than the expected number of independent 
sources, dien some sources have been overlooked, and 
should be investigated. 

SDDS TOOLKITS 

It is crucial that the data in each row of the matrix B be- 
long to the same physical sample (i.e., same beam pulse) 
otherwise the analysis will produce unclear signals. Unfor- 
tunately, the EPICS control system at APS does not guar- 
antee that BPM data collected from different input/output 
controllers (lOCs) will be synchronized. Typically we use 
the generic SDDS monitoring tool sddsmonitor, which 
collects data from several lOCs and write them to a file. For 
beam pulses of repetition rate 2 Hz or lower, the data writ- 
ten to the file is synchronized to the same beam pulse. For 
the higher repetition rate of 10 Hz, such as from the APS 
linac, the data is not synchronized. A more sophisticated 
monitoring tool sddssynchlog was written, which inter- 
nally records the EPICS time-stamp data for each moni- 
tored quantity of a given time step. If the time-stamp data 
for a time step fall outside a specified time spread tolerance, 
then the data for the sample is discarded. 

We use the SDDS Toolkit for the analysis of the B 
data. Some data preparation is required, such as removing 
the average values and linear time trends, which is done 
by the polynomial fitting application sddsmpf it. The 
sddspseudoinverse application does the SVD decompo- 
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sition and produces the U and V matrices and a list of A^ 
in SDDS files, sddspseudoinverse can also reconstruct 
the data with the modes of the largest SVs specified by the 
user. A Tcl/Tk procedure using other toolkit applications 
can optionally remove BPMs from the original data after 
determining which ones are obviously bad or malfunction- 
ing from a first-pass MIA analysis. 

To fiirther the MIA analysis, one can do particle trajec- 
tory simulations with the SDDS-compliant tracking code 
elegant [7] with beam jitter and BPM readback noise in- 
cluded. The simulated particle trajectories are analyzed the 
same way as the experimental data. The goal is to find the 
simulation parameters (e.g., the amplitudes of power sup- 
ply and BPM noise) whose resulting Am spectrum best fit 
the experimental A^. When a match of simulation param- 
eters is found, one has to make sure that the simulated and 
experimental spatial modes (V) are in agreement as well 
and have the same ordering. Any disagreement in the v^ 
indicates an incorrect model, while a difference in the or- 
dering of the spatial modes indicates that the source ampli- 
tudes are not really a match. The use of SDDS file protocol 
enabled such complex integration of simulation and mea- 
surement. 

APPLICATIONS 

The first application of MIA at APS was the charac- 
terization of the beam jitter in the linac in June 1999 for 
the commissioning of the bunch compressor. The data ob- 
tained by sddssynchlog was used to make an obvious de- 
termination that dipole magnets that were set to zero cur- 
rent were the source of a strong trajectory jitter. 

The next application was the characterization of the hor- 
izontal trajectory jitter in the booster-to-storage ring (BTS) 
transport line measured by beam position monitors (BPMs) 
for the purpose of improving injection efficiency. The 
source of the jitter was two pulsed extraction septum mag- 
nets at the start of the beamline. For the original charac- 
terization the BPMs were not yet upgraded and were very 
noisy. The goal was to provide the engineers with BPM 
noise levels and the output jitter of the septums' charging 
supplies. An optics model was required after MIA to cal- 
culate the actual septum output current jitter. 

Only one SV dominated, with its spatial mode resem- 
bling the trajectory produced by either of the two septum 
magnets. Therefore, the source was ambiguous. The rms 
amplimde of the mode at the entrance of the storage ring 
(SR) was 0.67 mm. The mode was subtracted from the 
original data, giving only the noise. The resulting rms noise 
level of 0.45 mm was uniform across the BPMs. The same 
analysis was done for the vertical plane, which produced 
no trajectory jitter (as expected) and the same rms noise, 
which confirmed the validity of the BPM electronics noise 
estimate. 

At a later date, the BPMs electronics were upgraded to 
reduce the noise level by a factor of 30. MIA was applied 
again in the same way to reveal a much-reduced BPM noise 

level of 0.025 mm. Figure 1 shows the reduced noise level 
after the BPMs were upgraded, and Figure 2 shows the cor- 
responding reduction in SV spectrum. 
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Figure 1: Correlation between two BTS BPMs showing 
change in electrical noise after upgrade. 
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Figure 2: Comparison of SV spectrum after the BPM up- 
grade. 

MIA revealed three modes instead of one. The strongest 
mode was the same as before, and two new modes appeared 
clearly above the noise floor. The second spatial mode 
originated because the two septums are independent and 
can create a cosine-like trajectory pattern to complement 
the sine-like trajectory of a single-septum angle error. The 
third spatial mode is an energy jitter that is caused by the 
booster dipole ramping supply. The correct identification 
of these two new spatial modes was confirmed by tracking 
simulations. Actually, the two spatial patterns don't look 
like the pure cosine-like trajectory or dispersion trajectory 
because these trajectories are necessarily orthogonal to the 
main angle trajectory, forcing a certain mixing of the pure 
physical trajectories. 

The same number of data points were used in the MIA 
analyses that produced the spectra of Figure 2, which al- 
lowed the direct comparison of the spectra. If the sepmm 
noise was unchanged, then we would expect the largest SV 
in each curve to be equal. However, it appears that the 
septum noise was reduced by almost a factor of two. It is 
possible that in the two years between measurements that 
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improvements were made to the septum. 
The SVs of the experimental data (A^^) for the three 

modes can be fitted to those of a beamline model. The main 
parameters of the model were the amplitudes of the septum 
relative strength errors, vi'hich were scanned over a 10x10 
grid. The grid calculation was repeated for a few values of 
energy jitter. For simplicity, a uniform distribution of error 
was adopted, which is probably more realistic for power 
supply regulation and energy jitter. The BPM noise am- 
plitude was fixed at 0.050 mm for the simulations, which 
closely reproduced the observed rms of 0.025 mm. We al- 
ready had an idea of what the energy jitter would be due to 
the booster ramp data. Measurements of the 360-Hz ripple 
produces a relative dipole current error of typically 10 "■* at 
the extraction time. The SVs calculated for each simulation 
(A^i") were written to an SDDS file, which facilitated cal- 

culating the quantity A = ^^ (A™ P - A^"^)^ for each 

simulation. One such set of A is displayed in a contour plot 
in Figure 3. In this particular contour plot, there may be 
more than one solution. At the very least one can conclude 
that both septums contributed to the jitter of the trajectory. 

1.0»1 0-'        t .5-1 0"' 

ThickAmplitude 
2.0<10-=      2.5«1 0-' 

Figure 3: Contours of the differences of the experimental 
and simulated SVs. 

We also analyzed the BTS trajectory noise with all 
quadrupole magnets tumed off. Since the trajectory 

. sources do not change, we expected the same solution for 
the septum noise amplitude from a different contour plot of 
A . Because the beam size eventually grew to the dimen- 
sion of the beam pipe, most of the BPMs stopped function- 
ing normally, which made the use of a model simulation 
difficult. 

Also, we temporarily installed a different (lower noise) 
pulsed supply for the thin septum. We did this at a time 
when only two new low-noise BPMs had been installed in 
the BTS. Unfortunately the new and old BPMs have dif- 
ferent timing systems and are not synchronized in general 
(sddssynchlog wouldn't have helped), so they could not 
be used together in MIA. We attempted to do MIA with two 
new BPMs only and with the five old BPMs only with two 
sets of data (one with the old supply and another one with 
the new supply). The spatial modes do not change with the 
supply, but the SVs are reduced by about 10% with the new 
supply, suggesting that the new supply really had reduced 

jitter. In May of 2003, the booster extraction septums will 
have improved charging supplies, and MIA will be able to 
quantify the improvement. 

We extended the problem to analyzing the BTS trajec- 
tory plus the SR trajectory using the single-pass capability 
of the SR BPM system. The analysis is expected to pro- 
duce the additional trajectory noise contributed by the two 
SR injection septum magnets. There will be five sources 
of noise in all. We had to remove the bad SR BPMs using 
a threshold criterion on the elements of V, and repeat the 
MIA analysis with the bad BPMs removed. The strongest 
mode was the combination of the original strongest BTS 
spatial mode plus an oscillatory trajectory throughout the 
whole SR. It was expected that the SV spectrum would 
have five SVs standing out. However, as Figure 4 shows, 
there is one dominant mode, but the other SVs do not stand 
out clearly even though the spatial patterns have reasonable 
trajectories. We have not yet done elegant simulations of 
the trajectory. It is hoped that the modes will be better un- 
derstood through a comparison with simulations. 
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Figure 4: Part of spectrum of SVs for combined BTS-SR 
beamline before and after removing bad BPMs. 
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BEAM DYNAMICS OPTIMIZATION IN THE RARE ISOTOPE 
ACCELERATOR DRIVER LINAC* 

Eliane S. Lessner and Petr N. Ostroumov 

Argonne National Laboratory USA 

Abstract 
A preliminary design of the superconducting linear 

accelerator of the Rare Isotope Accelerator (RIA) facility 
has been previously reported. The driver linac consists of 
about 400 superconducting independently-phased rf 
cavities, and is able to accelerate beams of any ion, 
including uranium, to energies of 400 MeV per nucleon 
and beam power of 400 kW. The linac has the novel 
capability of accelerating multiple-charge-state beams, 
which results in a significant increase in available beam 
current. Use of multiple-charge states imposes strict 
requirements on the steering procedure to avoid effective 
emittance growth. A program of detailed beam dynamics 
studies has been initiated to simplify the accelerator 
design, enhance its performance, and develop 
specifications for the engineering design of the accelerator 
systems. As part of the program, a correction algorithm 
has been developed that takes into consideration solenoid 
induced couplings. The correction method and initial 
results of corrections applied to the low- and medium- 
energy driver linac sections are presented. 

TRANSVERSE EMITTANCE GROWTH 

The effective transverse emittance of a multiple-charge- 
state beam oscillates along the linac due to the small 
mismatch in the focusing properties of each beam [1]. In 
the RIA driver linac the multi-charge beam emittance is 
well within the lattice aperture and the lattice is designed 
to preserve the beam quality. However, misalignments of 
SC resonators and focusing elements, passage through the 
strippers, and non-linear terms in the transport elements, 
can be sources of effective transverse emittance growth. 
In particular, misalignments of focusing components 
induce different deflections on beam particles of different 
energies or charge states, causing dilution of the 
transverse emittance. In addition, large trajectory 
excursions may lead to beam loss. In the RIA project, 
losses are to be limited to a factor of 10^. An effective 
trajectory-correction mechanism needs to reduce the 
emittance growth and limit the trajectory oscillations. We 
present a correction algorithm and initial results of its 
application to the low- and medium-P sections of the 
driver linac. Our algorithm is based on the dispersion-free 
correction technique developed by Raubenheimer and 
Ruth, whereby trajectory information from two or more 
different focusing configurations is used to correct lattice 
component misalignments [2]. Specifically, the trajectory 

* Work supported by the U.S. Department of Energy, Nuclear Physics 
Division, under Contract W-31-109-ENG-38. 
*esl@phy.anl.gov 

for a given magnet setting is measured, and then the 
trajectory is measured again, for a different magnet 
setting. The difference trajectory is less dependent on 
beam position monitor (BPM) misalignments. The 
method consists of establishing a goal function that 
minimizes the trajectory. As shown in [2], the method is 
more effective in reducing the emittance than attempting 
to zero the trajectory at the BPMs in a "one-to-one" 
correction. 

CORRECTION ALGORITHM 
Particle trajectories near the design trajectory can be 

described by transport matrices that map the particle 
initial phase-space coordinates at so to its coordinates at a 
point s along the linac. A similar mapping can be defined 
for the centroid of a beam of non-zero emittance, which 
describes the beam central trajectory. To correct the 
trajectory one applies additional deflections induced by 
dipole correctors. In the low- and mediimi-p sections of 
the RIA driver linac focusing is provided by SC solenoids 
that rotate the beam and couple the horizontal and vertical 
beam motion. In this case, one needs to take the fiiU 
transverse transport matrix into account. Considering only 
displacements of solenoids, the centroid horizontal 
coordinates at a position 5 can then be expressed as: 

X(s) = x(s) + 2:R,2(S, Sj) GHCSJ ) + IRi4(s, sj) ev(Sj)  (1), 

X'(S) = X'(S) + IR22(S, Sj ) GHCSJ) + I;R44(S, Sj ) OvCSj ) (2), 

where X, X' represent the corrected trajectory coordinates 
and X, x' are the uncorrected measured coordinates: 

x(s) = x(so) Rii(so,s) + x'(so) Ri2(so,s) + y(so) Ri3(so,s) + 
y'(so)Ri4(s,So) + ZdkD(Sk,s), (3), 

X'(S) = Xo(So) R2l(So,s) + x'(So) R22(S0,S) + y(so) R23(so,s) + 
y'(so) Ri4(s,so) + Idk D '(Sk,s). (4) 

In (1) and (2), GH and Gy are horizontal and vertical 
functions representing the distortions at s induced by 
dipole correctors at positions sj. In both equations, X 
represents a sum over j dipoles. The components of R 
represent the lattice transfer functions. In (3) and (4), 
D(sk,s) and D'(Sk,s) relate the misalignments of a solenoid 
at si^ to the induced position and slope at s, and the sum is 
over N solenoids. Similar equations describe the vertical 
coordinates. 
We need (2N+4) BPMs to solve for the misahgnments 
and initial conditions. In the RIA driver, where space is 
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limited due to beam dynamics considerations, BPMs must 
be placed between cryostats, and there are two or more 
solenoids per cryostat. Therefore the equations cannot be 
solved exactly and we seek least-square solutions for the 
trajectory equations. 

The Optimization Function 
We establish a goal function, O, whose minimum is found 
by sweeping the corrector strength parameter space. The 
fimction O is expressed as: 

j 

(.Xj + Cjf   {^XJ+^CJf 

K+^i)' i2a,f (5) 

where Xj, Cj denote measured and calculated deflections 
at position j, at nominal magnetic settings, and AXj and 
ACj are the measured and calculated deflections at non- 
nominal magnetic settings. Specifically, q and ACj 
represent the sum terms in the right-hand sides of Eqs. (1) 
and (2), and depend on flie lattice transfer fimctions. Op 
and Ob are the BPM's rms precision and alignment errors, 
respectively. The minimization uses the measured 
trajectory and the difference trajectory with appropriate 
weights. We found that when BPM misalignments can be 
neglected the best optimization is obtained by excluding 
the difference trajectory in the algorithm. 

LOW-ENERGY LINAC SECTION 
A detailed layout of the low-energy section of driver linac 
can be found in [1]. This section precedes the first stripper 
and accelerates uranium atoms of charge states 28 and 29, 
fi-om 190 keV/u to 10 MeV/u. Table I shows the initial 
and final values of some basic focusing-lattice parameters 
of the section. 

Table 1: Some Basic Parameters of the Prestripper Lattice 
Beam energy (MeV/u) 
Frequency (MHz) 
Number of cavities 
Number of cryostats 
Focusing period (cm) 
Solenoid effective length (cm) 
Focusing field (T) 
rms misalignm. at sol, (mm) 
rms misalignm. at cavities (mm) 

0.19-10.03 
57.5-115. 
85 
10 
54.9-177.3 
10-30 
7.0-10.2 
0.09-0.17 
0.17-0.17 

A modification of tiie code TRACK was used in 
simulations of random error misalignments of the 
solenoids. The code calculates the response functions in 
Eqs. (1) and (2) at the BPMs in terms of delta-fimction 
kicks at the correctors, and looks for values of the 
corrector strengths that minimize Eq. (5). 
In our simulations, we investigated two different 
corrector-placement options. In one option, we placed 
thin-element correctors inside the cryostats, after every 
two solenoids. In the RIA case, this option can only be 

realized if non-conventional correctors are used, given the 
lack of available free space in the cryostats. We have 
proposed the development of dipole coils superimposed 
on solenoids in a compact corrector element as a possible 
solution [3]. The simulations presented here use thin 
dipoles as a test of the effectiveness of the option. In flie 
second scheme, the correctors were placed outside each 
cryostat. In both schemes, the BPMs were placed outside 
the cryostats. 

Fig. 1 shows the horizontal and vertical emittance of the 
two-charged-state beam along the prestripper, before and 
after trajectory optimization. The uncorrected emittance 
growth results from simulations of 0.03-cm random 
uniform misalignment errors in solenoids and cavities. 
For this particular set of misalignments the uncorrected 
emittance grows fast with distance. There is no emittance 
growth after correction with fliin-dipole placed after every 
set of two solenoids The oscillation of the "corrected" 
emittance is the natural oscillation of a multi-charged state 
beam in a solenoidal focusing chaimel. 
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Figure 1: Emittance growth of a two-charged-state 
uranium beam in the low-energy linac section, resulting 
from ±0.03-cm random misalignments of cavities and 

solenoids. 

In Fig. 2 we compare the horizontal position and slope 
coordinates at the BPMs before and after trajectory 
correction. The corrected values are plotted on the right 
side of the figure and are shown in a larger scale than the 
uncorrected values, for clarity. The corrector field 
distribution for the horizontal plane is shown in Fig.3. The 
required integrated-field strengths for the correction 
shown in Fig. 2 do not exceed a pre-estimated value. 
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Monitor Number 

Figure 2: Comparison of the uncorrected (left) and 
corrected (right) BPM position (top) and slope (bottom). 

The corrected values are plotted at a larger scale, for 
clarity. 
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Figure  3:   Required  integrated-field  strength  for the 
correction shown in Fig.2. 

MEDIUM- ENERGY LINAC SECTION 
Table 2 contains some of the basic transverse focusing 

parameters for this section of the RIA driver, located 
between two strippers. It is designed to transport five- 
charge-states of uranium beam fi-om 10 to 86 MeV/u. 

Table 2: Some Basic Parameters of the Medium-Energy 
Linac Section 

Beam energy (MeV/u) 10.03-86.24 
Number of cryostats 26 
Focusing period (cm) 173.4-258.9 
Solenoid effective length (cm) 30 
Focusing field (T) 6.0-10.4 
rms misalignm. at sol. (mm) 0.17 
rms misalignm. at cavities (mm) 0.17 

As shown in [1], in the absence of errors, there is no 
transverse emittance growth in the multi-charge beam. In 
the presence of errors, the growth can be very large. For 

the case of 0.03-cm random solenoid misalignments, the 
emittance dilutes by a factor of five. By optimization 
correction, the growth is reduced to a factor of 1.5, for 
this particular set of random misalignments, and with 
correctors placed outside the cryostats. The uncorrected 
and corrected emittances are depicted in Fig. 4, where we 
also plotted the nominal emittance values for comparison. 

0.03-cm soJenoid misalignments 
Five-ctiarge-state beam 

.-^   0.20- 
Uncorrected 

-10  0  10  20  30 40  50  60  70  BO  90 100 110 

Distance (m) 

Figure 4: Transverse emittance without errors, and with 
solenoid misalignments, uncorrected, and after 

optimization. 

SUMMARY 
The optimization correction method effectively reduces 

the misalignment-induced emittance growth of a multi- 
charge-state beam. The method takes into account the 
coupling of horizontal and vertical motions in the 
solenoids and corrects for both position and angle errors. 

The compactness of the lattice, required for optimal 
beam-dynamics, does not allow many choices for the 
placement of correctors. In a previous paper, we have 
proposed to develop combined-field solenoids that 
incorporate dipole steering coils. To confirm the 
effectiveness of using steering coils, we applied the 
optimization algorithm to a lattice containing fictitious 
thin-dipole correctors placed next to every other two 
solenoids. We found that the optimization restored the 
emittance to the nominal values and the corrected 
trajectory was much smoother that the ones resulting fi-om 
the lattice with correctors placed outside the cryostats. 
This result reinforces the advantages of using the 
combined-solenoids-plus-steering-coils design option. 
Further studies in terms of a) optimal set of correctors, 
and b) sensitivity of the effective emittance growth to 
alignment errors will be undertaken. 
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NEW FEATURES IN THE SDDS-COMPLIANT EPICS TOOLKIT * 

H. Shang, R. Soliday, L. Emery and M. Borland 
Argonne National Laboratory, Argonne, IL 60439, USA 

Abstract 
This paper introduces new features and programs 

developed to enhance various aspects of the SDDS- 
compliant EPICS toolkit. A new optimization program, 
sddsoptimize, was added to the toolkit; it employs the 
Simplex and 1-D scan methods and can be used for both 
EPICS and non-EPICS optimizations. Several new data 
logging programs were also developed, including a new, 
more flexible glitch logger that logs data before and after 
a glitch occurs. Another new data logger logs data every 
time the value of a process variable changes. With the 
data generated from this program, it is now possible to 
restore settings from any arbitrary time without the need 
for a snapshot of the system. Another new addition is the 
capability of saving and restoring waveform process 
variables. In addition to these new features, performance 
improvements have been realized in all the toolkit 
programs by replacing EZCA calls with low-level 
channel-access calls. Some of the toolkit programs have 
been upgraded to run on vxWorks to achieve higher 
performance. 

INTRODUCTION 
The SDDS-compliant EPICS toolkit is a set of software 

applications (tools) for the collection or writing of data 
collected from Experimental Physics and Industrial 
Control System (EPICS) database records. Although most 
of the applications essentially do rather simple operations, 
the combination of these applications and others from the 
SDDS postprocessing toolkit allows arbitrarily 
complicated analysis of data and control of the 
accelerators at the Advanced Photon Source (APS). These 
tools are general enough to be applied to devices other 
than accelerators, provided that the devices are imder 
control of EPICS. One can regard the EPICS tools as the 
layer between the EPICS control system and more 
fiinctional analyzing tools and scripts, with the SDDS 
protocol files as an intermediary. EPICS database records 
are referred to as process variables (PVs), each one 
having a unique name. PVs can be analog, digital (two or 
more states), or entire waveforms, depending on the I/O 
configuration. APS has developed over twenty SDDS- 
compliant EPICS programs. These programs can be 
categorized into three ftinctional groups: (1) configuration 
save and restore, (2) data collection, and (3) process 
control [1]. The purpose of this paper is to review 
enhancements, new features, and new programs 
developed for the SDDS-compliant EPICS toolkit. 

* Work is supported by U.S Department of Energy, Office of Basic 
Energy Sciences, under Contract No. W-31-109-ENG-38. 

ENHANCEMENT OF CHANNEL ACCESS 
EZCA (Easy Channel Access) provides a simplified 

interface to channel access for C programs. As a generic 
channel access facility, EZCA is used in many EPICS 
programs. The main shortcomings of EZCA are 
instability and speed: using EZCA, channel access errors 
occur impredictably and channel access can be very slow. 
To overcome these problems, all EZCA calls in the 
SDDS-compliant EPICS toolkit have been replaced by 
low-level channel-access calls. 

NEW FEATURES AND PROGRAMS 
FOR PROCESS CONTROL 

This section describes new features added to the 
program sddscontrollaw and a new optimization 
program, sddsoptimize. Both of these programs are used 
for process confrol. 

sddscontrollaw 
This program provides a generic feedback capability 

for EPICS. As an accelerator confrol tool, 
sddscontrollaw is applied to (1) maintain constant energy 
and trajectory from the linac using an experimentally- 
derived matrix, (2) correct the orbit in the particle 
accumulator ring (PAR), (3) steer and maintain the 
storage ring (SR) orbit using a theoretical matrix and an 
orbit despiking filter, (4) maintain the APS ring injection 
frajectory, (5) regulate power levels from linac klystrons, 
and (6) regulate output of pulsed magnets using pulsing 
history. It is also used by a Tcl/Tk script that allows on- 
the-fiy creation of one-readback, one-actuator control 
loops [1]. 

However, sddscontrollaw could not perform fast orbit 
correction because it was workstation-based and 
connected to each confrol and readback PV as a scalar. In 
order to perform fast orbit correction, the following new 
features were added: 

• Frequency-band overlap compensation [2] 
The APS real-time orbit feedback system (RTFS) 

operates in parallel with the DC orbit correction (DC OC) 
sddscontrollaw. The output of the RTFS is high-pass 
filtered with a cut-off frequency of 0.02 Hz to avoid 
interfering with the DC OC. If the DC OC has a 
bandwidth lower than that of the RTFS high-pass cut-off 
frequency, then a part of the orbit noise spectrum is not 
corrected. If the DC OC has a bandwidth higher than the 
RTFS high-pass filter cut-off, then the bands overlap (i.e., 
corrections doubled) and the orbit noise increases in the 
overlapping region. We developed a feedforward scheme 
in sddscontrollaw to allow operation in the latter overlap 
condition. At each iteration the expected orbit change 
from the DC OC is added to the value of the RTFS BPM 
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set points, thus preventing the RTFS from reacting to the 
DC OC corrector change. An additional file for the 
corrector-to-BPM set point matrix is required, since the 
set of BPMs in the RTFS may be different from those in 
the DC OC. Digital filtering of the BPM set points is also 
possible to account for corrector response. With this 
compensation, a large amount of frequency-band overlap 
is now workable and serves to eliminate the possibility of 
a gap in the total OC response spectrum. 

• The ability to read and set waveform PV values was 
added to the program. Waveform PVs can be used to 
provide rapid access to arrays of scalar PVs of similar 
properties. In this case, waveform PVs are used to provide 
collections of corrector power supply set points and of 
beam position monitor readbacks. 

• EZCA channel access function calls were replaced 
with the low-level channel access functions. Testing has 
shown that low-level channel access is more efficient and 
reliable compared to the EZCA channel access. 

• The workstation version of the program 
sddscontroUaw is limited in performing DC OC for the 
APS storage ring (SR) because it has to contact many 
different lOCs at each iteration to send and receive the 
BPM and corrector data. To overcome this limitation, the 
program was ported to VxWorks and hence can run in 
lOCs using that operating system. For the APS DC OC 
application [3], the IOC in question has special hardware 
to send and receive vectorized corrector and BPM values 
to and from a memory backplane, which moves the data 
to and from the other related lOCs at a very high rate. 

• sddscontroUaw has a feature that suspends or 
resumes correction based on whether test conditions are 
satisfied by a group of PVs. For example, DC OC is 
inhibited when beam is lost, when a corrector changes by 
a large amount, when a BPM has a bad status, etc. The 
necessary testing of so many PVs is time-consuming, so 
we developed a special-purpose program, sddspvtest, that 
performs this function and sets a single PV with the 
result. sddscontroUaw then need only test this one PV. 

As a result of these new features, sddscontroUaw is 
able to correct the APS orbit at a rate of 20 Hz [3]. In 
addition, sddscontroUaw is used in linac lOCs to perform 
klystron power regulation. Having the same code running 
on a workstation and in the IOC both reduces code 
maintenance requirements and expedites development of 
new features and control loops. 

sddsoptimize 
This is a new addition to the SDDS control tools. It 
provides a generic optimizer that can be used for cases 
where feedback is not applicable. The main features of 
the optimizer are detailed below: 

• The optimization criterion is the rms value of one or 
more PVs, or else the value obtained by running a script. 
In the former case, one may optionally assign weights, 
target values, and tolerances for each PV. In the latter 
case, the measurement script can be used to perform more 
general operations, which may or may not involve 
accessing PV values. 

• Two optimization methods are provided: simplex and 
successive ID optimization (also called JD scan). 
Simplex is a multidimensional minimization method that 
requires only function evaluations [4]. It is frequently the 
best method if the computational burden is small. By 
default, our simplex method makes explicit use of a one- 
dimensional minimization algorithm as a part of the 
computational sfrategy, since this often will make the 
optimization proceed faster; this can be disabled in cases 
where it is found not to help. The successive ID scan 
method allows minimization of the target with respect to 
each parameter separately and in turn. The main 
disadvantage is that if the optimal changes of the 
parameters are mutually dependent, this method may 
converge very slowly toward the minimum. Nevertheless, 
it runs efficiently when the variations are quasi- 
independent. 

• Setting the values of PVs can be replaced by running 
a "variable script" (given by the varScript option) so that 
the program can effectively set PVs in an arbifrarily 
complicated fashion or even perform optimizations that 
do not involve PVs. There are no CA calls in 
sddsoptimize if both variable and measurement script are 
provided, so non-EPICS optimizations are possible. For 
example, one can optimize the results of a simulation. 

• The program performs minimization by default and 
will perform maximization if the "-maximize" option is 
given. 

• sddsoptimize can be used to adjust knob PVs, which 
are predefined linear combinations of PVs. Examples are 
knobs for orbit bumps or ganged timing control for a set 
of kicker magnets. 

• To make the optimization robust, a series of validity 
tests on PV values are implemented by means of an 
additional SDDS file containing the names of PVs and 
their corresponding limit values. The optimization is 
suspended if one of the tests fails. This can be used to 
avoid processing invalid data and to terminate the 
program if it adjusts settings beyond a safe or reasonable 
range. 

• The optimization can be stopped at will by the user 
using cfrl-c (i.e., the UNIX SIGINT signal). The best 
settings obtained so far will then be implemented before 
the program terminates. 

• sddsoptimize optionally logs settings and results to 
an SDDS file. This file can be used to view results during 
or after an optimization, and also to set up a new 
optimization. 

As a result of these features, sddsoptimize has been 
appUed to the APS SR for (1) maximizing injection 
efficiency, (2) storage ring beam x-y coupling 
minimization, (3) booster-to-SR rf phase adjustment to 
center injected beam in the rf bucket, and (4) on-axis 
injection setup and closed bump setup, sddsoptimize has 
also been used in the APS linac for beam-based 
optimization of rf phase and power, and in the PAR for 
maximizing capture efficiency. It was also employed for 
fitting APS linac bunch compressor measurements using 
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the simulation code elegant to evaluate the values of the 
fit (through particle tracking) at the experimental points. 

NEW PROGRAMS IN THE DATA 
COLLECTION TOOLKIT 

Data collection programs provide various types of data 
logging into SDDS files [1]. Three new programs, 
sddsglitchlogger, sddslogonchange, and sddssynchlog 
have been developed and are discussed in this section. 

sddsglitchlogger—This program is able to log data 
before and after a glitch occurs, where a glitch is a sudden 
change in readings from a process variable. Although 
another data logging program, sddsmonitor, provides a 
similar capability, sddsglitchlogger is much more 
flexible. For example, with sddsglitchlogger one can 
specify multiple glitch conditions and corresponding 
multiple output files. This allows one sddsglitchlogger 
process to do the work of many sddsmonitor processes, 
thus decreasing loads on lOCs. As in sddsmonitor, the 
PVs to be logged are defined in an input file. The trigger 
PVs can be defined either in the input file as parameters 
or in a separate trigger file. In the former case, many 
output files may be specified for different sets of logged 
PVs, each triggered by a different, single PV. If muhiple 
trigger PVs are required, then a separate trigger file is 
used. There are three types of triggers, detailed use of 
which is described in the manual page: (1) Alarm-Based 
Trigger - Occurrence of an alarm of a specified severity 
or severities results in dumping of data; (2) Transition- 
Based Trigger - Data is dumped when the specified PV 
transitions through a certain level from above or below 
(as selected); and (3) Glitch-Based Trigger - The trigger 
fires when the difference of the PV value from the 
average of recent values is greater than the glitch 
threshold. To make sddsglitchlogger more robust, a 
conditions file is supported that lists conditions that must 
be satisfied at each time step before the data can be 
logged. This prevents accumulating and logging invalid 
data. 

sddslogonchange—The program sddslogonchange 
logs data every time a PVs value changes. With the data 
generated from this data logger it is possible to restore 
settings from an arbitrary time without a snapshot from 
the system. With the introduction of the program 
sddslogonchange it is now possible to log slowly- 
changing PVs more efficiently than previous SDDS data 
loggers. Data loggers such as sddsmonitor and 
sddslogger log every PV at a specified iteration, while 
sddslogonchange logs a PV only when its value 
changes. Therefore no unnecessary data is logged. By 
logging the initial values of every PV it is possible to 
determine each PVs value at any given time from 
sddslogonchange's output file. As in sddsalarmlog, 
disk space efficiency is enhanced by using the SDDS 
array feature to store PV names in a coded format, 
obviating the need to store the same string each time a PV 
changes. 

sddssynchlog— FPTrs is by its nature an 
asynchronous control system. This can present problems 
in data collection and correlation analysis. The program 
sddssynchlog addresses this issue by collecting time- 
stamped data from many PVs, then organizing the data to 
line up the time stamps. This is necessary given that 
different lOCs may have different loads and hence serve 
data at different rates or even with gaps. Even in such an 
environment, sddssynchlog provides data suitable for 
reliable correlation analysis. The program was used 
extensively in the APS linac, helping to pinpoint 
problems with BPMs and to find sources of beam motion. 

NEW PROGRAMS IN THE 
CONFIGURATION SAVE AND RESTORE 

TOOLKIT 
Previous SDDS-based configuration save and restore 

programs only work for scalar PVs. In order to be able to 
handle waveform PVs, two new programs sddswget and 
sddswput have been developed for the configuration save 
and restore toolkit, as will be described in this section. 

sddswget—This program is developed to provide a 
convenient and fast method for collecting waveform data, 
including character and string types. The input file to 
sddswget specifies the waveforms to be read; this may be 
done with a file that is compatible with sddswmonitor, or 
using a sddswget-specific SDDS file. The latter is 
formally identical to the output file produced by 
sddswget, which is convenient in many cases. 
Optionally, one may specify the names of the PVs on the 
command line. 

sddswput—This program was developed to provide a 
convenient and fast method for setting waveform data 
from SDDS files. Like sddswget, it supports character 
and string types. It accepts as input the output files from 
sddswget. 

sddswget and sddswput are used to retrieve booster 
corrector ramp tables, initialize waveform PVs in the DC 
OC, and save and restore waveform PVs in the data pool 
lOCs. sddswget and sddswput are also used in the rapid 
reconfiguration of the APS monopulse BPM trigger 
timing systems for different bunch patterns. 
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NEW FEATURES IN THE SDDS TOOLKIT* 

R. Soliday, M. Borland, L. Emery, H. Shang, 
Argonne National Laboratory, Argonne, EL 60439 USA 

Abstract 
Self-Describing Data Sets (SDDS) and the 

corresponding SDDS tools have long been used at the 
Advanced Photon Source (APS) and other laboratories for 
data storage and analysis. Various programs in the toolkit 
have been added or improved recently. Support for the 
Mac OS X operating system has been added. Automated 
testing scripts are being used to reduce bugs prior to 
software upgrades. The Java version of the SDDS Toolkit 
has been used to integrate standard SDDS functions into 
MATLAB. The fitting of generic functions to SDDS data 
has been improved. Conversion of array data to column 
data has been added to allow analysis of array data with 
existing programs. The display of sddsplot movies by 
saving plots to files for rapid playback has been 
improved. 

NEW PORTS 

Macintosh OS X 
The SDDS Toolkit [1], which was written to store and 

manipulate accelerator data at the Advanced Photon 
Source (APS), continues to evolve to meet new 
requirements at different facilities. The toolkit was 
previously available on Solaris, Linux, Windows, and 
VxWorks [2] operating systems. With the introduction of 
OS X (a variant of Unix) for Macintosh computers, we 
were able to make SDDS available on Macintosh 
computers. Since all of the toolkit programs, with the 
exception of the SDDS plotter, do not require graphics 
libraries, the port was relatively straightforward. The 
SDDS plotter uses XII libraries and thus requires that 
XDarwin and Lesstif be installed on the system. The 
SDDS Toolkit source code and OS X binaries are 
available on the OAG web site, along with the installation 
instructions. 

MATLAB 
The Java version of the SDDS Toolkit has been used to 

add SDDS compatibility to MATLAB. This provides 
MATLAB users with a stable and reliable way to access 
SDDS datasets, which, being self-describing and uniform 
in structure, provide a more organized way of storing data 
than MATLAB's own data formats. In addition, the 
SDDS toolkit has data manipulation features similar to a 
database, which supplements the capabilities of 
MATLAB. This port also allows SDDS users to take 
advantage of plotting and analysis features of MATLAB 
that may be lacking in the SDDS Toolkit. 

We created new MATLAB commands that can be used 
to produce complex plots from data stored in SDDS files. 

The sdds3d command reads an SDDS data file and 
converts it into a MATLAB 3D mesh including the X, Y, 
and Z data points and the corresponding labels. This 
mesh can then be passed to sddspcolor to create a flat 
colored contour plot. These plots can be stacked on top of 
each other if there are multiple pages of data to be plotted. 
The 3D mesh can also be passed to sddssurf to create a 
3D shaded surface plot (see Figure I). Other new 
MATLAB commands are sddscontour, sddsmesh, and 
sddspIot3. These can be used to create contour plots, 3D 
shaded surface plots with mesh lines, and plots of points 
in 3D space, respectively. 

Figure I: SDDS data plotted in MATLAB. 

IMPROVEMENTS 

Data Fitting 
Fitting of generic functions to data can now be 

accomplished with sddsgenericfit. The user simply 
provides an arbitrary functional form, the range, and step 

* Work is supported by U.S. Departmentof Energy, Office of Basic 
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sizes for the variables in the fitting function. The 
versatility of this program greatly reduces any need to 
design new fitting software for specific tasks. This will 
allow the user to create and modify high-level data 
analysis tools faster since it will not be necessary to create 
low-level data fitting routines. 

Signal Analysis 
The new program sddsnaff performs Numerical 

Analysis of Fundamental Frequencies (NAFF), which is 
Laskar's algorithm for accurate determination of the 
frequency components of a signal. NAFF is much more 
accurate than fast Fourier transforms (FFTs). The 
algorithm starts by removing the average value of the 
signal and applying a Hanning window. Next, the signal 
is FFT'd, and the frequency at which the maximum FFT 
amplitude occurs is found. This provides a starting 
frequency for numerical optimization of the "overlap" 
between the signal and e""', thus determining (o to a 
resolution less than the frequency spacing of the FFT. 
Once (0 is determined, the overlap is subtracted from the 
original signal and the process is repeated, if desired, to 
find another frequency component. Output from sddsnaff 
includes the frequency, amplitude, and phase of the 
frequency components. 

Array Data Conversion 

The SDDS file protocol allows storing data in both 
arbitrarily dimensioned arrays and one-dimensional 
columns of a common length. However, most of the 
SDDS data analysis tools work on column data. To 
support array manipulation without altering each program, 
sddsarray2column was created. This program converts 
SDDS array data to SDDS column data. In addition, it 
allows taking slices out of multidimensional arrays. The 
array data to be converted must meet two requirements: 
the number of elements taken from multiple arrays must 
be equal to each other and also equal to the number of 
rows in the data file if columns already exist. While not 
every SDDS data file with arrays will fit these 
requirements, sddsarray2column has been very useful at 
the APS and elsewhere. 

Image Analysis 
In order to develop automated analysis of image data 

from the LEUTL FEL, we developed the program 
sddsspotanalysis. This program analyzes a series of 
images to find beam spots. It performs noise reduction 
and background subtraction, and then determines the 
centroid, intensity, rms parameters, and degree of 
saturation. It allowed rapid, automated analysis of 
thousands of beam images from the FEL. 

Frequently it is more efficient to store only the 
horizontal and vertical profiles of images rather than 
complete images, so we developed new tools for this case. 
The program sddsbaseline provides various methods of 
determining and removing baselines from such profiles. 
Sddscliptails provides various methods of clipping the 
tails from image profiles, where the tail is a dubious 

feature extending to the right or left of a peak. These 
programs can be used in sequence to process profiles, 
which can then be analyzed using sddsprocess to 
determine, for example, rms spot properties. 

Along the same lines, a new image converter has been 
created called tiffZsdds. This program converts a TIFF 
image to an SDDS data file by summing the red, green, 
and blue color intensities for each pixel and storing the 
values as SDDS columns. 

SDDS Plotter 
Many improvements have been made to the SDDS 

plotting software. A new native Windows graphic 
interface obviates the need to have an X-windows 
emulator on Windows platforms. Another new feature of 
the SDDS plotter is the ability to write the binary plotting 
instructions to a file. This allows the user to store 
sddsplot-generated movies in a compact file for later 
replay, even if the original data is unavailable. A related 
improvement is an interval control in the SDDS plotter 
that allows changing the playback rate. 

Other improvements to sddsplot include: the ability to 
display parameters of any data type on labels; support for 
wildcards in the independent variable data names and 
templates for the dependent variable names; support for 
PNG (portable network graphics) files; addition of a 
common-offset feature helpful for plotting data from 
many files at once; and addition of a "spectral" mode for 
more intuitive color-coding of large amounts of data. 

Library and Miscellaneous Improvements 
Many improvements have been made to the SDDS 

libraries. The SDDS library now supports platform- 
independent binary files, which allows mixing of 
hardware platforms (e.g., PC and SPARC). It supports 
synching of files over a network to improve reliability of 
fast data loggers. One can now work with an unlimited 
number of active SDDS files even if the operating system 
has a limit on the number of open files. 

A function was added that converts algebraic 
expressions into reverse polish notation expressions; this 
has allowed the use of algebraic expressions in programs 
like sddsprocess with only minor coding changes. Data 
types of elements in SDDS files can now be changed 
using a new program called sddscast. We wrote and 
released sddspoly, a program for polynomial 
transformation of large quantities of input data. This 
program is used at APS for translation of BPM set points 
and offsets between various polynomial sets. The new 
program sddsmultihist allows creating histograms of 
arbitrary numbers of columns. The new program 
sddseventhist allows histogramming tagged data (e.g., 
alarms identified by channel name). Savitzky-Golay 
filters are now available for smoothing in sddssmooth 
and for taking numerical derivatives in sddsderiv. A 
variant of sddsinterp called sddsinterpset was created to 
perform multiple polynomial interpolations. This tool 
simplified calculating set points for individual magnets 
that have separate magnetic measurement files.  Another 
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new tool called sddsmakedataset is used to create SDDS 
files from data entered in the command line arguments. 
This can save programming effort when a short file is 
created within a script. 

Java 
We continued improvement of a Java-based three- 

dimensional plotting program for SDDS files. It can now 
plot all the file types that sddscontour can plot, as well as 
performing 3D color-coded scatter plots. Some of the 
usefulness of this program has been diminished with the 
release of the SDDS-to-MATLAB interface but it still is 
the best choice for three-dimensional plotting if 
MATLAB is unavailable. Another recent improvement to 
the native Java version of SDDS is the addition of SDDS 
array support. With this addition the Java version of 
SDDS is totally compatible with the latest version of 
SDDS libraries written in C. 

STABILITY 

Testing Scripts 
To help increase stability and reliability, various testing 

scripts and simulators are routinely used to test and debug 
SDDS software prior to a release. Two types of storage 
ring simulators have been used. The first is a portable 
channel access server that simulates a storage ring orbit. 
This version does not require much memory but it has 
been hard to customize to fit new uses. The second is set 
up as a workstation IOC. This version accepts standard 
EPICS database files to create process variables and has 
shown itself to be highly customizable. Both of these 
simulators include quasi-Gaussian noise on BPMs and 
correctors. The workstation IOC version of the simulator 
has been used recently to test and debug the new SDDS 

waveform programs sddswget and sddswput [3]. A third 
simulator is running on vxWorks in an IOC. This 
simulator was used extensively during the porting and 
testing of SDDS/ EPICS software [4]. 

AVAILABILITY 

OAG Web Site 
The majority of SDDS applications are available 

though the Operations Analysis Group (OAG) web site 
(www.aps.anl.gov/asd/oag/software.shtml). Here the 
source code for the various programs can be downloaded. 
This code is offered under the terms of the EPICS Open 
License (www.aps.anl.gov/epics/license/open.php). We 
also offer precompiled versions for Linux, OS X, and 
Windows. These packages are offered under the same 
license with the exception of any packages that are 
compiled against EPICS 3.14 and contain channel access 
routines. This subset of packages is offered under the 
terms of the EPICS BASE License 
(www.aps.anl.gov/epics/license/base.php). 
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USE OF A SIMPLE STORAGE RING SIMULATION FOR DEVELOPMENT 
OF ENHANCED ORBIT CORRECTION SOFTWARE* 

R. Soliday, M. Borland, L. Emery, H. Shang, 
Argonne National Laboratory, Argonne, IL 60439 USA 

Abstract 
At the Advanced Photon Source (APS) most of the 

testing of minor operational software is done during 
accelerator studies time. For major software changes, 
such as the porting of the complex workstation-based 
orbit control software to an EPICS IOC, much of the 
testing was done "offline" on a test IOC. A configurable 
storage ring simulator was created in a workstation with 
corresponding control system records for correctors and 
orbit readbacks. The simulator's features will be 
described as well as the method used to develop and 
debug the most recent improvement of the APS orbit 
control software, among others. The simulator is also 
useful in general-purpose software testing. 

BACKGROUND 
With the increasing percentage of time dedicated to 

user operations at APS and accelerator physics studies, 
less and less time is available for testing new or updated 
controls software. With the advent of extended top-up 
operation [1], the amount of software testing that can be 
accommodated for the injector subsystems has continued 
to decrease. Faced with limited software testing time and 
striving to maintain high reliability, we have created new 
methods for testing software. These include using 
simulations of accelerator systems that interact with 
normal channel-access applications. These simulations 
have continued to evolve and have helped us develop 
more sophisticated high-level applications, the latest 
example being an enhanced version of our orbit correction 
software. 

SIMULATED LINAC 

VxWorksIOC 
The first simulation created was of a simple linac. It 

runs on a VxWorks EPICS input/output controller (IOC) 
that is used exclusively for testing. This simulation 
includes an rf gun cathode, beam correctors, and beam 
position monitors (BPMs). While this simulation is quite 
simple, it has been very useful in debugging various 
EPICS applications while in an office environment. The 
simulation includes various types of process variables, 
including analog inputs, analog outputs, and binary 
outputs. A simple response matrix connects the BPMs 
and correctors, allowing testing of feedback software, 
such as sddscontrollaw. 

This simulator has been used in the testing of one of the 
components of our enhanced orbit correction software. 

namely, the VxWorks port of sddscontrollaw. However, 
there are limitations to this type of simulation. In 
particular, as it was modified to simulate the storage ring, 
we found that the memory in the IOC was quickly 
consumed before an adequate simulation could be created. 
We also found that large-scale simulations required more 
processing power than was available in the IOC that was 
being used. Avoiding these two limitations led to the 
creation of a workstation-based version of a storage ring 
simulator. 

SIMULATED STORAGE RING 

Workstation with EPICS 3.13 
The second simulation created was of a storage ring 

that runs on a Solaris workstation. This simulation was 
created by extension modifications of the portable EPICS 
CA server [2], which is available with EPICS 3.13. This 
simulation, like the previous linac simulation, also 
interacts with standard channel-access applications but it 
is not running on an IOC. Instead it is a standalone 
application that mimics some of the behavior of an IOC. 
Two SDDS files, giving the horizontal and vertical 
response matrix for the storage ring, configure this 
simulation. The response matrices can be generated by 
the accelerator code elegant [3], meaning that one can 
simulate any accelerator for which an elegant input lattice 
is available. In addition, the response matrices can be 
generated by actual measurements on an accelerator. 

One of the features of this simulator and the other 
simulators described here is that randomness that can be 
added to the corrector strengths and/or the BPM 
readbacks. This permits much more realistic simulation 
of feedback processes, which are strongly affected by 
noise. It also allows development of data analysis 
algorithms, for example, algorithms for finding the source 
of unexpected orbit motion. 

While this simulation removed the memory limitations 
of the VxWorks EPICS IOC simulation and is flexible 
enough to simulate different accelerators, it does have 
limitations. The major limitation is that it was very time- 
consuming and error-prone to add new types of process 
variables (PVs). Since it was not an EPICS IOC there 
were no such things as database DB or DBD files, which 
are normally used to define PVs. This meant all the 
behavior of new PVs has to be programmed into the code. 
With the wide range of different types of PVs for the 
various accelerator systems, this limitation meant that 
developing  more  detailed   simulations  would  require 
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extensive programming work. With the release of the 
latest version of the EPICS source code it was possible to 
overcome this limitation by developing a new kind of 
simulator. 

Workstation with EPICS 3.14 
The release of EPICS 3.14 enabled us to run an IOC on 

a Solaris workstation [4]. This meant we could develop 
an improved simulation by taking advantage of the ease- 
of-development of the VxWorks IOC simulation 
combined with the increased available memory and 
processor speed from the workstation. Like the original 
workstation-based simulation, this new simulation also 
uses response matrices. Hence, the simulation is easily 
configured for different accelerators. 

This simulator makes it easy to add waveform process 
variables. Such process variables are used in the 
enhanced orbit correction software for the APS storage 
ring. The values in the waveforms represent vectorized 
corrector and BPM values for the storage ring. The 
simulation was created by using a combination of EPICS 
database records to create bending magnets, correctors, 
quadrupole magnets, sextupole magnets, trim magnets, 
and waveforms of vectorized correctors, along with 
special PVs to dynamically change the level of 
randomness. Most simulated PVs have related calc and 
sequence PVs that are used to calculate the simulated 
values. 

One of the first uses of this simulator was to improve 
storage ring power supply startup, condition, and 
shutdown Procedure Execution Manager (PEM) 
procedures. By artificially decreasing the time needed for 
conditioning, it was possible to rapidly test modifications 
to the procedures. 

ENHANCED ORBIT CORRECTION 
SOFTWARE 

The main goal of the enhanced orbit correction software 
[5] is to more precisely control the position of the beam in 
the storage ring. To accomplish this, the correction 
software has to run at a faster rate than is possible with 
the workstation version. The workstation version is 
limited because it has to contact many different lOCs at 
each iteration to send and receive the BPM and corrector 
data. To overcome this limitation, the orbit correction 
software has been ported to VxWorks and is running on a 
dedicated IOC. This IOC has special hardware that it uses 
to send and receive vectorized corrector and BPM values 
to and from a memory back plane, which almost 
instantaneously moves the data to and from the other 
related lOCs. The orbit correction software then reads 
and writes these waveform PVs using optional direct 
database access routines. When all these systems are put 
together, the orbit can be corrected up to twenty times per 
second. 

The process of porting this software to run on a 
VxWorks EPICS IOC was greatly aided by the use of the 
simulators described above. Beyond the benefits of using 

a VxWorks EPICS IOC simulator to port software that 
was never intended to run on VxWorks when it was 
originally written, these simulators were used to track 
down problematic race conditions that did not occur on 
the Solaris version. The VxWorks version of the orbit 
correction software was only able to run on the linac 
simulator as opposed to the two newer simulators because 
the target platform was VxWorks. However, by turning 
off the optional direct database access routines and using 
channel access instead, it was possible to use the latest 
workstation version of the simulator to run more detailed 
tests. 

GENERAL SOFTWARE TESTING 
Different combinations of these simulators have been 

used to test and debug other channel-access software here 
at the APS. The high-level accelerator applications at 
APS make use of the SDDS/EPICS toolkit. This consists 
of a collection of about 20 separate programs that can be 
configured to perform various data collection and process 
control tasks. Upgrades to the toolkit programs obviously 
must be thoroughly tested prior to releasing new versions 
into operation. To accomplish this, various testing scripts 
have been written that test most of the capabilities of the 
toolkit. 

In addition, new programs such as sddslogonchange, 
sddsglitchlogger, sddswget, and sddswput have been 
developed with the help of these simulators [6]. The first 
program is used to log PV changes in efficient SDDS 
array data format. The second is used to log data when 
user-specified glitch events occur. The latter two 
programs are used to read and write waveforms to and 
from SDDS files. 

SDDS/EPICS DEMONSTRATION 
SOFTWARE 

The storage ring simulator based on the Portable 
Channel Access Server has also been used to develop a 
set of Tcl/Tk scripts that demonstrate the capabiUties of 
the SDDS/EPICS toolkit. The demonstration software 
allows one to choose from among several accelerator 
configurations, from a small FODO transport line to a 
large ring. The simulator is fast enough that most of these 
configurations can be simulated with good results on a 
laptop. (Simulating the large ring requires a fast PC.) 
Whichever configuration is chosen, the simulation is 
configured from an elegant input lattice along with 
several extra parameters, such as the noise level for BPMs 
and correctors. In particular, elegant provides the 
horizontal and vertical response matrices, from which the 
PV names for the BPMs and correctors are determined. 
The SDDS toolkit (a general-purpose data analysis and 
display suite) is used to create input files for data logging. 

The purpose of the demonstration scripts is to show 
how SDDS/EPICS tools can be used for data collection 
and how the SDDS tools can then be used for data 
analysis and display. To provide some interesting signals, 
one of the scripts imposes a small oscillation on two of 
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the correctors. Another script collects data from the 
simulation and illustrates use of the SDDS toolkit to find 
the frequency, relative amplitude, and the location of the 
oscillating correctors. The final step is performed using 
singular value decomposition and comparison of the 
singular vectors to the response matrix. 

The scripts generate an input file for the Array Display 
Tool (ADT) program to allow the user to view the orbit in 
real time. In addition, the scripts allow measurement of 
the response matrix and comparison to the ideal matrix. 
Following this, the user can perform orbit correction using 
the measured matrix. An MEDM screen allows the user 
to change the gain of the orbit correction while it runs, to 
start and stop the correction, and to change several 
corrector values. The programs sddsstatmon and 
sddsplot are used to create a stripchart of the rms orbit. 
The demonstration scripts are intended to be tutorial in 
nature. All SDDS commands are displayed as they are 
performed. The software is available for download from 
the Operations Analysis Group web site at APS 
(www.aps.anl.gov/asd/oag/oaghome.shtml). Adding a 
new accelerator to the demonstration is very simple, 
provided an elegant lattice is available. 

FUTURE PLANS 
In the future we hope to use these simulators to train the 

accelerator   operators.       Operator   training   takes   a 

significant amount of time and has some of the same 
problems allocating time from user operations, similar to 
software testing. By using the simulated accelerator it 
would be possible to teach basic operations and problem 
solving skills. 
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Abstract 
The classical 2 wires method is not suitable for high 

precision transverse impedance measurements on a 
homogeneous copper beam-pipe with non circular cross- 
section due to measurement noise limitations in case of 
narrow wire spacing. Thus we tackled the problem by 
simulating the 2D electrostatic field and image charge 
distribution of that setup and subsequently calculating the 
corresponding surface current for a TEM wave excitation. 
In this computer simulation the 2 wires can be assumed 
lossless, which is not possible in a practical bench setup. 
The theoretical justification for the method and certain 
limitations are discussed. The results compare very well 
to several independent numerical and analytical results. 

1 INTRODUCTION 
We discuss a method to calculate the ratio between the 

horizontal and vertical transverse impedances (Z^ and Zy) 
for a given beam pipe cross-section. In particular, we 
consider the case of a cylindrical homogeneous metallic 
beam pipe, such as the LHC beam screen (BS) geometry 
(the effect of the pxmiping slots present in the beam pipe 
wall will be neglected). Our results may become a usefiil 
tool to calculate the transverse impedance for non- 
analytical solution cases. 

The basic principle is that an ultra-relativistic off center 
beam produces a surface current distribution in the inner 
surface of the beam pipe similar to a (statically) charged 
off center inner conductor. It is possible to reproduce the 
beam pipe cross section geometry and the inner conductor 
for use in an electrostatic field code which can then be 
used to obtain the surface current distribution. 

Using the electrostatic field code Superfish [1], one can 
obtain the normal electric field (£) at each point on a 
perfectly conducting surface for a given 2-D geometry. 
Two inner conductors in an odd mode are placed inside 
the beam screen geometry of the LHC (Fig. 2) to simulate 
the dipole component of the beam field. Since the 
transverse impedance (Z) is proportional to Wdl (losses 
in the surface wall), the ratio between the Zh and Z^ is 
given by the ratio of Wdl for the horizontal and vertical 
excitations. 

The BS is expected to be the main contributor to the 
resistive wall effect in the LHC [2]. In order to properly 
calibrate this method, some cases with a known analytical 
solution have been simulated. We describe here the 
method used to calculate JE^dl from the SuperFish output 
and compare numerical and analytical results for the BS. 

2 MATHEMATICAL METHOD AND THE 
USE OF SUPERFISH 

For an arbitrary pipe cross section the ratio between Z/, 
and Zv can be computed by [3]: 

\dl 

jiJ, \dl 
(1) 

where J is the surface current in the inner surface of the 
outer conductor, and /„ and /* stand for an off center 
beam displaced in the vertical axis and horizontal axis, 
respectively. In order to compute /, the first step is to 
solve the Poisson equation using SuperFish and obtain the 
static electric field (E^, Ey) for any position of the inner 
wires. Then, the dynamic solution of the TEM wave can 
be obtained by the electrostatic transverse field 
distribution: 

In a TEM line, at any point of the outer conductor iimer 
surface, the electric field (E) is always orthogonal to the 
magnetic field (H), and both are related by: 

1^1     „ 
\H\ 

(3) 

where Zo=377Q is the vacuum impedance. For very high 
fi-equencies, and considering perfect conductors, J in the 
iimer surface of the outer conductor is equal to the 
tangential H in the same surface: 

J = H,^. (4) 

Joining Eqs. 3 and 4 to Eq. 1 leads us to: 

I.-K^, (5) 
Z,     j\El\dl 

where E has to be considered normal to the outer surface, 
since we are assuming a perfectly conducting beam pipe. 

In such a perfect conductor the skin depth is null and 
therefore the transverse impedance (Zr) will not depend 
on the frequency. This dependence can be introduced as a 
perturbation in a second order calculation, but the first 
order field distribution is not affected by the conductivity 
of the material. Therefore, the / distribution is related 
only to beam parameters, such as the beam displacement, 
i.e. the wire displacement in our model. One way to 
measure Zr (and also the longitudinal impedance, ZL) is to 
measure the variation of/versus the lateral displacement 
of the beam (wire) [3]. For that reason, we use the 
classical method of the two wires (polarized in the odd 
mode) to do bench measurements and calculations. In a 
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first order approximation, the field distribution produced 
by an offset wire can be assumed to be generated by a 
centered wire plus the effect of a dipole field, which is 
illustrated in Fig. 1. The ratio of lE^dl for the total electric 
field (centered wire plus dipole) is the same as the ratio of 
the JE^dl for a dipole: a single offset wire (beam) can be 
represented for the surface charge or current distribution 
by a centered wire plus the contribution of a dipole 
moment. Since we are only interested in Zj-, we only 
consider the dipole moment (wire pair). 

SuperFish provides the normal E at each point of the 
surface. The number of points into which the surface is 
divided is given by the mesh size. In order to get good 
resolution, the optimum value for the mesh size has been 
set to 0.1 mm for a total length ranging firom 36 and 
44mm (BS dimensions). Different values for the inner 
conductor diameter {0i„,) and the separation between the 
inner wires (s) have been used (Fig. 1) in order to find the 
best combination for the dipole size. 

When calculating JE^dl, it is worth mentioning that the 
differential length fixed by the mesh size, dl, is not 
constant in the circular as in the flat zones of the 55 
geometry (Fig. 2). In order to ensure all points have the 
same specific weight when computing the JE^dl, 
normalization for the 'bin' length has been implemented. 

3 RESULTS FOR THE DIFFERENT 
GEOMETRIES 

We are interested in calculating the ratio ZyZi, for the 
BS following Eq. 5. In order to calibrate the method, some 
cases with a known analytical solution have been 
evaluated. Each case involves a cylindrical tube with a 
circular cross section (see Fig. 1) and a different radius 
(R=18, 20, and 22 mm). In each case, neglecting the skin 
depth, it turns out that ZT depends inversely on the third 
power or R (see Ref. [4]). For a set of two different 
extemal radii, Ri and R2, this ratio is: 

^Z-(^l) _ -^2 (6) 

Since the SuperFish output will be \EiX the calibration 
of this method will be done joining Equations 5 and 6: 

ji \dl 
^- (7) 

3.1 Two Inner Conductors in a Round Geometry 
Figure 1 describes the general calibration geometry. 

The two inner conductors are numerically polarized to 
+1V and -IV respectively. The dimensions and the 
corresponding results for these cases are given in Table 1. 
Basically, the goal is to check how well the method agrees 
with the theoretical results and find an optimum value for 
the dipole size, i.e., an optimum combination of 0i„, and s. 

Figure 1. General round geometry used to calibrate the 
method. R^^,, stands for the extemal radius (in the text 
stated as R); <^„, is the diameter of the internal wire; s is 
the distance between the inner conductors; and a marks 
the angle. The two lossless inner conductors are 
numerically polarized to +1V and -IV, and the internal 
lighter lines represent the equipotential lines. 

Table 1: Ratio J^^^ dl I ^E^ dl for different 

combinations of Ri and R2 and the different dipole 
sizes. Last row shows the theoretical value according 

toEq. 7. 
Ri=18mm 
R2=20mm 

Ri=20mm 
R2=22mm 

Ri=18mm 
R2=22imn 

Oi„,=2mm 
s=3inm l.i780         1.3352         1.8399 

Oi„,=2mm 
s=6mm 1.3888         1.3430         1.8653 

<I>im=4min 
s=6mm 1.4035         1.3531         1.8992 

Theoretical 
value: Ri/Ri' 1.3717 1.3310 1.8258 

Table 1 shows the results of the calibration done using 
Eq. 7. Results for the smallest dipole case (<Z>i„f=2mm and 
5=3mm) show very good agreement: the maximum error 
for this geometry is within 1%. For a given combination 
ofRj and R2, the error increases with the dipole size. We 
can see that the discrepancy in the case of the largest 
dipole, i.e., <P,„,=4mm and s=6mm, can be as big as 8%. 
Note that for a fixed combination of <Z^„, and s, the 
maximum error corresponds to the maximum difference 
between Ri and R2. Table 1 gives also an indication of the 
mistake one makes with the classical 2 wires method for 
ZT measurements as a function ofs and 0i„,. 

According to results shovra on Table 1, the best 
configuration when computing the ratio ZyZh for the BS 
geometry, is the combination of 0i„i=2mm and i=3mm. 

3.2 Results for the Beam-Screen Geometry 
Figure 2 shows the BS cross section with the two inner 

conductors placed in the horizontal plane. For the 
calculations in the vertical case, the dipole is rotated 90". 
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Figure 2. Cross section of the BS geometry with two wires 
inside simulating the dipole field. The inner wires are 
placed in the horizontal plane and held to +1V and -IV. 
The closed lighter lines represent the equipotential lines. 
For the vertical case, the dipole is rotated 90°. 

In this case, we will use Eq. 6 to evaluate the ZJZ^. 
Figure 3 shows the \Ei^\ distribution for both vertical and 
horizontal configurations. The fmal results can be found 
in Table 2. 

Table 2. Final results used to compute ZyZi, 
and the value of the ratio of the horizontal 

and vertical Zj-'s. 

'E^dl 11.2830 (V/cm)^ 

Elo^dl 7.8678 (yicmf 

Z^H 1.43 

The prediction for Z^Zh is in a good agreement with 
other methods, such as the Boundary Element Method 
(BEM) from H. Tsutsui in [5], who recently obtained 1.42 
±1%. Our error bar is estimated to be 1%, as stated in Sec. 
3.1. 
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Figure 3. Distribution of\E^\ at the surface of the external 
conductor of the BS surface as a function of the angle a 
when the inner conductors are placed vertically (blue 
trace) and horizontally (orange). 

4 CONCLUSIONS 
By means of an electrostatic computer code, one can 

compute a reasonable approximation for Zy/Zh for any 
beam pipe cross section. Assuming 2 lossless wires, the 
classical two wire method has been implemented by 
simulating the 2D electrostatic field and image charge 
distribution of the BS geometry, and subsequently 
calculating the corresponding surface current for a TEM 
wave excitation. The electrostatic computer code used 
was SuperFish, which as mentioned in Sec. 2, requires 
length normalization, especially for non-circular surfaces. 
The appropriate dipole size is critical to get reasonable 
results, and it should be as small as possible. Theoretical 
justification to compute the ratio Z^h from the ratio of 
Wdl is given. For the LHC BS geometry we predict 
Z/ZA= 1.43 ± 1%, which is in a good agreement with other 
theoretical results [5]. The calculation of couplmg 
impedance of beam pipes of general cross section has also 
been solved by Yokoya [6] by means of a field formula 
perturbation solution, which is not always applicable. 
However, the use of this method is only restricted by the 
use of the electrostatic computer code. In the case of 
SuperFish, all arbitrary surfaces can be simulated and 
therefore, this can become a useftil tool to calculate the 
transverse impedance. 
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The diversity of online accelerator modeling tasks poses 
a considerable challenge for accelerator physicists and soft- 
ware developers. Compromises between performance and 
completeness are always required. For example, model- 
ing of chromatic effects requires second-order calculations, 
while speed favors first-order matrix multiplication. This 
paper presents our solution: a configurable computational 
modeling engine based on the UAL Accelerator Propaga- 
tor Framework (APF). The choices of evolution algorithms 
are defined in an external Accelerator Propagator Descrip- 
tion Format (APDF) file, permitting a flexible mechanism 
for employing different approaches within the context of 
machine studies and operation. 

RATIONALE 

Demands on online modeling diring commissioning and 
routine operation of an accelerator are fairly predictable. 
Often a single model (possibly only the design model) ser- 
vices the physicist's needs. However, more flexibility is 
often required while planning studies and a flexible, eas- 
ily configurable model is most necessary during accelerator 
studies, to efficiently deal with improvisation and unantic- 
ipated beam conditions. 

Previous approaches to online model flexibility[l] have 
wrapped model engines, ranging from simple to complex, 
in a single modeling environment. Though this unifies 
client and server layers for various models, reconfigura- 
tion of modeling layout of the underlying model engines 
requires architecture changes orrecompilation. 

The UAL framework[2] within the RfflC/AGS online 
model already incorporates most relevant physics, and 
UAL is easily extensible. We have therefore designed and 
implemented a flexible configuration format for UAL, to al- 
low dynamic specification of modeling propagators and to 
permit evaluation of tradeoffs between speed and complete- 
ness in online modeling applications for machine studies. 

ACCELERATOR PROPAGATOR 
FRAMEWORK 

The Accelerator Propagator Framework (APF) is the 
next logical step of the UAL evolution. APF aims to pro- 
vide a consistent mechanism for building configurable ac- 
celerator modeling engines. The first phase of the UAL in- 
frastructure was associated with development of the Stan- 
dard Machine Format (SMF) which introduced a compact 
and generic accelerator model for implementing various ac- 
celerator structures. The organization of SMF is exhibited 
graphically in Fig. L 

Lattice Input File (MAD, SXF, ADXF) 
 i 

Accelerator Builder 
I builds 

Accelerator 

root 

Accelerator Node 
nodes   ZX 

LQ^ Accelerator 
Attribute Set 
  

Accelerator 
Sequence 

Accelerator 
Component 

Sbend 
7^ 

Multipole 

RFCavity 

Multipole Field 

Aperture 

Offset 

Figure 1: Standard Machine Format object model. 

SMF, the result of analysis and generalization of several 
accelerator modeling formats, has been successfully tested 
by several accelerator projects. Its data structures have also 
been optimized from different implementation perspec- 
tives, facilitating the employment of formal methodologies 
for mapping SMF objects into various physical represen- 
tations, such as Java classes, XML, relational databases ta- 
bles, and GUI components. The second part of tiie UAL in- 
frastructure, the Accelerator Propagator Framework (APF), 
has been based on proven SMF design patterns. Fig. 2 
shows the APF model. 

In APF, Accelerator Propagator replicates the hierarchi- 
cal organization of the Accelerator structure with one im 
portant distinction. Each Propagator Node may be asso- 
ciated with an entke accelerator sector identified by begin 
and end Accelerator Nodes. This scheme allows us to ac- 
commodate most accelerator modeling algorithms and to 
bridge the gap between element-by-element and map-based 
approaches. The structure of the configurable Accelerator 
propagator is described in the Accelerator Propagator De- 
scription Format (APDF). Then one can consider the APDF 
file as a complement to the MAD and SXF lattice input 
files. 
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Figure 2: Accelerator Propagator Framework 

APDF SPECIFICATION 

The structure of the Accelerator Description Format 
(APDF) is determined by a single conceptual statement: 
Accelerator Propagator is a sequence of links between ac- 
celerator nodes and corresponding accelerator algorithms. 
This statement introduces two entities, Accelerator Propa- 
gator and Link, and their relationship. According to the for- 
mal methodologies, like the lattice description, this model 
should be naturally represented by an ordered list of all ele- 
ments with their element-algorithm associations. However, 
for the sake of brevity, we favor a command-oriented SQL- 
like approach that allows one to define many associations 
in a very compact way. The following sections describe the 
structure and semantics of the APDF elements. 

APDF Propagator 

Accelerator Propagator is a sequence of element- 
algorithm links that can be created, inserted, and deleted 
in the APDF file: 

<!ELEMENT propagator  (create I insert I delete)  > 
<!ELEMENT create  (link)*> 
<!ELEMENT insert  (link)*> 
<!ELEMENT delete  (link)*> 

The (create) procedure builds a propagator instance from 
scratch. The (insert) and (delete) elements aim to facilitate 
user's extensions of some common and sharable accelera- 
tor propagator version. 

APDF Link 

The APDF link, the key element of the APDF specifi- 
cation, provides the mechanism for associating a selected 
family of accelerator nodes with appropriate accelerator al- 
gorithms: 

<!ELEMENT link> 

elements 

types 

<!ATTLIST link 
algorithm CDATA #REQUIRED 
sector        CDATA #IMPLIED 
elements    CDATA #IMPLIED 
types CDATA #IMPLIED 

> 

The following table contains a brief description of link 
attributes: 

sector        a pair of begin and end accelerator 
element design names,  e.g.   "dl,  qfl"; 
(sector includes dl but not qfl) 
a regular expression for selecting 
accelerator nodes with specified design 
names,  e.g.   "ql|q2" 

a regular expression for selecting accel- 
erator nodes with specified element types, 
e.g.   "QuadrupoleISextupole" 

algorithm a full class name of the associated prop- 
agator,  e.g.   "TEAPOT::MltTracker" 

Sector, elements, and types define three different ap- 
proaches for selecting families of accelerator elements. In 
case of overlapping, sector-based priority is first, element- 
based priority is second, and type-based priority is third. 

APPLICATIONS 

This approach addresses the spectrum of applications 
ranging from small special tasks to full-scale realistic beam 
dynamics studies encompassing heterogeneous algorithms 
and special effects. This will be illustrated by several mod- 
els that exhibit different features of APDF description. 

Longitudinal Tracker 

A traditional accelerator longitudinal model is usually 
represented by a combination of 2D sector matrices and 
RF cavity nodes. In the APF framework, this structure can 
be described by the following (complete) APDF file: 

<apdf> 
<propagator> 

<create> 

<link algorithm="TIBETAN::SectorTracker" 
sector=  "Default" /> 

<link algorithm= "TIBETAN::RFCavityTracker" 
elements="rfacl" /> 

<link algorithm="TIBETAN::WCMonitor" 
elements="mend"  /> 

</create> 
</propagator> 

</apdf> 

In contrast with traditional programs, linear coefficients 
and nonlinear momentum-compaction factors of TIBETAN 
SectorTracker are not part of the new input file; they are 
calculated during an initialization phase from a conunon 
lattice description (such as MAD or SXF input file) shared 
by other modeling engines. This approach facilitates the 
synchronization of input parameters among various project 
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applications and the consistent transition between different 
simulation scenarios. In addition to longitudinal tracking 
algorithms, the above model is also able to accommodate a 
diagnostics device. Wall Current Monitor, which accumu- 
lates beam profiles after each turn and forwards them to an 
intermediate buffer. The extensibility of the APDF-based 
longitudinal tracker also permits the addition of longitudi- 
nal space charge and various impedance effects as associ- 
ations of corresponding algorithms with arbitrary elements 
or markers of the accelerator lattice. 

Conventional Element-by-Element Tracker 

In traditional accelerator codes, tracking algorithms 
have been uniquely associated with particular element 
types. This functionality can, of course, be replicated by 
APDF. The following file represents the original TEAPOT 
element-by-element tracking engine:' 

<create> 
<liiik algorithin="TEAPOT::DriftTracker" 

types= "Default" /> 
<liiik algorithin="TEAPOT: :DriftTracker" 

types="Marker|Drift|[VH]monitor I Monitor" /> 
<link algorithm="TEAPOT::DipoleTracker" 

types="SBend" /> 
<link algorithm="TEAPOT::MltTracker" 

types="QuadrupolelSectupole|Multipole| 
[VH]kicker I Kicker" /> 

<link algorithin="TEAPDT: :RfCavityTracker" 
types="RfCavity" /> 

</create> 

As well as preserving this traditional scheme, the APDF 
approach provides a consistent mechanism for combining 
algorithms from different UAL modules and for adding 
appHcation-specific extensions. The following APDF file 
describes an updated model for collecting tum-by-tum 
BPM data in the Model Independent Analysis (MIA) ap- 
plication: 

<create> 

<link algorithm="TEAPDT::DriftTracker" 
types= "Default" /> 

<link algorithm="TEAPOT::DriftTracker" 

types="Marker|Drift|[VH]monitor" 

<link algorithm="TEAPOT::DipoleTracker" 
types="SBend" /> 

<link algorithm="TEAPOT::MltTracker" 

types="QuadrupoleISextupoleiMultipoleI 
[VH]kicker I Kicker" /> 

<link algorithm="TIBETAN::RfCavityTracker" 
types="RfCavity" /> 

<link algorithm="MIA::BPM" 

types="Monitor" /> 
</create> 

/> 

In this example, MIA::BPM is a temporary application- 
oriented class that collects data and writes them into a 
global container analyzed by the MIA post-processing tool. 

Fast TEAPOT 

Chromatic effects are a typical accelerator feature mod- 
eled by many conventional element-by-element and differ- 
ential algebra-based accelerator codes. However, the power 
of all-purpose accelerator programs significantly dimin- 
ishes their computation speed, tending to make them un- 
acceptable for online applications. The APDF fine-grained 
selection mechanism allows us to build "custom-made" 
models from a combination of sector linear matrices and 
TEAPOT symplectic integrators for chromatic elements 
such as the main quadrupole and sextupole elements—^the 
so-called Fast TEAPOT: 

<create> 
<link algorithin= "TEAPOT: :MatrixTracker" 

sector= "Default" /> 
<link algorithm="TEAPOT::MltTracker" 

types="QuadrupoleISextupole" /> 
</create> 

The same approach can be applied to other applications 
for studying localized dominant effects (for example, in- 
teraction regions) or combining traditional algorithms with 
application-oriented, efficient approximations. 

ONLINE MODELING 

The RHIC/AGS model server provides CDEV access 
and namespace support for multiple concurrent online 
models. With the APDF specification in UAL, these online 
model instances are uniquely specified by the SMF lattice 
and the APDF algorithm specification. Work is in progress 
to extend the CDEV access to permit dynamic model in- 
stantiation with user-specified APDF files customized for 
specific beam studies, such as nonlinear dynamics and roll 
of interaction region triplets. Standard operations applica- 
tions can then retrieve optics and lattice information from 
these customized models for study planning and feedback. 

Though flexibility is paramount in an offluie modeling 
environment where hypotheses are constantly being tested 
and reinterpreted, model stability is also important for ma- 
chine operations and reproducibility. There is therefore 
also a canonical operations model that is the default source 
of all application modeling data for RHIC, and the APDF 
for this model is under strict configuration control. 
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suppressed from the remaining examples. 
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A COMPARISON OF SEVERAL LATTICE TOOLS FOR COMPUTATION 
OF ORBIT FUNCTIONS OF AN ACCELERATOR * 

Ernest D. Courant, Scott J. Berg, and Dejan Trbojevic, BNL, Upton, New York 
Richard Talman, Cornell University, Ithaca, New York 

Al A. Garren, LBL, Berkeley, California 

Abstract 
The values of orbit functions for accelerator lattices as 

computed with accelerator design programs may differ 
between different programs. For a sknple lattice, 
consisting of identical constant-gradient bending magnets, 
the functions (horizontal and vertical betatron tunes, 
dispersions, closed orbit offsets, orbit lengths, 
chromaticities etc.) can be evaluated analytically. This 
lattice was studied with the accelerator physics tools 
SYNCH [1], COSY INFINITY [2], MAD [3], and 
TEAPOT [4]. It was found that while all the programs 
give identical results at the central design momentum, the 
results differ substantially among the various lattice tools 
for non-zero momentum deviations. Detailed results and 
comparisons are presented. 

1 INTRODUCTION 
The neutrino factory or muon-coUider project requires 

very fast muon acceleration due to a short muon lifetime. 
The non-scaling FFAG: fixed alternating gradient field 
synchrotron in recent analyses has been shown to be a 
promising solution [5]. The lattice design of such a 
synchrotron requires coverage of a very large range of 
momentum in the fixed magnetic field {^/p ~ ± 40%). A 
simple test case was used to compare various lattice 
design codes. For this case the Courant-Snyder lattice 
functions can be calculated analytically, and the results 
compared to results obtained using the accelerator physics 
codes SYNCH, MAD, COSY, and TEAPOT over a wide 
momentum range (^/p < 40%). We use the equations of 
particle motion as presented, for example, in the first 
lecture in the 1981 accelerator physics school [6]. In the 
third section, we show the results for the dependence on 
momentum of the lattice fiinctions. The fourth section is a 
summary of the results. 

2 A SIMPLE CYCLOTRON 

2.1 Accelerator physics relations 
The equations of motion [2] are: 

d'x 

ds' 

X 

d'y B. 
ds' Bp 

+ 
By-B,(s) 

Bp (1) 

(2) 

♦Work perfoimed under Contract Number DE-AC02-98CH10886 
under the auspices of the US Department of Energy 

We take the magnetic field to be: 
A 

By=B, 
Wg X 

Po . 
=Bo+Gx 

-R  «oZ B=B, 

(3) 

(4) 

Where Po is the central radius, Bo the central field, and we 
assume the field depends linearly on the radius with 
gradient G = -noBo/po, with no nonlinearity. The central 
radius is equal to po = po/eBo. With a momentum offset S 
defined by S=Ap/po, the closed orbit is a circle of radius 
Po+xo, where the magnetic field By equals BQ + GXQ; we 
have the equation: 

e{B^ + Gx^){p^+x^)=p^{^+S) (5) 
To simplify the equation (5) we introduce a new variable 
M= Xo/po and define X={\ - no)/2no. We obtain the 
equation: 

«oM^-(1-«O)M-1-^=0 (6) 

The solutions of which are: 

Ml_2=/^ ± U'-- (7) 

(The minus sign should be chosen) The two transverse 
equations of motion for oscillations about the circle of 
radius p=po + Xo are as usual.- 

5'jc       (l-«) 
 — — -i L X 

P' ds' 

6s' 

(8) 

—j- y  , The local field index n is:   (9) 
P 
l + u 

n = n- . (10) 

The condition for stable solutions is 0 < H < 1. The 
analytical solutions for the Courant-Snyder lattice 
parameters like horizontal and vertical tunes vi and Vy, 
amplitude functions fi^ and fly, are: 

Vl-«      ^    4n 
= Vl-«, V =4n, /3^ 

The horizontal and vertical chromaticies 4, and §,, are 
defined to be the derivatives of the tunes with respect to 
the relative momentum offset 5: 4=^/^^and ^y=dvy/d5. 
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The dispersion D„ and the momentum compaction 
factor ttc are: D^=-3xo/S = p /(1-n) (as dx =D^ 5p/p = 
D,S) and a, = D,/p=l/{l - ri). 

2.2 The test case-cyclotron 100 meters long 
To make the easiest comparison for the large off 

momentum offsets we used a ring with a circumference of 
Co=100 m, made up of five combined-function constant- 
gradient magnets, each 20 m long, with the central 
rigidity of 5p=50 Tm, and with the field index no=0.5. All 
other ring parameters like the central bending radius po, 
the vertical bending magnetic field B^ follow as Po= Co 
I2n and Bo=50 /po. The betatron functions for the central 
energy are calculated correctly in all of the codes (MAD, 
SYNCH, COSY, TEAPOT). 

3 RESULTS 
A few details of use of the accelerator physics codes 

should be noted. The COSY INFINITY code was set up 
to do the transfer matrix calculation with an 8* order 
polynomial expansion in momentum. MAD was used in 
the version MAD8c as implemented on the BNL 
computer system. The magnets are defined as sector 
dipoles with gradients. TEAPOT is a thin element 
approximation code, so the 20 m long dipole was divided 
into 8000 pieces. The SYNCH code was used with a 
sector dipoles defmition with gradients. The analytical 
results for various parameters as a fiinction of 
momentum, together with results from the four different 
codes are presented in Figs. 1. to 7. Note that all the codes 
agree for -0.08<d<0.08, but only SYNCH agrees with the 
analytical results over the whole range. The orbit offsets 
{Xo^p -po) as a function of momentum are shown in Fig. 
1. 
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Figure 2: Change in circumference vs. momentum. 

The results for the horizontal and vertical betatron are 
presented in Fig. 3 and Fig. 4. 
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Figure 1: Orbit offset dependence on momentum. 
Fig.2 shows the change in circumference; this should of 
course be just 27rXo, but comparing Fig.l and 2 we see 
that MAD has a discrepancy. 
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Figure 4: Vertical betatron tune vs. momentum. 

The betatron fimctions fi, aad J^ vs. momentum are 
presented in Fig. 5 and Fig. 6, respectively. 
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One of the most important parameters for the large 
momentum offsets in the lattice design is the dispersion 
fimction. The analytical prediction for the dispersion 
function, defined as D^=p/(l-n) in this example, together 
with the code results is shovra in Fig. 7. The momentum 
compaction a^ = D^, /(po+ x) in this example divided by 
the horizontal tune should be equal to ac /^ = one. This 
was confirmed by SYNCH and within a limited 
momentum range by the other codes. The dispersion 
function dependence on momentum calculated 
analytically together with the codes results is shown in 
Fig. 7. 

4 SUMMARY 
Large momentum offset calculations occur in some 

applications such as the Fixed Field Alternating Gradient 
synchrotron (FFAG). There is a concern with the 
accuracy of the existing codes for the large momentum 
offsets of the order of ±33 % and more. An easily 
analytically calculable example, made of five combined- 
function magnets, shows limitations in the momentum 
range of codes like MAD, TEAPOT, COSY INFINITY. 
The SYNCH code has shown perfect agreement between 
the analytical predictions and the code results for every 
lattice function examined. 
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LIONS_LINAC : A NEW PARTICLE IN CELL CODE FOR LINACS 

P. Bertrand*, GANDL, Caen, France 

Abstract 
In the frame of the SPIRAL H project at GANIL, a new 

particle-in-cell code called LIONS_LINAC has been 
developed. It is written in pure Fortran 95, and can work 
either on PCs and workstations or on vectorial/parallel 
computers. We present the main characteristics of the 
code, in particular the treatment of the space charge 
effects, using the multigrid method with conjugate 
gradient smoothing iterations. 

INTRODUCTION 
A detailed study on a new facility at GANIL for the 

production of high intensity exotic beams is underway. 
The SPIRAL II project, based on the LINAG I 
preliminary conceptual design [1], and using the Uranium 
target fission method, requires the acceleration of q/A=l/3 
ions (1mA) and Deuterons (5mA) at 40Mev. It will 
consist of 2 dedicated ECR sources, a warm RFQ, and a 
linac composed of independently phased superconducting 
QWR and/or HWR cavities [2] [3]. Accurate beam 
dynamics calculations using various codes are needed to 
optimise the linac and minimize the losses. In this 
context, we have developed a new code, LIONS_LINAC, 
using very precise 3D electromagnetic maps, able to solve 
huge space charge problems and study the halo dynamics. 

LANGUAGE AND IMPLEMENTATION 
We have chosen the Fortran 95 language and optional 

HPF directives, without any specific library, in order to 
ensure perfect portability and high efficiency on vectorial 
or parallel computers. In particular this allows one to use 
intensively the array notation, and the main object- 
oriented features (dynamic allocation, recursivity, derived 
type, etc), which rtiakes the program easy to maintain and 
improve, and facilitates the multigrid method of coding. 

INPUT FILES AND LINAC DESIGN 
The code uses 2 main ASCII input-files : the first gives 

the ion characteristics (q, m, I, initial conditions...) and 
the algorithmic options (discretization scheme, time step, 
space charge solver...).The second file gives the list of 
elements (one per line) describing the MEET and the 
linac (drifts, quadrupoles, solenoids, cavities...). The 
elements are included in boxes with extra-drifts so that it 
is easy to replace analytical fields by realistic field maps. 

INITUL CONDITIONS 
The initial beam characteristics can be introduced in 

two ways: by giving the Twiss parameters in the different 
planes and generating a 6D uniform particle distribution, 
or by reading a portable binary file coming for example 

from realistic output results given by an RFQ TOUTATIS 
computation [4]. This allows us to compare the behaviour 
of LIONS_LINAC with that of TRACEWIN [4]. 

DISCRETISATION IN TIME 
In dealing with space charge effects, we have chosen 

the time as the evolution variable [5], and (x,P„y,Py,z,P^ 
as the phase space variable, where P is the generalised 
momentum. Leap-Frog and RK4 schemes are both 
implemented, which allows us to know the influence of 
the discretisation algorithm on the precision obtained. 

ELECTROMAGNETIC FIELDS 

Solenoids and incorporated steerers 

Each solenoid can be chosen to be hardedge of 
analytical, with optional {x,y) steerers. In the hardedge 
case, the time step must be chosen small enough to avoid 
artificial emittance growth. In the analytical case, the 
solenoid is composed of a main coil and inverse 
correction coils on each side, following the suggestion in 
[6]. Using a 3"* order development of the 3 fields, we can 
chose the length, radius and B^ cortection values with 
respect to the main coil, in order to minimize the resulting 
fringe field. 

Cavities 

The cavities can be QWR or HWR, and we use 
analytical or 3D (E,B) realistic field maps coming from 
SOPRANO [7]. In the case of QWR resonators, the 
vertical steering, due mainly to the B^ component, can be 
an issue and must be studied carefully. Knowing that the 
B^{z) function is generally close to that of E^z), within a 
multiplicative constant, we introduce the parameter: 

This also allows us to define useful "double-sinus" 
analytical fields including the magnetic steering 
component, and defined as follows: 

V'=^Vsrem(cos(fe)-lcos(3fe)+|-)sin(fi;?+^) 

Ez=^kVstem{s\n(]iz)-ymOkz))sm{wt+(p)+... 

£'-=-r^^2y^«m(cos(fe)-cos(3fe))sin((a?+^)+... 

Bx=SEzcoig{(i)t+(if) (0=2nfhf     ;    b 
PaA 

Integrating this formulae along the cavity, we can obtain 
analytical expressions of the Transit Time Factor, the 
energy gain, the magnetic steering angle, the emittance 
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growth induced by such a steering and the negative cavity 
shift Ay needed for a good compensation: 

R 16sin(;r/M)«'' 
«=^   ;   T{u) =——-_——     ; r(l)=l 

PQ ;Z(1-M-)(1-9M2) 

^w 

Apy 

97t 
16 gVsfem7'(M)C0S(^) 

_   9^ qVstem 

P   mag_steermg       "    ^6   m^ 
■Sr(u)sm(^) 

Ap^ ^    9^ qVstem jJJu) ., ., 

Ecavity_exit 
Scavity_entrance 

= i4 9?r ^Virem 
16   /WyS: 

■Sr(u)cos(0y A^a 
A2 

Aj'n- 

These calculations are very useful to compare the motion 
evolution in analytical or realistic fields, and understand 
the origin of emittance growths and anomalies. 

SPACE CHARGE EFFECTS 
The space charge force can be computed using 

analytical formulae or a 3D multigrid Poisson solver. The 
first method allows us to tune rapidly the various 
parameters using a Umited number of particles; the 
second produces realistic results in the case of a 
mismatched initial beam and misaUgnments of elements. 

Analytical method 
In this case, we use an initial particle distribution which 

is uniform in the 6D phase space, and consider this 
property maintained along the acceleration. At a given 
time t, we calculate the second order space momenta and 

RMS values, which multiplied by S give a realistic 
evaluation of the marginal ellipsoidal envelopes. Then we 
apply to each particle the analytical fields corresponding 
to an ellipsoidal 3D uniform distribution whose RMS 
parameters are the same: the internal and extemal 
analytical fields are of course necessary (fig (1)). 

Multigrid solver 

The multigrid method is a very powerful tool to 
accelerate the convergence of a 3D Poisson solver [8]. 
However some precautions have to be taken in order to 
obtain good results on a vectorial/parallel computer. 
We have chosen the Conjugate Gradient algorithm as the 
pre- and post-smoothers. It is highly parallel even if we 
put Dirichlet boundary conditions inside the 3D 
computing box (e.g. a tube). The restriction and 
prolongation use 27 points. The grids are nested in the 
natural way using the finite-difference scheme. The 
object-oriented data structures are defined in terms of 
user-defined types with chained lists, using pointers. The 
multigrid routine itself is recursive. All the parameters 
defining the nested meshes can be chosen in the initial 
data-file, and the different 3D arrays are dynamically 

allocatable. In order to avoid CPU and memory 
consuming duplications when passing parameters to the 
specific calculation routines (conjugate gradient, 
restriction, prolongation), just the address of the huge 
arrays (A(0,0,0)...) are transmitted. 
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Figure 1: Theoretical electric fields for in a uniform 6D 
distribution and a uniform 3D one having the same RMS 
value, the space envelope being a sphere. 
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Figure 2: Analytical and Poisson electric fields deduced 
from a uniform 6D distribution of 200000 particles with a 
longitudinal length greater than the transverse size, using 
a 127x127x127 mesh. 

For a bunch size of 1 cm in each direction, we choose a 
typical box of 3x3x3 cm, with about 2 million unknowns 
on the finer mesh, corresponding to a space step of 0.236 
mm. With one CPU on a vectorial FUJITSU VPP-5000 
computer, we obtain 0.3 second for 20 complete V-cycle 
multigrid iterations with a rate of 2.5 Gigaflops/s. 

MISALIGNEMENT TESTS 
The misalignment of the cavities and the solenoids can 

be a problem in a linac. We can study these effects by 
applying to each element small misalignments in x and y 
and Euler angles in the case of solenoids. A 
misalignment-random generator for such misalignments 
will be added soon. 

3489 



Proceedings of the 2003 Particle Accelerator Conference 

TUNING AND PHASE ADVANCE 
An optional ASCII input-file can be read to activate the 

optimisation of the linac parameters. The linac is divided 
into successive sections. A Newton's method tunes the B^ 
value of each solenoid, according to a chosen envelope 
radius. A similar philosophy will be used for the 
optimisation of the cavity voltage and synchronous phase. 

In order to evaluate the phase advances for each section 
we proceed as follows: 

Once the initial bunch of n particles is randomly 
generated, and the beam matrix a calculated with the 2"'' 
momenta, we determine the subset of n particles 
corresponding to the beam core, having in mind the 
evaluation of the l" order transfer matrix. The complete 
tracking being achieved for a given section, let Po and P 
the input and output (6,ii) matrices giving the 
(Ax,Ax', Ay,Ay', Az, Az') phase space positions. Then we 
calculate the (6,6) transfer matrix T, which is numerically 
close to the symplecticity: 

P=TPr, ^^m=Ta. 
n    " n n 

The transverse and longitudinal planes being 
decoupled, the longitudinal phase advance is easy to 
deduce from T by finding the Twiss parameters. The 
situation is more complex in the transverse planes due to 
the coupling induced by the solenoids. Following [9], we 
decouple the (x,x') and (y,y') planes by a change of basis. 
This leads in fact to the determination of 2 characteristic 
transverse phase advances. 

OUTPUT FILES 
LIONS_LINAC generates a set of ASCH files 

compatible with the GNUPLOT package and giving 
various quantities as a function of the z value: particular 
(x,y,z) trajectory with electromagnetic applied 
components, beam envelopes and emittances, maximum 
spatial extensions, maximum space charge forces, etc. In 
order to compare the results with TRACEWIN 
calculations, LIONS_LINAC also generates binary files 
compatible with the PLOTWIN viewer (fig.3). 

CONCLUSION 
We have developed a new Particle In Cell code for 

linacs having in mind 2 main issues: the emittance growth 
and the space charge effects. The emittance growth may 
have various origins : longitudinal halo from the RFQ, 
random generation and number of particles, precision of 
the finite-element mesh in (E,B) field maps, time step, 
discretization method, non-linearities due to MEET 
bunchers, AzAx and AzAy second-order effects through 
cavities, magnetic steering, misalignments, resonance 
coupling, space charge, etc. The space charge itself is 
very  CPU  and  memory  consuming  when  the  halo 

evolution has to be correcdy simulated, which is the case 
in superconducting accelerators. The numerous options 
and the vectorial and parallel implementation of 
LIONS_LINAC will help to simulate all these effects in 
the best conditions. 

NGOOD: 49976/49976      W.OITA      Tracs.Win • CEA/DSM/DAPNIA/9ACM 
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Figure 3 : Example of figures obtained at the linac exit. 
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NEW IMPLEMENT IN TRACEWIN/PARTRAN CODES: 
INTEGRATION IN EXTERNAL FIELD MAP 

D. Uriot, CEASaclay, 91191 Gif surYvette cedex, France, 

N. Pichoff, CEA Bruyeres-le-Chatel, BP 12, 91680 Bruyeres-le-Chatel, France. 

Abstract 

The calculation of particle trajectories in external 
dynamic and/or static electromagnetic fields has been 
implemented in Trace WIN and PARTRAN codes [1]. 
The four field maps can be superposed. In TraceWIN 
(envelope code), the field is linearised around the 
synchronous trajectory. In PARTRAN, a RK4 integration 
in a measured or calculated field map is made. Results are 
produced for various projects like SPIRAL2, PISI and 
AIRIX. 

INTRODUCTION 
The TraceWIN/PARTRAN codes package has been 

developed in CEA and is used in various linac projects. 
TraceWIN is an envelope code capable to perform 
various functions like automatic matching or linac errors 
studies. It has a powerful and user-firiendly interface. It is 
also able to run automatically PARTRAN and 
TOUTATIS, multiparticle codes and to process 
graphically its results [1]. 

Until then, both codes were using classical elements 
where the beam dynamic was issued from analytical 
calculations. Recent needs have pushed us to implement 
the dynamic of beams in external magnetostatic, 
electrostatic or electromagnetic field maps. These field 
maps can be ID (on the axis in cylindrical symmetry, 
using an expansion of the field out of the axis), in 2D 
((r,z) in cylindrical symmetry configuration or (x,y) in 
transverse fields), or in 3D. Moreover, these 3 kinds of 
field maps can be superposed. 

These new possibilities have been extensively used 
recently: 

for SPIRAL2 project, to put in evidence the 
transverse kick of quaterwave resonator, and its 
coupling with solenoid focalisation. 
for PISI project, to calculate the extraction of a low 
current heavy ions beam from an electrostatic 
source, through a Einzel lens and a Wien filter, 
for AIRIX project, to calculate the transport of a 
2 kA beam focalised with solenoids through an 
induction machine. 

SPIRAL 2 PROJECT [2] 
The proposed LINAG driver for the SPIRAL 2 project 

aims to accelerate a 5 mA D"^ beam up to an energy of 20 
A.MeV and an 1 mA beam for Z/A=l/3 up to 
14.5 A.MeV. It consists in an injector (two ECRs sources 
+   Radio   Frequency   Quadrupole)    followed   by   a 

superconducting section based on an array of 
independently phased cavities [3]. The QWR description 
is carried out by 3D electric and magnetic field maps. The 
transverse focalisation is carried out by superconducting 
solenoids described by a ID magnetic field map. All the 
matching and correctors Calculations between the four 
tanks have been performed using TraceWIN 
functionalities giving 1 mm misalignment error randomly 
distributed on cavities and solenoids. The final 
multiparticle simulation is made with PARTRAN. The 
simulation has been performed with a 100.000 macro- 
particles Gaussian distribution at the first tank input. The 
whole computation requires about half an hour, 
considering a two millimetres step for extern fields and 
one centimetre step for space-charge computations. 
Figure 1 shows transverse envelopes for the deuteron 
beam (green). The beam centroid motion due to the QWR 
steering and misalignment is clearly visible (pink). 

Trace_Win - CEA/DSM/DAPNIA/SACM 

Figure 1: Transverse beam envelope behaviour 

The multiparticle distribution along the structure is very 
close to the envelope behaviours (figure 2). The output 
space phase distributions are shown figure 3. 

;ie: 131 [25,07 m]      NGOOD : 100000 /100000      Trace_Win • CEAyDSM/OAPNIWSACli 

Figure 2: Transverse multiparticle distribution along the 
linac for deuteron beam. 
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133 [25.07 m]   NGOOD : 100000 /100000      Tiace.Win - CEA/DSM/DAPNIA/S 

X-Xp (mm-mrad) Y-Yp Cmm-mrad) 

0       5      10 
Wo=41584 MeV Phase=-0.202 deg 

-10    -SO       5     10 
Xmax =6.590 mm Ymax = 9.793 mm 

Figure 3: Output distribution for deuteron beam. 

Most of emittance growth is due to the phase 
dependence kick in QWR and transverse solenoid 
coupling. And these effects are both visible in envelope 
and multiparticle codes. 

TRACE_W1N - CEA/DSM/DAPNIA/SACM TRACE_WIN - CEA/DSM/DAPNIA/SACM 

0.25- 

0.2- 

10 20 
Position (m ) 

10 20 
Position (m ) 

Figure 4: Transverse (violet) and longitudinal (green) rms 
emittance growths in envelope (left) and multiparticle 
simulation (right). 

In this example, the full linac is described by field maps 
and the linac tuning computations have been performed 
with envelope formalism. The results stay very similar in 
multiparticle simulations allowing to save a lot of 
computation time. 

PISI EXPERIMENT 
PISI is an experiment which aims in measuring the 

photo-ionisation cross section of multi-charged heavy 
ions. The ions beams are produced with an ECR source. 
The beam is then focalised wdith an Einzel lens and goes 
through a Wien filter mass separator. The beam is then 
transported toward an "interaction region" where it is kept 
parallel to a photon beam delivered by the Super-ACO 
synchrotron light source. 

The electrostatic field map in the extraction region has 
been calculated in 2D using POISSON code [4]. The 
beam is then transported in this map with PARTRAN. 

The influence of the source ions temperature and plasma 
potential has been evaluated. 

The figure 5 represents the beam propagation through 
the extraction geometry of PISI source. The plasma 
temperature is 10 eV. 

iicc:ii',jr:;:?.?:-!S;;EC';:tiKia.T?K:!tS.ttn-'.!-3^:2 16;lt;H 

Figure 5: PISI source extraction configuration. 

The beam output (x, x') phase-space distribution is 
plotted in figure 6. In these conditions (very low beam 
current, and beam far fi-om the extraction hole border), the 
larger contributor to the final emittance is the plasma 
temperature. 

NGOOD:100a)/10000     MOrrA      Tijce.Wn • CEA«SMA)APNUUSACM 

Figure 6: Output beam distribution in (x,x') phase-space. 

AIRIX LINAC 
AIRJX [5] is a high current (up to 3 kA) electron linac 

aiming in x-ray production for radiography. The beam is 
produced by a 4 MV diode and accelerated to 20 MeV 
with induction cells. The transverse focalisation is done 
with solenoids. AIRIX has been successfully calculated 
and designed with an ID envelop code, ENV[6]. 
Nevertheless, the measured focal spot is still bigger than 
the predicted one. This could arise firom different effects 
which would not be taken into account with a simple ID 
envelope model. For this reason, the calculation of AIRIX 
beam transport has been implemented in the TraceWIN 
and PARTRAN codes. The PARTRAN calculation has 
been done using 10,000 particles with a 2 nun step size. 
The field of the solenoids and the accelerating cells are 
superposed.  The behaviour of the particle transverse 
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distribution in the linac is plotted on figure 7. The beam is 
finally focused with a solenoid to a millimetric size. 

Efe:132|E193ml     NGODD: lOOOO/'lOOIXl     TRACE_W1N-C&M)SM/DAPNIA/SACM 

Figure 7 : Beam transverse distribution along AIRIX. 

The behaviour of the 4D transverse rms normalised 
emittance is plotted on figure 8. The growth is about 60%, 
mostly at low energy. The beam size on target is about 
twice this obtained by ID envelope code. 

THACE_W1N . CEA/DSWOAPNWSACM 

|.e| 

f^AT j—,_,-|_l M ryv 
f 

^'>n f 

1 0                       2 0                       3 0                       4 0                       6 0 
Position (m } 

CONCLUSION 
TraceWIN and PARTRAN codes now permit 

simulations in field maps keeping the user-friendliness 
and speed advantages of the TraceWIN envelope code. 
This new functionality has allowed to obtain a better 
representation of external fields in a linac, especially 
coupling terms and non-linearity. 
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Figure 8: Emittance behaviour in AIRIX. 
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TOOLS FOR PREDICTING CLEANING EFFICIENCY IN THE LHC 

R. ABmann, M. Brugger, M. Hayes, J.B. Jeanneret, F. Schmidt, CERN, Geneva, Switzerland 
I. Baichev, IHEP, Protvino, Russia 

D. Kaltchev, TRIUMF, Canada 

Abstract 

The computer codes Sixtrack and Dimad have been 
upgraded to include realistic models of proton scattering 
in collimator jaws, mechanical aperture restrictions, and 
time-dependent fields. These new tools complement long- 
existing simplified linear tracking programs used up to now 
for tracking with collimators. Scattering routines from 
STRUCT and K2 have been compared with one another 
and the results have been cross-checked to the FLUKA 
Monte Carlo package. A systematic error is assigned to 
the predictions of cleaning efficiency. Now, predictions 
of the cleaning efficiency are possible with a full LHC 
model, including chromatic effects, linear and nonlinear er- 
rors, beam-beam kicks and associated diffusion, and time- 
dependent fields. The beam loss can be predicted around 
the ring, both for regular and irregular beam losses. Exam- 
ples are presented. 

INTRODUCTION 

The collimation system of the LHC [1] requires an excel- 
lent cleaning efficiency in order to avoid quenches of the 
super-conducting magnets. Various numerical tools used 
for prediction of cleaning efficiency were compared. The 
programs include generation of a primary beam halo, scat- 
tering of high energy protons through material and tracking 
of beam halos in the storage ring. The degree of agreement 
between different codes is discussed. Differences are used 
to assess possible systematic errors. 

SCATTERING CODES 

The physics of proton scattering in the material of col- 
limator jaws has been implemented in various computer 
codes. The scattering routines track the protons through 
some length of a given material having them interacting 
with the proper cross-sections. The protons receive trans- 
verse kicks Mx, My and offsets Ax, Ay and some mo- 
mentum loss 5 = Ap/po. Note that a full shower calcula- 
tion is not required for predicting the cleaning of "primary" 
beam protons. The primary protons in the LHC have ener- 
gies from 450 GeV at injection to 7 TeV at top. The scat- 
tering routines must correcdy describe the interactions over 
the full range of energies, allow for different jaw materials, 
and include the correct jaw geometry, as protons impact at 
very close distance from the edge of the jaw. 

Three different scattering routines were compared: 
L K2 was developed in the 1990's by Jeanneret and 

Trenklerfor smdies of LHC collimation [2]. 

2. STRUCT was developed in the 1980's by Baichev 
et al, among others for studies of LHC and SSC collima- 
tion [3]. 

3. FLUKA is a general purpose scattering and showering 
code ([4] and references therein). 
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Figure 1: Scattering probabilities for one 7 TeV proton im- 
pacting on a 0.5 m long Cu jaw. Change in position (top), 
angle (middle) and energy (bottom). 

A test case was defined: A 7 TeV pencil beam with zero 
angle (y' = 0) impacting y = \ pm from the edge of a 
0.5 m long vertical collimator, made of Cu. The changes in 
particle offsets, angles and momentum were recorded. The 
comparison of the different scattering routines shows good 
agreement, Fig. 1. Note that for FLUKA a 6.8 TeV energy 
cut was used. A probability function dN/{dxNo) is intro- 
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duced with No being the number of protons impacting on 
the jaw. Only a fraction of protons "survive" the passage 
through the jaw, the others are fragmenting. The results 
shown here refer to the horizontal plane which is symmet- 
ric contrary to the vertical plane where the I /zm impact 
parameter introduces a pronounced asymmetry. The sym- 
metry in the horizontal plane allows more easy interpreta- 
tion of the effect on cleaning efficiency. 

The differences in the results were analyzed in detail. It 
was found that the momentum loss shows a variation of 
± 15% between different codes which is used to assign a 
systematic error on this observable. Large scattering angles 
and offsets exhibit differences of up to a factor of 3, as visi- 
ble in Fig. 1. The large angle probabilities (above 25 /xrad) 
affect cleaning efficiency and were approximated by fitting 
them, as shown in Fig. 2: 

dN/d{d9:,No) -6.25-0.0S89i 

-6.70-0.0429- 
K2 (1) 

STRUCT   (2) 

Note that 6^ is to be given in units of //rad. The fraction of 
particles above a given angle 9° is easily obtained from the 
integral: 

N_ 

No 
7r(^x ol) -0 033-  -°o^^ol    K2 (3) 

-0 029-  -00429°    STRUC (4) 

Integrating above 10 x' ~ 25/xrad it is seen that in K2 
about 7 8 • 10"^ of the impacting protons would be kicked 
to above 10 ^s while in STRUCT 10 3 • IQ-^ of the im- 
pacting protons would reach 10 x'- It is seen that the 
factor three difference in large angle probabilities would 
at maximum amount to a 30% difference in cleaning effi- 
ciency. 
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1e-006 
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^*?it«„         exp(-6.70-0.042*x) 

■                   exp(-6.25-0.058*x)     ^^SlO 

,..,r I....I....I....I 1. ...1..., 

20     30     40 50     60     70 
Ae^ [urad] 

80     90    100 

Figure 2: Large angle scattering probabilities for a 7 TeV 
proton impacting on a 0.5 m long Cu jaw with STRUCT 
and K2. The functional dependence is fitted. 

TRACKING WITH COLLIMATORS 

Halo cleaning is a multi-tum process. Particles can have 
multiple interactions in collimator jaws and in addition can 
perform many turns between subsequent hits of a colli- 
mator jaw. Speed requirements are important: The target 

cleaning efficiency (10"^ - 10"*) requires large particle 
ensembles (10^ - 10^) that must be tracked for many turns 
(20-1000). Several tools have been set-up, each with spe- 
cific advantages and limitations. 

Colltrack with K2 

Historically the design of the LHC coUimation system 
relies on the K2 scattering procedure and linear transfer 
matrices (obtained from Twiss functions calculated with 
MAD). Recently an updated COLLTRACK program was 
written, relying on K2. The advantage of this approach is 
a very fast algorithm, allowing to track very large particle 
ensembles over many turns. Multiple imperfections are im- 
plemented. This allows for example the study of very short 
primary coUimators, where halo protons stay in the ma- 
chine for up to thousand turns after the first interaction in a 
primary collimator. Drawbacks are the limited description 
of chromatic and dispersive effects, the absence of non- 
linearities, coupling, and beam-beam effects. Results from 
linear tracking with K2 can for example be found in [5]. 

Sixtrack with K2 

The Sixtrack program [6] is the standard tracking tool 
for the LHC. For example, the LHC dynamical aperture is 
calculated with Sixtrack that includes all relevant imperfec- 
tions, linear and non-linear fields, beam-beam kicks, and 
other errors for the LHC. It performs fully chromatic and 
coupled tracking, allowing the treatment of time-dependent 
field errors and the inclusion of the LHC apertore. The K2 
scattering module has been included for proper treatment 
of beam scattering in collimators. Results of SIXTRACK 
with collimators are published in [7] for coUimation effi- 
ciency during the snapback at the start of the LHC ramp. 

Dimad with STRUCT 

Dimad is based on second order Transport maps with 
kicks describing the action of higher order multipoles and 
also accepts symplectic ray tracing [8]. To describe prop- 
agation of TeV protons in materials a new collimator ele- 
ment was created, based on the main block of STRUCT[3] 
, and also a new set collimator operation which exists 
along with standard Dimad operations: field errors, mis- 
alignment, orbit correction and analysis of geometric and 
chromatic aberrations ^. The original Dimad source is kept, 
with the new executable provisionally named Dimcol. 

A highlight of Dimad is the possibility to study beam 
loss distributed in an aperture. An example radial aperture 
R=2 cm was set at all drift entrances. 

Since in reality the chamber geometry varies along the 
ring and the losses do not occur in one point, the exact per- 
meter occupancy cannot be found in this way. One can 
however estimate losses over large sections of the ring, and 

'Scattering of GeV protons was first introduced in Dimad during the 
KAON factory studies with the collimator treated during tracking as an 
arbitrary element [9], [10] 
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Ideal system - fraction of halo lost 
in colli- 
mators 

on the 2 cm aperture 
RDS7     I     IP6     I  IP1,2,5 arcs 

0.9986   I   6-10-* 
Collision: 10*^ part., 300 turns 

"   4-10-'* 0 
Injection: 10 seeds xlO^ part., 150 turns 

0.9985   I 1.3 • 10-^ I 8 • lO'^ 0. 8-10 PF 

Table 1: Halo fractions absorbed in collimators and lost on 
the 2-cm radial aperture (drift entrances) in different ring 
sections. The injection values are averages of 10 seeds. 

such were chosen to be: the two coUimator occupied sec- 
tions in IR7 and IR3, the Right Dispersion Suppressor in 
IR7 (RDS7), the IP6, the high-beta IP-s (IPS,1,2,5) and all 
the arcs. The resulting losses are summarized in Table 1. 
It is seen that at collision no particles reach the arcs and 
a fraction 4 • 10~^ reaches high-beta locations in the IP-s. 
Here, however, the real chamber size will be larger. More 
detailed studies are underway. 

COMPARING INEFFICIENCY 
The cleaning efficiency for the 7 TeV LHC has been 

studied in detail with the linear Colltrack(K2) code and 
Dimad [11] 2. The goal was to assess the size of possible 
differences. K2 and Sixtrack were compared for injection 
energy. No aperture limitations are set besides collimators. 
Coordinates and momenta are stored at some location , 
which yields the integrated inefficiency curve ( r). de- 
fined to be the fraction ofhalolostonan absorber standing 
at radial amplitude ^ = J 1+ ^, where I = 2 :,/ 
(similar for y). Here x,y are the transverse action invari- 
ants, hence ( j.) is independent on the lattice location 
chosen. The following results were obtained for the inte- 
grated inefficiency at radial amplimdes of   j. > IOCT: 

Sixtrack Energy Disp. Dimad         CoUtrack 
7 TeV Om 0.6-10-3    0.6-10-3 
7 TeV 2m 3.0 -10-3    1.2 .10-3 
.45 TeV Om 1.6 -10-3 4.7 -10-3 

Note that the SIXTRACK result is for the LHC with real- 
istic errors and non-linear fields. The Dimad results refer 
to a machine with corrected linear chromaticity. The other 
results refer to an unperturbed machine. 

An exact agreement is seen between Colltrack and Di- 
mad at a location with zero dispersion. At a 2 m disper- 
sion location the predicted inefficiency is larger by a fac- 
tor 2.5 in Dimad than in the simplified Colltrack approach. 
The scattering routine could explain a factor of about 1.3. 
The rest is due to the more realistic Dimad tracking of off- 
momentum particles. 

At injection Sixtrack predicts a 3 times larger ineffi- 
ciency than Colltrack, relying on the same K2 scattering 

^the results in [11] are obtained in the case of a detuned optics i.e. 
injection optics with collision emittance. 

routine. This may be explained by the realistic tracking in 
Sixtrack and the errors on the LHC settings (orbit, coupling 
and non-linear field errors). 

CONCLUSION 
A number of numerical tools have been set up to predict 

the LHC cleaning efficiency. They rely on different scat- 
tering routines that transport the protons through the col- 
limator jaw. These routines show discrepancies of up to a 
factor of three for large angle scattering. This can amount 
to changes of up to 30% in predicted cleaning inefficiency. 
In addition variations of up to ±15% are seen in the pre- 
dicted momentum loss, with resulting systematic errors of 
±7% in inefficiency. 

The direct comparison of predicted cleaning inefficiency, 
however, shows more important differences. It is seen that 
the simplified linear tracking underestimates cleaning inef- 
ficiency by a factor of 2 to 3. The more accurate tracking 
in Dimad and Sixtrack finds larger inefficiencies. In addi- 
tion, Sixtrack includes realistic LHC errors (coupling, or- 
bit, non-linear field errors). The errors moderately increase 
the inefficiency. Note that the imperfections in the Sixtrack 
study did not include imperfect set-up of the collimation 
system. 

The Dimad program was used to analyze the distribution 
of losses around the ring. It was shown that less than 10 -* 
of the primary halo is lost in the high-beta insertions. A 
more accurate model of aperture is expected to show even 
smaller losses. 

The overall agreement in the results is quite reasonable. 
The available tools can be employed with decent certainty 
in the reliability of results, choosing the most appropriate 
tool for a particular study. 
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MAD-X - AN UPGRADE FROM MADS 

H. Grote and F. Schmidt, CERN, Geneva, Switzerland 

INTRODUCTION 

During the central period of the LHC design the accel- 
erator design group at CERN had to face a serious bottle- 
neck concerning our optics design code. Since years we 
had been using the MADS [1] code at CERN and it is still 
heavily used world wide. This old code has been very well 
debugged and most of the MADS performed rather well. 
However, due to the lack of essential features for the LHC 
design, e.g. operating on 2 rings simultaneously, involved 
Zebra [2] data bank management and the fact that the mod- 
ules are rather interdependent larger upgrades of the code 
MADS are basically excluded, in particular if one wants to 
achieve a better physics description of the thick elements 
and make use of more modem map related tools k la Berz- 
Forest [3]. On the other hand, the C++ implementation 
used for the MAD9 program [4] turned out to be too com- 
plex for a fast development as it was needed for the LHC 
design. After a lengthy and frustrating trial period with 
MAD9 it was decided to suspend the MAD9 development 
and to start a new project called MAD-X with the following 
design criteria: 

• Core part in C with dynamic memory allocation. 

• Truly independent modules with interfaces to the core 
for data access. 

• Make use of existing and debugged modules of MADS 
in Fortran??. 

• Retain only those features of MADS that are sound 
and concentrate on those modules that are needed for 
the LHC design. 

• Spread responsibility for development and mainte- 
nance of modules between a large group of module 
keepers inside and outside of our group organized by 
one code custodian. 

• Use E.Forest's PTC [5] as external module to provide 
map techniques and better physics description of the 
elements. 

• CVS version management. 

• Adding powerful constructs to the input language like: 
WHILE and IF.. ELSE .. ENDIF . 

Presently, we are at MAD-X version VI. 11 and all modules 
and features needed for the LHC design are debugged and 
tested. There is a rather complete documentation on the 
web together with code, binaries and examples. 

In the following we will present the module keepers and 
describe the' documented modules. The major extension 
of MAD-X by the PTC code will be outlined. A simple 
example will be given and it will described what kind of 
documentation can be obtained. Lastly, an outlook will be 
given about the next steps in the development of MAD-X. 

MODULE KEEPERS 

Table 1: Module Keepers 
Module Keeper Tested Docu. Exam. 
C6T M.Hayes >■"• v-S 

CORORBIT V",!i,:i:- yei '-■-■^ 

DYNAP }■--■ ;'"-^ 

EMIT H.Grote no no no 

ERROR > L 

IBS :. i;.--.::;;<; 
> '■ :■ 

■-..:- 

MAKETHIN M.Hayes 

MATCH O.Biiirifii; \ C'-. VL--;: VO:. 

PLOT H.Grote 
"■■■■-■■'■■ 

vi.,.- 

SURVEY 
SXF H.Grote 

F.Pilat 
no no 

THREADER H.Grote no no no 

TWISS rSc'r;/ .: 
THINTRACK 

-■ 

In Tab. 1 a list is given of all modules with their original 
and present module keepers depicted in "blue" and "green" 
respectively. Moreover, we have one first example of an 
external module, i.e. the F.Pilat from BNL who has agreed 
to look after the SXF [6] module. The table also shows 
which modules have been sufficiently tested and for which 
modules there are documentation and/or examples. 

THE DOCUMENTED MAD-X MODULES 

C6T 
In dynamic aperture studies SixTrack [7] is often used 

because of its speed and controllability. However, the in- 
put files are notoriously difficult to produce by hand. This 
conmiand may be used to produce SixTrack input files from 
any MAD-X preparation file. 
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CORORBIT 
This module can be used to correct the closed orbit or a 

trajectory. The distorted orbit, the model and if required the 
target orbit are calculated with one or more TWISS com- 
mands. 

DWAP 
For each previously entered start command, DYNAP 

tracks two close-by particles over a selected number of 
turns, from which it obtains the betatron tunes with error, 
the action smear, and an estimate of the Lyapunov expo- 
nent. 

ERROR 
It is possible to assign alignment errors and field errors 

to single beam elements or to ranges of beam elements. Er- 
rors can be specified both with constant or random values. 
They may be entered after having selected a beam line or 
sequence by means of a USE command. 

MAKETHIN 
This module converts a sequence with thick elements 

into one composed entirely of drifts and thin multipole el- 
ements as required e.g. by the default MAX-X tracking. 

MATCH 
Before a match operation at least one sequence must be 

selected by means of a USE conmiand. Matching is then 
initiated by the MATCH command. The matching module 
can act on more than one sequence simultaneously by spec- 
ifying more than one sequence when initiating the match- 
ing mode. From this command to the corresponding END- 
MATCH command MAD accepts various matching com- 
mands. 

PLOT 
Values contained in MAD-X tables can be plotted in the 

form column versus column, with up to four differently 
scaled vertical axes; furthermore, if the horizontal axis is 
the position "s" of the elements in a sequence, then the 
symbolic machine can be plotted on the top of the fig- 
ure. The "environment" (line thickness, annotation size, 
PostScript format) can be set with the setplot command. 

SURVEY 
The SURVEY command computes the coordinates of all 

machine elements in a global reference system. These co- 
ordinates can be used for installation. In order to produce 
coordinates in a particular system, the initial coordinates 
and angles can be specified. The computation results are 
always written to an internal table but they can also be writ- 
ten to an external file. 

SXF 
Read and writes SXF format[6] from or to the currently 

USEd sequence with all alignment and field errors. 

TWISS 
The TWISS command causes computation of the closed 

orbit and of the coupled Courant and Snyder [8] linear lat- 
tice functions, and optionally of the chromatic functions, 
either as the periodic solution or starting with initial val- 
ues of the lattice functions. It operates on the working 
beam line defined in the latest USE command: i.e. either 
a SEQUENCE="sequencejiame" or a LINE="line_name" 
on the TWISS command. Moreover, one can restrict the 
TWISS calculation to a desired RANGE. 

THINTRACK 
Particle trajectories can be tracked either for single pas- 

sage (option onepass in the command), or for many turns 
(defauk option). In all cases the tracking is performed ele- 
ment per element. Only thin elements are allowed, which 
guarantees the symplecticity of the coordinate transforma- 
tion. Any lattice can be converted into a "thin element" 
lattice by invoking the MAKETHIN command. 

PTC 

E.Forest's Polymorphic Tracking Code (PTC[5]) is a 
kick code or symplectic integrator and therefore ideally 
suited to describe all elements symplecticly and to arbi- 
trary exactness. The degree of exactness is determined by 
the user and the speed of his computer. The code is written 
in an object oriented fashion using Fortran90. Therefore, 
it becomes much easier to describe arbitrarily complex ac- 
celerator structures. The other main advantage is that the 
code is inherently based on map formalism [3] and a link- 
ing with MAD-X will provide all the sophisticated tools, 
e.g. Normal Form. There is already an experimental MAD- 
X version that calculates successfully the fully 6d coupled 
lattice functions like in MADS but using PTC tools. MAD- 
X version 2.0 will include PTC and then many additional 
modules are conceiyable that are based on this tool. 

DOCUMENTATION 

The MAD-X website [9] is accessible either via a 
"google" search for "CERN MAD-X" or directly via: 
"http://frs.home.cem.ch/frs/Xdoc/mad-X.html". On this 
website you can find a "News" link which shows the 
changes between versions, the documentation based on 
"html" files and derived from them a "ps" and a "pdf' ver- 
sion, a "Keyword and Subject Index", a link to "Source and 
binaries" and one link to "Examples" for all modules and a 
facility to report bugs found in MAD-X by its users. Lastly, 
it is planned to provide a MAD-X mailing list "Subscribe" 
button. 
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EXAMPLE 
As an example a simple FODO lattice has been used: it 

shows how elements are defined and located in a sequence. 
Notice the two symbols "=" and ":=", the former evalu- 
ates the variable with the present value while in the sec- 
ond form this evaluation is deferred to the moment when 
it is needed and with the momentary value. The example 
shows how a "WHILE" loop is used to build the structure 
of "ncell" cells. After applying the "BEAM" command, 
"USF'ing the sequence and "SETPLOT"ing the plot pa- 
rameters 'TWISS" is executed twice. The first "TWISS" 
is used to produce Fig. I with the 'TLOT" command. The 
second time 'TWISS" is done for a number of momentum 
deviations 

Figure 1: Lattice function for a simple FODO structure. 

MAD-Xl.U 05/05/0312.28.56 

11.45700 
0.06 

Mlap [•W1-3)l 

Figure 2: Mode I and II Tunes versus momen. deviation. 

// element definitions; 
Isex = 1.1; mq: quadrupole, 1=3.0; 

mb3:multipole, lrad:= 5.0, 
knl:={.031415927}; qf: mq, kl:=kqf; 
qd: mq,kl:=kqd; mscbh: 
sextupole, l=lsex, lc2:=ksf; 

mscbv: sextupole, l=lsex, k2:=ksd; kqf 

= .9795014e-2; kqd=-.9795014e-2;ksf=.01; ksd=-.01; 
circiim=5000.0; ncell=100; 
lcell=circum/ncell;lcell2=lcell/2.;lquad=3.00; 
lquad2=lquad/2.;lsex=l.1; 
// sequence declaration; 

cascell4: sequence, refer=centre, l=circum; 
startjnachine: marker, at = 0; 
n = 1; 

while (n < ncell+1) { 

qf:qf,at=(n-l)*lcell+0.00*lcell+lquad2; 

mscbh imscbli, at=(n-l) *lcell+0.00*lcell+lquad+lsex/2.0; 
mb3:mb3,at=(n-1)*lcell+0.25*lcell+lquad2; 
qd:qd,at=(n-l)*lceH + 0.50*lcell+lquad2; 

mscbv:mscbv,at=(n-1)*lcell+0.50*lcell+lquad+lsex/2.0; 
mb3:mb3,at=(n-1)*lcell+0.75*lcell+lquad2; 
n=n+l; 

} 
end_machine: marker at=circum; 
endsequence; 
// using sequence 

eg:=100;bg:=eg/pmass; 
en: =3.75e-06;epsx:=en/bg;epsy:=en/bg; 
beam, sequence=cascell4, 

particl6=proton,energy=eg,sigt=0.077, 

sige=l.le-4,npart=l.05ell,exn=4*en,eyn=4*en, 
kbunch=10,et=0.002,bv=l,ex=epsx,ey=epsy; 

setplot,post=2,ascale=l.5,lscale=l.5, 

rscale=1.5,sscale=1.5,lwidth=3; 
use,period=cascell4; 
twiss; 

plot,haxis=s,hmin=0.,hmax=100.,spline,vaxisl=betx, 
bety,vaxis2=dx,dy,colour=100; 

twiss,dsltap=-0.0001:0.0001:0.00005; 
plot,table=sunrai,haxis=deltap,vaxis=ql,q2; 
stop; 

OUTLOOK 
At version VI. 11 MAD-X is now advanced enough to 

be presented as CERN's official replacement for MADS. 
MAD-X has the most useful features of MADS but those 
features that were flawed and difficult to improve have been 
removed. On the other hand, MAD-X is now so much bet- 
ter organized into independent modules which are nicely 
interfaced with the "C" core that external modules can eas- 
ily be added and maintained. The proper integration of 
MAD-X with the very versatile map based tool PTC is im- 
minent. A release of MAD-X for the 32-bit Windows plat- 
form is in preparation. For fall 2003 a review is planned to 
discuss how MAD-X should be developed further to bring 
best service to the accelerator community. 
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RECENT IMPROVEMENTS TO THE ASTRA PARTICLE 
TRACKING CODE 
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Abstract 

The Astra simulation code has been successfully used in 
the design of linac and rf photoinjector systems utilizing 
beams with azimuthal symmetry. We present recendy im- 
plemented changes to Astra that allow tracking of beams in 
beamlines without the assumption of any symmetry. The 
changes especially include a 3D mesh space charge algo- 
rithm and the possibility to import 3D electromagnetic field 
maps from eigensolver programs. 

INTRODUCTION 

Program description 

The computer program Astra (A space charge track- 
ing algorithm) originally developed by one of us (K.F.) 
has been extensively used in the framework of photo- 
injector designs [1] and benchmarking of experimental 
data [2]. The program executables are freely avail- 
able on various operating systems (Linux, Mac X, So- 
laris and Windows) from the world wide web page 
http: //www. desy. de/~mpyf lo/Astra. The Astra suite 
of programs consists of the particle tracking code together 
with an input distribution generator and several graphical 
user interface post-processors based on the PGPLOT li- 
brary [4]. Astra tracks point-like macroparticles (currendy 
possible species are electrons, positrons, protons and hy- 
drogen ions) through a user defined external fields taking 
into account the space charge field of the particle cloud. 
The tracking is based on a Runge-Kutta integration of 
fourth order with fixed time step. The beam line elements 
are set up w.r.t. a global Cartesian coordinate system. The 
program is a three-dimensional code, but its first version 
allowed the calculation of the space charge field only for 
round beams on a cylindrical grid and all the external fields 
(apart from quadrupoles) were cylindrical symmetric. 

Note on particle emission 

The dependence of the charge emission on the electric 
field at the cathode surface due to the Schottky effect can be 
simulated. At any time step during the emission, the charge 
of the macroparticles is calculated according to the relation: 
QMacroparticle   =   {Qrotal + Q ShottkyEacc) INParticles 
wherein Eacc is the actual accelerating field (including both 
RF and space charge) in tiie center of the cathode, Q shottky 
is a user defined parameter, Qrotai and Npartides is the 
bunch charge and number of macroparticle used to model 
the bunch. Thus a self-consistent emission is simulated. 

The linear parameterization w.r.t. the accelerating field is 
motivated by measurements performed on Cs2Te photo- 
cathodes reported in Ref . [3]. 

3D CAVITY ELECTROMAGNETIC FIELD 

In the case of cylindrical-symmetric field, the radio- 
frequency field for a standing wave accelerating structure 
(TM modes) are described by the on-axis longitudinal 
electiic field £;^(a;, r = 0) the radial electric and azimuthal 
magnetic fields are then computed from VE = 0 and 
V X B = dE/dt respectively. 

To accommodate more general problem, e.g. simu- 
lation of deflecting mode cavity or asymmetric rf-field, 
arbitrary external fields defined on a tiiree-dimensional 
mesh can directly be loaded into Astra. Such fields 
are generally obtained from electromagnetic eigensolvers. 
Given the six components of the electromagnetic field vec- 
tor \R,e{E),Im{B)]{xi,yj,Zk) tabulated on a grid node 
(i, j, k), the field experienced by a particle with coordinate 
X = {x, y, z) is obtained via a tri-linear interpolation of 
the tabulated field, and the time dependence is introduced 
following 

E 
B (x;i) = 7?.e(E) sin(a;i -|- ip) 

Jm(B) cos(a;;f + ip) (x), (1) 

wherein U}/(2TT) and tp are respectively the frequency of the 
rf-stiTicture and tiie phase of the electric field. Practically, 
each of the field components is given in a separate ASCII 
file whose header describes the mesh geometry. Such a 
description enables the user to defined the different field 
components not a fortiori on the same mesh. 

Since Astra allows the overlap of cavity fields onto the 
same position, the simulation of traveling wave structures 
described by 3D fields is straightforward if included as 
a superimposition of two standing wave fields with the 
proper phase and amplitude relations [5]. 

An example of application of the 3D rf-field map option 
has been the simulation of the beam dynamics in the L- 
band rf-gun cavity used at TTF 1 and FNPL facilities. This 
1+1/2 cell cavity has an input power coupler that induces 
rf-field asymmetry in the full cell; the 3D electromagnetic 
field map has been simulated using HFSS [6] and was used 
in ASTRA to smdy the impact of the induced asymmetry. 
In Fig. 1, we compare the vertical phase space obtained 
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gitudinal B-field component) are applied in the laboratory 
frame with the remainder of the external fields. 

1 "1 0-' 2<1 0-^ 
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Figure 1: comparison of the vertical transverse phase 
spaces {y, y') with (top) and without (bottom) considering 
the 3D-rf field map in a L-band RF-gun. 

after tracking the particle distribution in the case of (1) a 
cylindrical symmetric field and (2) the HFSS 3D field map. 

3D SPACE CHARGE PARTICLE-MESH 
ALGORITHM 

We have implemented a 3D space charge algorithm to 
handle beam distributions without the assumption of az- 
imuthal symmetry. The algorithm does make the usual 
assumptions: that no dipole or bending magnet element 
exists along the beamline, so that the geometry is essen- 
tially Euclidean; that conducting walls are located far from 
the beam, so that free space boundary conditions apply 
in all directions; and that the velocity distribution in the 
beam rest frame is non-relativistic, so that an electrostatic 
approximation is valid. With these assumptions, the un- 
derlying Poisson equation is solved by a simple, volume- 
weighted particle-mesh (PM) algorithm. The PM algo- 
rithm is well known [7]. We use a variant of the field 
solver that is based on Fourier expansion, convolution with 
a grid Green function, and Fourier synthesis to determine 
the electrostatic potential on the grid nodes [7, 8]. The rest 
frame electric field components are calculated by second- 
order differencing, and tri-linear interpolation calculates 
the field values at the individual particle locations. The 
resulting electric and magnetic fields (neglecting the lon- 

10000 

0.0005 0.001 

-1-0.8-0.6-0.4-0.2    0     0.2  0.4  0.6  0.8     1 

X   (mm) 

Figure 2: Comparison of the longitudinal (top) and trans- 
verse phase spaces (bottom) obtained with the cylindrical- 
symmetric mesh and the 3D mesh algorithm. The initial 
beam is a cylindrical symmetric beam with a Gaussian lon- 
gitudinal distribution. 

This algorithm is known to suffer from errors due to 
aliasing effects from the use discrete Fourier transforms. 
There are several known methods for dealing with this er- 
ror. The issue may be successfully handled with the brute 
force technique of using very large meshes and correspond- 
ingly large number of particles. By ensuring that fine de- 
tails in the beam distribution vary over at least several mesh 
cells, the highest frequency error components are excluded. 
Widely used [7, 9] is the method of truncating the Green's 
function at the edge of the first Brillouin zone, or otherwise 
introducing a cutoff mechanism in the frequency domain 
to remove these high-frequency errors. We employ a sim- 
ilar technique by applying a charge-conserving smoothing 
kernel to the mesh nodes after the charges have been dis- 
tributed onto the grid. We also apply a technique where the 
solution for the scalar potential is then differenced twice 
to obtain the charge distribution. This 'new' distribution 
is compared with the original one. The difference is com- 
puted and fed back into the field solving algorithm with the 
original charge distribution to counter the errors. In effect 
we are executing the field solver twice (or more, if addi- 
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tional iterations are warranted). However, the Astra parti- 
cle tracking engine utilizes an algorithm that rescales the 
solution to Poisson's equation, and need not execute the 
complete field solver at every time step. 

In Figure 2 we compare the phase spaces calculated with 
the 2-d and 3-d mesh algorithm for the case of a cylindri- 
cal symmetric beam; the agreement between the two algo- 
rithms is good. 

OUTLOOK 

The 3D space charge algorithm will be released in a 
forthcoming new version of Astra. In a close future we 
also plan to introduce the dipole magnet element to enable 
simulation of magnetic bunch compression systems and an- 
alyzing spectrometers. 
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PyORBIT: A PYTHON SHELL FOR ORBIT 

-F. Ostiguy* Fermi National Accelerator Laboratory, Batavia, IL 
J. Holmes, ORNL Oak Ridge, TN ^ 

Abstract 

ORBIT is code developed at SNS to simulate beam 
dynamics in accumulation rings and synchrotrons. The 
code is structured as a collection of external C++ modules 
for SuperCode, a high level interpreter shell developed at 
LLNL in the early 1990s. SuperCode is no longer actively 
supported and there has for some time been interest in re- 
placing it by a modem scripting language, while preserving 
the feel of the original ORBIT program. In this paper, we 
describe a new version of ORBIT where the role of Super- 
Code is assumed by Python, a free, well-documented and 
widely supported object-oriented scripting language. We 
also compare PyORBIT to ORBIT from the standpoint of 
features, performance and future expandability. 

INTRODUCTION 

The philosophy of either embedding or extending a high- 
level scripting language has become popular for scientific 
applications. Typically, scientific simulation code execu- 
tion time is dominated by a few computationally intensive 
tasks. On the other hand, bookkeeping operations such as 
data analysis and presentation represent a large portion of 
the overall development effort. This effort can potentially 
be significantly reduced by implementing this functionality 
in an interpreted language, without significantly affecting 
overall performance. It is in this spirit that ORBIT, a code 
to model the dynamics of a synchrotron in the presence 
of space charge, was developed at the SNS [1]. ORBIT 
is structured as a collection of extension modules for Su- 
perCode, an interpreted array-oriented scripting language 
with a C-l-l-like syntax originating from the early 1990's 
Fusion research program at LLNL. Unfortunately, Super- 
Code is no longer actively developed and supported. In 
recent years, a number of free, well-documented and stable 
altemative scripting languages have emerged: Peri, Python, 
Tel, Ruby, Guile etc. All these languages have strengths 
and weaknesses. Perl has akeady been used successfully 
to build a framework integrating existing accelerator codes 
[2]. 

WHYPYTHON? 

Among the many scripting languages. Python has the 
distinction of being fundamentally object-oriented. It sup- 
ports concepts such as classes, inheritance and operator 
overloading. Python scripts are compiled into interpreted 
bytecode.   Python and C-f-+ syntax and semantics both 

* ostiguy@ftial.gov 
■*■ Work supported by the US Department of Energy under contract 

number DE-AC02-76CH03000. 

map very well into each other, making Python a particu- 
larly good choice as middleware language to integrate func- 
tionality implemented in C++. Commonalities between 
Python and C-H-1- can be summarized as follows [3]: 

• both languages use C-family of control structures 
• support for object-orientation, functional and generic 

programming 
• comprehensive operator overloading facilities 
• collections and iterators 
• support for namespaces (Python modules) 
• exception handling 
• Python reference semantics mirrors common C-l—I- id- 

ioms (handle/body classes, reference-counted smart 
pointers) 

MODULE INTERFACE CODE 
GENERATION 

Although Python and C-l—I- overlap conceptually, from 
a low-level implementation standpoint they differ substan- 
tially. Python is implemented in C and naturally offers 
a C-based API for extension. Compared to C+-I- and 
Python, C has rudimentary abstraction facilities and no 
support for exception-handling. Writing interface code 
for extension modules using the C-API requires special- 
ized knowledge; furthermore, the code tends to be com- 
plex and hard to maintain. This has stimulated the devel- 
opment of automated interface code generation or "wrap- 
ping" systems. The exported module interface is specified 
in a file processed by a specialized program which gener- 
ates the necessary interface code without further user in- 
tervention. There exists at least five systems to generate 
python/C++ wrappers [4, 5, 6, 7, 8]: SWIG, SIP, CXX, 
SCXX and Boost.python. SWIG was one of the first and 
is probably the most widely known interface generator. 
It offers comprehensive support for most of the popular 
scripting languages including Python. Although support 
for the Python/C+-t- combination has been continuously 
improving, important limitations remain, one of them being 
the requirement that all exported templatized functions and 
classes be explicifly instantiated. The inter-language bind- 
ing code produced by SWIG is also an inelegant mixture 
of Python scripts and C code. SEP is very similar in phi- 
losophy to SWIG - from which it was originally inspired - 
but is stricdy Python/C++ specific. It was developed as a 
tool to produce python wrappers for the Qt library, a pop- 
ular open source GUI framework. Although the results are 
impressive, the SIP interface specification can be complex 
and requires the programmer to write some low-level code. 
CXX wraps some part of the Python C-API in C++, man- 
aging the complexity using static meta-programming tech- 
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niques. SCXX started as a lightweight version of CXX. It 
does not use templates and as such cannot hide as many 
details of the low-level Python C-API. On the other hand, 
it automates tedious error-prone tasks such as reference 
counting. Boost.python has features and goals that are sim- 
ilar to all the other systems. However, remarkably, it does 
not introduce a separate wrapping language and interface 
code generator. Rather, it makes use of C-h-l- compile-time 
introspection capabilities and advanced meta-template pro- 
gramming techniques to allow interface specification to be 
done in pure C-h+. Boost.python also goes beyond the 
scope of other systems by providing the following features: 

• support for C++ virtual functions that can be overrid- 
den in python 

• lifetime management facilities for low-level C++ 
pointers and references 

• a safe and convenient mechanism for tying into 
Python's powerful serialization engine 

• support for organizing extensions as Python packages 
with a central registry for inter-language type conver- 
sions 

• automatic coherent handling of C++ lvalues and rval- 
ues 

Because of its comprehensiveness and elegance, 
Boost.python was selected to implement PyORBIT. 

PYORBIT IMPLEMENTATION 

To facilitate the transition for users already familiar with 
ORBIT, an important objective was to make the feel of the 
new PyORBIT as close as possible to the existing one. This 
is mostly the case, but some important differences remain. 
While SuperCode is strongly typed. Python is a dynami- 
cally typed language. Variables are not declared; assigning 
an object to a variable creates it. All Python variables are 
references to PyObjects. The practical consequence is that 
an assignment statement such as a = b does not result in 
a holding a copy of b but rather in both a and b referring 
to the same object on the heap. References are counted and 
objects are marked for automatic deletion when no variable 
refer to them (automatic garbage collection). Another sig- 
nificant difference between Python and SuperCode the fact 
diat in Python numbers and strings are immutable objects. 
If a function has arguments whose types are immutable, the 
values of these arguments cannot be changed by the func- 
tion. Immutability of basic data types is not as restrictive as 
it might seems since Python also provides a mutable con- 
tainer type (list). While the container itself cannot be 
modified, the elements it contains can be. 

Array Types 

SuperCode defines the built-in array types Vector, Ma- 
trix, and ArraySD (separately for integers, double and 
complex) patterned after Fortran arrays (stored in column- 
major order and 1-based).   These types are extensively 

used in the ORBIT code and therefore have been emu- 
lated. In PyORBIT, the SuperCode implementation of the 
build-in array types is replaced by a new simplified tem- 
platized version. Fig. 1 provides an example of how the 
ComplexMatr ix type interface is exported to Python us- 
ing boost.python. At first glance, this may not seem like 

#include <boost/python.h> 
using namespace boost::python; 
typedef Matrix<complex<double> 

ComplexMatrix; 

class_<ComplexMatrix > > 
("ComplexMatrix", init<int,int>()) 

.def(init<const ComplexMatrix > > 0) 

.defC'get",     &ComplexMatrix >: :get) 

.def ("set",    ScComplexMatrix >: :set) 
•def(" repr ",&ComplexMatrix >: :print) 
.def("clear",   SComplexMatrix >: :clear) 
.def("resize",  SComplexMatrix >: :resize 
.def(self + self) 
.def(self - self) 
.def(self * self) 
.def(self - self) 

Figure 1: Exporting the interface of an array datatype using 
boost.python 

C-I-+ and a few explanations are in order. The construct 
c 1 a s s_< type > (name) is simply an anonymous instan- 
tiation of a templatized class named class_. This instan- 
tiation calls the class_ constructor and passes the C++ 
type to it. A new python class type is created and asso- 
ciated with name in the Python registry. The syntax . def 
simply denotes a call to a member function named def. 
Because object.def () retums a reference to object, 
multiple calls can be chained. The resulting expression is 
made more readable by taking advantage of the fact that 
the compiler ignores whitespace. Note the last four .def 
statements which define operator overloads. 

ORBIT Modules 

Exporting existing ORBIT modules to Python with 
boost.python is a relatively mechanical task. The follow- 
ing (simplified) code provides an example This defines the 
Python class Particles and exposes its method ad- 
dMacroHerd and its data nHerds. Note that the variable 
nHerds is mirrored in Python by a special boost.python 
object which does not have the type int. The expres- 
sion Particles. nHerds = 1 in Python does not re- 
sult in the creation of an immutable int object. Rather, 
for objects of type Particles, assigning a value to the 
attribute nHerd calls a method that sets the C++ vari- 
able Particle: :NHerds. All this mechanics is com- 
pletely transparent to the programmer and generated by 
the boost.python library.Compiling the code in Fig. 2 ulti- 
mately produces a shared object module that can be dynam- 
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#include <boost/python.h> void addRampedRFCavitY( {void{*)()) sub); 

using boost::python:call; 

static PyObject*  RampedRFVolt_pyobjptr = 0; 

class_<Particles>("Particles") 
.def("addMacroHerd", 

&Particles::addMacroHerd, 
"Make a main herd of macro particles") 

.staticmethod("addMacroHerd") static void private_RampedRFVolt() 

.def_readwrite( "nHerds",  ScParticles: :nHerds) { 
call<void>(RampedRFVolt_pyobjptr); 

••• return; 
} 

Figure 2: Exporting the interface of an ORBIT module us- 
ing boost.python 

ically imported by Python, making its classes and methods 
available to the interpreter. 

Strings 

SuperCode defines its own private string class. While 
semantics of this class are close to that of std: : string, 
they are not identical. By default, Boost.python provides 
automatic conversion between Python str type and C++ 
std: : string. However, it is also possible to define and 
register other type conversions. This approach is used in 
PyORBIT to avoid modifying the substantial amount of 
code that refers to the private string class. 

Function Pointers 

Some ORBIT functions expect a function as an argu- 
ment. Typical examples are functions used to generate ini- 
tial macroparticles phase space distributions or functions 
used to define an RF cavity voltage program. Using the 
latter as an example, it is convenient to define a voltage 
program at the interpreter level since this is a function 
which is typically called once per turn. In SuperCode, 
function pointers are basically C-style void (*)(). In 
'Python, all variables and functions are references to dy- 
namically allocated objects. When a call to an OR- 
BIT function such as AddRampedRFCavity is executed 
from Python, the arguments are effectively a list of Py- 
Object*. Boost.python introspection allows basic data 
types to be converted before the C++ version of Ad- 
dRampedRFCavity gets called. However, references to 
functions cannot be converted i.e. there is no unambigu- 
ous way to go from a PyOb j ect* to a void (*) (). To 
emulate SuperCode syntax and behavior, it is necessary to 
introduce an additional C++ wrapper function. How this is 
done is illustrated in Fig. 3 where for clarity, function argu- 
ments that are not relevant have been omitted. Python calls 
addRampedRFCavity with a PyObject* argument. 
This argument is passed through a private static variable 
to a private function which in turn uses the boost.python 
facility callo to interpret the python function. Finally, 
the private function is passed as regular C-style function 
pointer to the original version of addRampedRFCavi ty. 

void addRampedRFCavity(PyObject* po   ) 
{ 

RampedRFVolt_pyobjptr = po; 
addRampedRFCavity (S:private_addRampedBAccel) ; 

Figure 3:   Passing a reference to a function defined in 
Python to a C++ extension module. 

OUTLOOK AND CONCLUSION 

Using Boost.python we have successfully transformed 
ORBIT into a collection of Python modules. This has been 
accomplished with minimal modifications to the original 
code. PyORBIT performance is basically the same as that 
of the original ORBIT since the computationally intensive 
work is performed by virtually identical C++ code. A vast 
amount of high quality third party libraries and modules 
developed for Python have now become available to OR- 
BIT users. In principle, this should allow accelerated de- 
velopment of new data analysis and display facilities. Fi- 
nally, through boost.python, adding new C++ modules is a 
well-defined, well-documented and straightforward matter 
that does not require specialized programming knowledge. 
At the time of this writing, PyORBIT remains a work in 
progress. While it is certainly usable as it stands, some 
work remains to be done before it can be considered a pro- 
duction tool, mosdy in connection with exception handling 
and error recovery. 
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A FRAMEWORK DESIGN FOR A CYCLOTRON VIRTUAL CONTROL 
PLATFORM BASED ON OBJECT-ORIENTED METHODOLOGY * 
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Abstract 
This paper introduces a new software solution for 

cyclotron control system design and validation that named 
Cyclotron Virtual Control Platform (CVCP) and gives 
implementations in framework design. This software 
platform has abilities to simulate the processes and 
conditions in normal cyclotrons such as start up and shut 
down, routine operations, beam current regulation with 
combination of built-in component models and sequential 
control logic. A Human Machine Interface (HMI) with 
Supervisory Control and Data Acquisition (SCADA) 
functions and 3D interaction features provides a good 
operation channel. And an intelligent fault diagnosis 
module that can both generate errors and give solutions 
will be integrated into the platform in further plans. We 
use Object-Oriented technology to build this complex 
system and represent it in Unified Modeling Language 
(UML). It is easy to extend the functions in this open 
system. The platform is applied to Cyclotron Virtual 
Prototyping technology. 

INTRODUCTION 
Virtual Prototyping (VP) is a new design paradigm 

being developed these years with the increasing demand 
for manufacturing products in a short period of time and 
in a cost effective manner. During the complex system's 
entire life circle, Virtual Prototype based on CAD/CAM 
data is applied to replace the physical prototypes for 
system design, modeling, analysis and validation. 

Cyclotron is a sort of very important facilities used in 
fundamental physics researches and some civil medical 
applications. How to establish an integrity cyclotron 
prototype is an urgent problem we must face to. 
Considering the system complexity and cost-effective 
design, VP is a more appropriate way to achieve this. This 
paper describes control system design and simulation 
issues in Cyclotron Virtual Prototyping. 

Control system is a vital section in cyclotrons, which 
provide a safe and effective way to manipulate the 
machine. Correspondingly, CVCP was put forward to 
take roles for control system design, modeling and 
simulation, logic validation, intelligent diagnosis and 
Human-Machine Interface design in Cyclotron Virtual 
Prototype. Using the platform, Engineers can test their 
ideals, find defects and then make modifications in earlier 
time that far reduces design works. As known, cyclotron 
control system is complicated with interaction subsystems 
and a number of feedbacks and logic interlocks. 
Traditional process-oriented method is difficult to build or 
extend this complex system, so we adopt object-oriented 

methodology. It makes system easier to be modeled, 
organized, maintained and extended by using 
encapsulation, inheritance and polymorphism features of 
objects. UML is used to describe the fi-amework of CVCP 
and also applied in the entire software engineering. 

GENERAL DESIGN FOR CVCP 
The control of Cyclotron is a typical complex real-time 

system. Generally, it is a hybrid system including both 
continuous control and dynamic discrete events. But for 
time response requirements, closed-loop controls are 
implemented by hardware such as PLC and DSP in most 
cases of Cyclotron. The purpose of computer control 
system is mainly to carry out the SCADA functions. 

Conceptual Model 
As a good example, EPICS (Experimental Physics and 

Industrial Control System) [2] is a powerful architecture 
and software toolkit to build distribute real-rime control 
systems applied in accelerators, telescopes or industrial 
processes. But different from the real industrial 
application, we need a specific control platform to 
accomplish tasks for Cyclotron Virtual Prototyping. 
Therefore CVCP is advanced with some explicit goals 
below: 

• Control principles and mechanisms simulation 
• Control logic and interlocks establishment 
• Start-up and routine operations simulation 
• Beam current monitoring and regulation 
• Intelligent diagnosis 
Based on these purposes. Figure 1 shows the 

conceptual model of CVCP. 
Humaii-Machine Inteifice 

M 
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Figure 1 :Conceptual Model of CVCP 

CVCP Framework Using Object-Oriented 
Methodology 

Considering the complexity and extensibility of the 
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platform in Figure 1, we used object-oriented design 
methodology to decompose this complex system and 
defined classes to describe different levels of cyclotron 
models, HMI factors and I/Os with hierarchy architecture 
as shown in Figure 2. In this diagram, we comply with the 
Unified Modeling Standard [3] and three relationships are 
used to represent organization among classes: 
Composition, Generalization (or inheritance) and Usage. 
Specific components in cyclotron such as vacuum 
subsystem or stripper are instances of these classes' 
inheritance or combination. 
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Figure 2: Class Structure Diagram 
Figure 2 only illustrates the brief static model of the 

system, and some classes and their details in properties 
and methods are omitted. Interaction Diagram and State 
Machine Diagram are applied for dynamic level design of 
the system. Both the static model and the dynamic model 
constitute the framework of CVCP. 

CYCLOTRON VIRTUAL MODELS 
Cyclotron Virtual Models is the kemel of the platform, 

which represents entities for simulation and shows 
evaluation for control strategy design. It is divided into 
three parts in the framework: subsystems, logic and 
control algorithm that shows below: 

• Subsystems and Controllable Components: It 
mainly includes cyclotron control subsystems like 
vacuum, magnet, RF etc. and all controllable 
components such as gas valves, electro motors and 
stripper. These models have information on 
objects' control methods, I/O, geometrical and 
physical characters. 

• Control Logic and Interlocks: It is a regulation 
library including interlocks that promise correct 
and safe system running and sequential logic for 
cyclotron routine operation such as system startup 
and shutdown in automatic/manual modes. 

• Control Algorithm: This is a software library 
covers control-system algorithms most widely 
used in engineering, which can be embed into 
particular component model. 

HMI DESIGN 
Human factors [4] are important in semiautomatic 

control systems like cyclotron. The system need human to 
make some pivotal decisions in supervisory control, and 
machine plays a clear role in accomplishing dangerous 
real-time operations safely and efficiently. A Good HMI 
design can make an easier and more effective way for 
Human-Machine interaction. In the following, we 
separate the HMI of CVCP into three sections and give a 
functional representation. 

SCADA Interface 
Supervisory control and data acquisition is the basic 

requirements for distributed control system of industrial 
process and large-scale equipment like cyclotron, which 
has high channel counts that demands for keeping track of 
a large number of data points. Normally, SCADA 
provides effective approaches to system's high-level 
monitor and control by combining real-time/historical 
data collection, logging and trending with fiiendly 
dynamic graphic indicators. Correspondingly, alarm 
system, event report and security are important assistant 
components. We plan to achieve the interface by 
combining Visual C++ with Measurement Studio. 

Specific Cyclotron Manipulation Interface 
Especially CVCP is applied in cyclotron control. 

Therefore, found on SCADA, some specific operations 
such as beam current regulation, stripper location and 
interlocking of cyclotron components should be available 
on GUI. Clear-cut and full-function graphic interface 
makes the operations more easily and safely. Virtual 
Instrumentation is applied for this interface. 

3-D Visualization and Interaction Interface 
The CAD/CAEData Import Module in CVCP provides 

a dynamic channel to load 3-D format data created or 
computed in CAD/CAE system. It is useful to visualize 
and handle these data interactively because this method 
offers extra information to engineers who deal with the 
optimization works in cyclotron prototyping. For example, 
the CAE experts utilize Finite Elements Method (FEM) to 
compute the beam track imder current virtual conditions, 
and then we can see the track in an intuitive way and 
make some adjustments through control system to 
maintain good beam status. 

OpenGL [6] is a widely used industrial-standard 3-D 
graphic library with good compatibility to C++ language. 
It can be used to accomplish the visualization and 
interaction tasks with high performance and quality. 

SUPPORT MODULES AND DYNAMIC 
DATA EXCHANGE 

Simulation Module 
Substantially CVCP we implements in the first step is a 

virtual system that has no connections to external physics 
sensors and actuators like PLC, DSP and other hydraulic 
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or pneumatic equipments. For the purposes in simulation 
and validation of the control system, we use software 
method to generate internal signals and then give 
stimulates to cyclotron virtual models. This module is 
designed to have the following abilities. 

• Signal Source: In order to construct a real external 
environment, mathematic method is used to 
generate two types input signals including analog 
measurement data and digital status data. 

• Control System Feedback: We endow a simplified 
mathematic model to each cyclotron controllable 
components with close-loop or open loop methods. 
Thus responses that simulate real cyclotron can be 
achieved with input from signal source. 

• Parameters Initialization: The function mainly sets 
up conditions for system start-up. 

Experiment Module 
At the final real prototyping level, external sensors and 

actuators distributed in industrial field bus will replace 
simulation codes. In the same way. Experimental Module 
is a transformation of Simulation Module at this time. 
This module provides hardware I/O interface and drivers 
of CVCP that communicate with measurement 
instrumentations and controllers. 

Diagnosis Module 

The role of this module is to establish schemes that can 
validate control system designed for cyclotron and solute 
problems on fault detection and correction. Diagnosis 
mainly considers logic and interlocks because we focus 
on macro correlations of the distributed cyclotron 
components. 

In virtual mode, faults will be generated in a random 
way firstly. Then the module use the pre-defined logic 
regulations to find the position that error occurs and 
provide a suggest solution to user. 

CAD/CAE Data Import Module 

Cyclotron Virtual Prototyping needs multiple 
specialties' co-operation and interaction to achieve 
system-level optimization. As discussed in 3-D 
Visualization and Interaction Interface, CAD/CAE data is 
usefiil for CVCP. Therefore this module sets up a channel 
that imports data and provides to HMI. 

Dynamic Data Exchange/Real-Time Database 

As illustrated in conceptual model, we segment the 
platform into three sections: Cyclotron Virtual Model, 
HM and Support Modules. Predictably huge data will 
exchange among these sections. We must find a method 
to solute requirements on date throughput and time- 
response limitation. 

Dynamic Data Exchange (DDE) supported by Win32 
Platform SDK is adopted to implement data exchanging 
by a Server/Client mode. Considering the future 
requirement for data exchange efficiency, a real-time 
cfcftoftase will replace DDE. 

FUTURE DEVELOPMENTS 

Codes Implementation 
C++ is a widely used object-oriented programming 

(OOP) language with many advanced features and 
concepts of contemporary OOP supported. In addition, 
C++ codes can be easily transplanted among different 
Operation Systems. Accordmgly we use it for CVCP 
codes implementation. Considering the complexity of 
CVCP, codes implementation is a hard work that needs 
team collaboration and proper software engineering 
method. UML is also a good tool for software full life 
cycle design. 

Industrial Application 
Industrial prototyping normally includes three levels: 

Virtual Prototyping, Simulation and Real Prototyping thus 
the ultimate purpose of CVCP is for engineering control 
application. With less modifications to the core codes, 
CVCP can be embed into real-time system and take on 
control missions on the real cyclotron. Experiment Model 
plays an important role in implementing hardware 
interfaces to the outside sensors and actuates. Many 
factors such as the instrumentations and Electromagnetic 
Compatibility problems should be well considered. 

CONCLUSION 
We introduce a virtual control concept in cyclotron 

virtual prototyping and use object-oriented methodology 
to establish a conceptual model and framework design of 
CVCP Three sections Cyclotron Virtual Model, HMI and 
Support Modules are demonstrated in succession. 

Our works give a clear direction for future 
implementation of CVCP And this design method can be 
adapted and used in other nuclear engineering 
applications and generic virtual control system 
development. 
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Abstract 
Cyclotron virtual prototype improves design quality, 

reduces the number of costly physical cyclotron 
prototypes and the time of product development, and 
delivers innovative new designs faster This paper 
describes the overall lifecycle models of cyclotron via 
CAD system, which can be used in cyclotron virtual 
design, virtual assemble, virtual manufacture and other 
relevant domains. The 3-dimension models with physical 
information help designers in the research of cyclotron 
construct, and empower designers with the flexibility of 
parametric or alternative design. This paper introduces 
applications in virtual assembly and automated modeling 
and describes particle moving animation and beam 
dynamic analysis result visuahzation expression in 
cyclotron virtual prototyping. 

INTRODUCTION 
Traditional cyclotron design is based on a mass of 

experimentation. People first work from conception 
design to decide general performance of the cyclotron, 
then distribute performance features to the components of 
the cyclotron for technology design, finally, after having 
decide the parameters of the components, they would 
work at detail design, manufacture of trial-components, 
and validation by testing. In this process, it has been a 
tendency to study individual components in isolation, 
with relatively little emphasis on the often-intimate 
relationships between the various components, and the 
detection of the problems lied in the design mainly 
depends on testing. Because the testing of each 
components of the cyclotron hardly can reflect the actual 
situation of the whole cyclotron, the interaction of all the 
components can be found only after the whole is tested. 
Thus, the traditional design, including design, 
manufacture, testing, modification, remanufacture etc, is 
generally a very long process which makes developing 
cyclotrons with high cost and risk. 

Virtual prototyping (VP) Technology is a digital-design 
way of developing products, based on computer 
simulation models. These digital models or virtual 
prototypes simulate the appearance, functions and 
activities of real objects. Thus virtual prototypes can be 
used to replace physical prototypes for realizing 
innovative design, manufacture, testing and evaluation. 
Due to optimization possibilities, main working fiinctions 
of the designed objects can be enhanced. 

The use of VP of products and devices has heavily 
influenced other industries, for example, in automobile 

*Work supported by the National Natural Science Foundation of China. 

and aircraft design, here we introduce this technology into 
developing cyclotrons. Our goal is to develop a VP 
system for cyclotrons, in which we can design, analyse, 
manufacture, assemble, control, and debug virtual 
cyclotrons in computer environment. It is necessary to 
validate the capability of this technology through rigorous 
and extensive comparison with data for known situations 
of real cyclotrons to confidence in its reliability for 
developing new type cyclotrons. It is unlikely that VP 
will ever totally replace traditional methods, but it 
certainly can reduce their cost by identifying the best 
approaches before building actual hardware. 

Modeling and simulation visualization are very 
important in the whole VP architecture. VP model should 
be involved in product overall lifecycle of development 
and support applications in different domains. Science 
data visualization techniques are used to allow better 
understanding of VP performance. 

VIRTUAL PROTOTYPE MODELING 
The virtual prototype is defined as a fimction, photo 

realistic, and three-dimensional digital model. Besides 
visualization, designers need to know the physical 
attributes, such as dimensions, weight and material [1]. 
Our cyclotron virtual prototype models are generated 
from CAD system since the current CAD system has had 
a very long developed history with a powerful capacity. 
Although they are often not as accurate as physical ones, 
improvement in CAD system is narrowing the gap, which 
can provide enough of key features to allow analysis, 
testing, and manufacture for the requirements of 
developing cyclotrons. 

Modeling Characteristics 
In modeling environment, we can directly build three- 

dimension cyclotron models according to the imagination 
of the designers. They have some basic characteristics 
including: 

• Feature-based modeling; 
• Parametric driving; 
• Uniform database. 
In product overall lifecycle, there are different types of 

information, for example, design information, 
manufacture information, management information, etc. 
We require cyclotron models include not only geometric 
data but also other data. The feature-based modeling is a 
way of expressing information, and the use of feature 
allows the association between the shape and 
functionality. For example, a shape feature is a special 
shape composed of a group of geometric elements with 
topological relationship such as cylinder and cone, an 
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assembly feature describes the information of assembling 
parts, an attribute feature may express mass and material, 
and a technological feature may express design tolerance. 
Actually, A model is composed of all kinds of features, 
which can create high-level representations of product. 

The primary model is generated from the conception of 
designers, and in product overall lifecycle, it need 
continually to be modified and consummated by experts 
from different disciplines together, because the same 
model can be expanded later as more detail is required. 
The modeling is the process that all kinds of features are 
continually created and modified according to planning 
feature tree. 

As mentioned above, each model can be disassembled 
into finite types of features. But each type of feature can 
be constrained by finite parameters in the same way. That 
is a parametric driving characteristic. In three-dimension 
CAD system, we constrain the dimensions of cyclotron 
parts by parameters, so a desired new model will 
immediately be product only by changing the value of 
these parameters. In this case, cyclotron models are more 
easily and quickly modified and controlled, and the ideas 
of designers are expressed better. 

Model data is managed by uniform database, which 
make a model be shared in modeling environment. It 
means that in modeling process, when designers modify a 
model in any place, all data associated with the model 
will refresh. For example, if a sector pole changes, the 
cyclotron assembly will show the change at one time. It is 
clear that we must do more work in limited time for 
shorting the cycle of developing product. The database 
management supports concurrent design that allows 
several engineers to take part in modeling together by 
local area network (LAN). 

We express abundant product information by the 
greatest extend, which meets the needs in different phases 
of developing cyclotrons. The same model in different 
application domains has consistent information 
description for share. The modeling ^yay also supports 
top-down and down-top designs. 

Applications of Cyclotron Models 

We have built cyclotron parts (see figure 1), and a 
proficient CAD engineer can almost create any 
complicated part. For convenience of other researchers, 
we have created program automated modeling based on 
model feature-program. If we reedit it, it can 
automatically create the same type of models without 
trouble drawing. Therefore, an ordinary researcher can 
also create a complicated part only by inputting some 
parametric value in interactive interface. Due to similarity 
of one type of parts, we can conveniently create a serious 
of part family. Therefore, it avoids a great deal of work of 
repeated modeling and provides a possibility of multi- 
project comparison and evaluation with a serious of 
similar models. 

An assembly is a collection of bodies (also called parts 
or subassemblies) in some given placements. We have 
assembled parts together with constraint relationships, 
and finally become a cyclotron VP assembly model (see 
figure 4). Designers have often made a mistake in product 
assembly before. They couldn't find the problem until 
products were manufactured. With virtual assembly 
technology, we can simulate assembling process, check 
interference and optimize assembly planning in computer. 
Now we can ensure the validity of design early in design 
phase. 

We can research cyclotron from different viewpoints by 
the VP model. In VP environment, the model should 
support design, analysis, manufacture, and simulation. 
When we project tree-dimensional solid models to plane 
for drawing, we can get all kinds of drawings such as 
section drawing, assembling drawing, detail drawing and 
perspective drawing. And besides, we input technological 
data and explanation in these drawings in order to meet 
the engineering requirements completely. In cyclotron 
analysis, there are mainly magnetic analysis, RF analysis 
and beam dynamic analysis, which all use three- 
dimension solid models to replace hardware analysis. For 
example, in magnetic analysis, the main body model is 
meshed into a lot of grids and then we analyse magnetic 
field in ANSYS. Through feedback from these analyses, 
we evaluate the virtual prototype, then if we dissatisfy it, 
we may modify and analyse it againV The satisfied VP 
model vidll continue to research his feasibility of 
manufacture. For example, we may simulation the 
manufacture process in computer environment. Therefore 
the cyclotron model should support the product overall 
lifecycle management (see figure 2). 

Figure l:10MeV cyclotron parts. Figure 2: Cyclotron modeling framework. 
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We have aheady known that VP system is composed of 
these application modules above. Each module needs to 
utilize the VP model. It brings a question: How the model 
data can be exchange into each module? Because 
currently each module is independent relatively with own 
data format, the preferred technology for exchange of 
product model is based on using a neutral format, which 
is capable of capturing design intent, or in more recent 
terminology, product model [2]. STEP, the international 
standard for external representation of product data, aims 
to represent a compatible and integrated model data with 
a neutral format in product lifecycle, which is 
independent of any CAX system. We have used it to 
exchange model data between CAD module and other 
modules, and proven reliability of STEP. For example, 
figure 4 shows the VP model in simulation module. 

BEAM DYNAMIC VISUALIZATION 
Experimental methods remain the primary source of 

design information. On the other hand, because of the 
advance in computational technology, numerical 
predictions of cyclotron performance have become 
feasible and are beginning to produce resuks consistent 
with experiments. Appropriate visuaUzation methods are 
needed to monitor and verify the results from numerical 
simulation. It transforms numerical data into computer- 
generated images. It includes three-dimensional computer 
graphics rendering, time series animations, and interactive 
display on computers. An example of beam dynamic 
visualization is introduced here. 

We first import the cyclotron model into simulation 
module. Through beam dynamic analysis software, we 
obtain the numerical results of beam acceleration. To 
designers, the most concerned result is total phase 
excursion of beam, which shows a tendency chart with 
sector pole radius in Fig. 3. 

in graphic way. The figure 4 is a picture of beam 
movement, in which we can see a total phase excursion. 
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Figure 3: Total phase excursion 
It is hard to create a actual motion equation of beam in 

beam dynamic simulation. Considering we don't take care 
of any special velocity and acceleration of beam, it 
become simply by beam track. In simulation module, 
beam is driven by the track spline. We can observe beam 
accelerate process in three-dimensional environment. 
Meanwhile, the total phase excursion change is displayed 

Figure 4:Beam dynamic visuaUzation. 

However, we purposely chose an imperfect result that 
most of beam cannot accelerate final energy in this 
simulation because of too large total phase excursion. It 
obviously shows the magnetic field of the cyclotron 
should be shimmed to close the isochronous. We should 
modify the sector pole edge for the magnetic field 
adjustment in modeling environment, and evaluate the 
performance again to get the most promising cyclotron. It 
also expresses an advantage of evaluating cyclotron with 
virtual prototypes. 

CONCLUSION 
This paper mainly describes CAD and visualization 

aspects in Cyclotron VP system. Modeling technology 
has already met the requirement of developing cyclotron. 
Visualization provides an aided method for understanding 
design intent better. Future work will focus on verifying 
VP with measurement data of real cyclotrons. 
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SELF-CONSISTENT 3-D PIC CODE FOR 

MODELLING OF HIGH-BRIGHTNESS BEAMS 

Alberto Bacci, Cesare Maroli, Vittoria Petrillo and Luca Serafini 

INFN-Milan and University of Milan 

Abstract 
The 3D numerical code RETAR has been developed to 

model the beam dynamics of high-brightness electron 
beams in photoinjectors and in magnetic compressors, 
where the interaction of the beam with its self-field is of 
crucial relevance to optimize the performances of these 
devices, either in the case of space charge dominated' 
dynamics or under strong coherent synchrotron radiation 
effects, respectively. The code is fully relativistic and 
calculates the self-fields directly firom convenient integral 
forms that can be obtained from the usual retarded 
expressions. Numerical results are presented so far for the 
dynamics of an electron bunch in a radio-fi-equency 
photo-injector taking into account solenoidal magnetic 
focusing fields, RF focusing, thermal emittance, image 
charges inside the cathode surface, acceleration and 
space-charge effects. 

INTRODUCTION 
RETAR is a 3D code for the description of the motion 

of an electron beam under any kind of (given) external 
electromagnetic (em) fields plus the fields created by the 
beam itself (space-charge and radiation-fields). At the 
present time, the code is limited to consider only 
propagation in vacuum. Metallic or other kind of 
boimdaries will be added in the fiiture. 

The trajectory of each single electron of the beam 
satisfies the following equations: 

dt 
do, V 
^ = -.(E„+^.B„) 

where E,„, and B,„, are the total fields acting on each 
electron, taking into account both external and self fields. 
The equations of motion are integrated by means of a 
second-order Runge-Kutta scheme: this does not cause 
any particular difficulty provided all forces acting on the 
electrons are knovra at each time step. The electron itself 
is actually a macro-electron, with total charge and mass 
that are several orders of magnitude larger than the charge 
and mass of a true electron. These macro-electrons are 
considered as point like particles but their number 
everywhere within the bunch is supposed to be 
sufficiently large as to allow suppression of divergent or 
very large contributions to the em self-fields, when they 
happen to be calculated at points very near to the 
electrons or exactly on the electrons. As regards the 
external forces, they are obviously considered to be 

known as functions of time and everywhere within the 
region of space crossed by the beam in its motion outside 
the cathode surface. The em self-fields are calculated 
directly (i.e. without calculating first the em potentials) in 
terms of the values of the charge density yO(x,^) at time t 
and at all preceding times, through the following 
equations that can be readily obtained by an easy 
manipulation of the usual retarded forms 

B(x,0= J«^'p(x',T)Q (x-x',r) 
IS 

1,        . 
where T=/ |x-x]and 

(1) 

(2) 

'    cjx-xld-n-;^^ f\^.^^' 

Q _   nx(/?(l-n-;g) + An-;g))   [n^0%l-n-pf'(^^ 

In addition, n = (x - x')/|x -x],^ = y(t)/c, and 

all time dependent quantities in (3) and (4) are calculated 
at the retarded time T. 

The 3D integrals in (1) and (2) are calculated in the 
following way: 

i) The whole space aroxmd the point X at which 
the fields are to be computed, is divided into a 
set of spherical shells of a conveniently small 
thickness. 

ii) In each shell the code sums the values of the 
vector Qj. (and those of Qg) at all points 
that happen to be occupied at the 
corresponding retarded time by one of the 
electron of the beam. The retarded time itself 
depends only on the radius of the shell and is 
the same everywhere inside each shell. 

iii) The integrals giving the electric field E and 
the magnetic induction B at the position X 

0-7803-7738-9/03/$17.00 © 2003 IEEE 3512 



Proceedings of the 2003 Particle Accelerator Conference 

and time t, are then obtained by summing the 
contributions from all spherical shells. 

The basic advantages of this method seem to consist in 
i) the absence of convergence difficulties that may arise 
when one chooses to calculate the em self-fields from 
direct numerical integration of the relevant propagation 
equations and ii) in the fact that the retardation is very 
simply taken into account instead of having to find by 
means of a Newton iteration, for instance, the root of a 
complicated equation, when one chooses to calculate the 
em self-fields by sunmiing the fields produced by each 
single electron as given by the Lienard-Wiechert 
equations. The CPU time is expected to scale as the 
product of the number of macro-electrons times the 
number of spherical shells, implying a linear scaling with 
the number of macro-electrons: we are in the process of 
checking in details this scaling law which represents a 
clear advantage over particle-to-particle integral codes 
based on Lienard-Wiechert retarded potentials. 

The values of the self-fields obtained inside and outside 
the electron beam have been accurately tested by 
comparing them with well-known analytical and 
numerical estimates in various situations where space 
charge field is dominant (cylindrical and elliptic cross- 
section bunches with relativistic velocities) and the results 
have always shown fairly good agreement. 

This algorithm is fully self-consistent in a 3D fashion, 
so it is suitable for the study of a class of beams strongly 
interacting with space charge and radiation fields: since it 
is based on an integral description for the field 
components, there is no mesh discretization, hence no 
limitations arising from space discretization of the field 
propagation like in case of differential PIC codes. Tune 
(frequency) and space resolutions are only set by the 
number of spherical shells used in the simulation to 
reconstruct the retarded times. 

shape with the maximum value B^ = 0.27 T on the axis 
at z = 20 cm, while the axial component of the electric 
field is applied with a peak field on the cathode 
EQ = 120 MVIm. The beam is accelerated in the RF 
gun up to about 6 MeV and propagated along 1.2 m of 
downstream drift space. 2000 macro-electrons and 100 
spherical shells have been used in this simulation with an 
integration time step of 0.5 ps : the CPU time was about 3 
hours on a 1.8 Ghz processor. 

In Figure 1 the time evolution of the beam is presented 
at different times. Significant values of the beam 
parameters are: the total beam charge Q = \ nC, the 
laser pulse length 10 ps (uniform flat top time distribution 
for the laser pulse intensity), initial beam radius R = \ 
mm, initial thermal emittance £"„ = 0.3 |im, launching 
phase 30 °RF. 

NUMERICAL RESULTS 
We are applying the code to the specific purpose of 

simulating numerically the relativistic motion of the 
electrons that are emitted by short laser pulses from the 
photo cathode surface and immediately subjected to a 
strong acceleration and focusing by suitable given 
electromagnetic fields. 

The analysis includes the self-fields of the electrons 
that leave the cathode, as well as the fields produced by 
the image charges inside the cathode. The electron 
injection is simulated by fixing the electron flux at the 
cathode surface ( for instance the plane z = 0), i.e. by 
giving the number of electrons streaming out of the 
cathode per time interval and surface element. Thermal 
fluctuations in both spatial locations and velocity 
distribution of the elections emitted are taken into 
account. 

The photoinjector lay-out considered in these 
simulations is that of SPARC, described in a separate 
paper [1]: the external magnetic field has a solenoidal 

Figure 1: temporal evolution of the beam through the 
SPARC photoinjector 

In figure 2 the rms radius (7^ and the rms normalised 
emittance: 

= ^ ̂ Xpl>-<xp^ 

are plotted as fiinctions of z for the values of the 
parameters given previously showing that the minimum 
value of e^ takes place at z = 105 cm in correspondence 
of the minimum of the rms radius. 

No systematic investigations has been done yet on the 
optimum parameter set in order to minimize the emittance 
according to the Ferrario criterium for the working point 
of integrated photo-injectors [4]. Therefore, the 
comparisons to other simulations are quite preliminary, 
with the aim just to test the absence of errors in the code. 
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In Figure 3 the r-p^ phase space is shown at the 
same time instants as in Figure 1. 

After the focusing, a degradation of the beam quality 
can be seen, apparently due to non linear space charge 
effects in combination to an incorrect matching into the 
invariant envelope [3,4] conditions. 

(mi 

z(ai 

Figure 2: rms radius <7^ in mm and normalised emittance 
e, in Jim vs z in the case of SPARC parameters 

The RETAR code has been compared with other beam 
evolution codes as for instance Homdyn [2] based on the 
envelope approximation [3]. 

In Figure 4 the comparison between the average 
kinetic energy as given by RETAR (black curve) and 
Homdyn (red curve) for the same parameters is shown for 
the first 12 cm. 

"^(W ml 
■Q0& 

0      3D1QDOim2m25m300DaSD 
i(rrLiu) 

Figure 3:beam evolution in the r- p^ phase space 

As for the beam envelope and the rms transverse 
emittance, we found a slight discrepancy with Homdyn, 
which predicts an emittance minknum located at 1.5 m 
w^ith a minimum value of 0.6 \im. We believe most of this 
discrepancy is due to an incorrect setting of the most 

critical parameters (solenoid peak field, launching phase, 
cathode spot size) and we are in the process of 
investigating it thoroughly. 

In conclusion, the code RETAR is under test in the 
context of a class of general beam phenomena where 
beam-field interaction is of crucial relevance: we reported 
here the preliminary results of testing the code in 
photoinjector beam dynamics. Next step will be the study 
of CSR effects in magnetic compressors. 

Figure 4: comparison between RETAR and Homdyn 
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RF COUPLER FOR HIGH-POWER CW FEL PHOTOINJECTOR* 

S.S. Kurennoy and L.M. Young, LANL, Los Alamos, NM 87545, USA 

Abstract 
A high-current emittance-compensated RF photo- 

injector is a key enabling technology for a high-power 
CW FEL. The design presentiy under way is a 100-mA, 
2.5-cell ji-mode, 700-MHz, normal conducting 
demonstration CW RF photoinjector. This photoinjector 
will be capable of accelerating 3 nC per bunch with an 
emittance at the wiggler less than 10 nun-mrad. The paper 
presents results for the RF coupling from ridged 
waveguides to the photoinjector RF cavity. The LED A 
and SNS couplers inspired this "dog-bone" design. 
Electromagnetic modeling of the coupler-cavity system 
has been performed using both 2-D and 3-D frequency- 
domain calculations, and a novel time-domain approach 
with Micro Wave Studio. These simulations were used to 
adjust the coupling coefficient and calculate the power- 
loss distribution on the coupling slot. The cooling of this 
slot is a rather challenging thermal management project. 

INTRODUCTION 
The project is underway to build a demonstration 700- 

MHz RF emittance-compensated CW photoinjector (PI) 
capable of accelerating 100 mA of the electron beam (3 
nC per bunch at 33.3-MHz repetition rate) to about 5 
MeV with the transverse emittance at the wiggler below 
10 mm-mrad, see [1] and references therein. The PI 
consists of a 2.5-cell cavity with the accelerating gradient 
Eo=l MV/m (the PI proper) that brings the electron beam 
energy to 2.7 MeV, followed by a 4-cell booster with 
£o=4.5 MV/m, where the beam is accelerated to 5.5 MeV. 
This gradient choice is a trade-off between the beam- 
dynamics requirements and challenges of the cavity 
thermal management [2,1]. 

The injector is designed to be scalable to even higher 
beam currents, up to 1 A, and therefore, to higher beam 
power by increasing the bunch repetition rate. The high 
beam power plus a significant wall power loss in the 
normal-conducting PI cavity lead to serious challenges for 
cavity cooling. In addition to a large total RF power 
needed, there are regions of rather high loss power 
densities on the cavity walls. Therefore, we need to 
provide an effective RF power feeding to the PI cavity 
with the lowest possible increase of the surface power 
density. Here we present the design and electromagnetic 
modeling of the RF power couplers for the PI cavity. 

RF COUPLER 
The RF feeds are in the 3"* (the 2"" full) cell of the 2.5- 

cell PI cavity; see Fig. 1. Two symmetrically placed ridge- 
loaded tapered waveguides are connected to the cavity via 
"dog-bone" coupling irises - consisting of a long narrow 
slot with two circular holes at its ends - in a 0.5"-thick 
copper wall. This RF coupler design is based on the 
♦Supported by the DoD High Energy Laser Joint Technology Office 
through a contract from NAVSEA. 

experience for the LEDA RFQ and SNS high-power RF 
couplers, e.g., see [3]. The required cavity-waveguide 
coupling is given by the couphng coefficient 
^, =(/', + PJ/P„ =4/3, where Pw=780 kW is the CW 
wall power loss [1], and P^=210 kW is the beam power of 
a 100-mA beam at the 2.5-cell cavity exit. The coupling is 
adjusted by changing the radius of the holes at the ends of 
the coupler slot. 

Figure 1: Schematic of 2.5-cell cavity with emittance- 
compensating magnets (left) and vacuum plenum (right). 

Coupler Model 
To study the waveguide-cavity system we use a 

simplified model shown in Fig. 2: a short pillbox cavity, 
which can be considered as a slice of the 3"* cell in the 
2.5-cell PI cavity, with two attached short sections of die 
ridge-loaded waveguides. The picture shows only the 
internal (vacuum) part of the coupler model as used in 
simulations with the CST Micro Wave Studio (MWS) [4]. 

Figure 2: Model of pillbox cavity with two waveguides. 
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The pillbox radius is slighdy adjusted to provide the 
correct resonant frequency 700 MHz. Some model 
dimensions are listed in Table 1. 

Table 1: Model dimensions 

Parameter Value, mm 

Pill-box cavity radius 163.922 

Pill-box length 60 

Coupler slot length 50.8 

Coupler slot width 1.434 

Coupler end-hole radius 2.5 

Obviously, for the pillbox cavity the waveguide-cavity 
coupling will be different than for the 2.5-cell PI cavity. It 
is related to the required yfit as 

where W,, g, are the field energies and unloaded quality 
factors of the pill-box TMQIO mode and the operating n- 
mode in the 2.5-cell cavity. We assume that Wpb is scaled 
such that the surface magnetic field far fi-om the coupler 
iris in the transverse cross section at the coupler location 
is equal to one at the same location in the 3"* PI cell (14.8 
kA/m) for the nominal PI gradient. From (1) the required 
waveguide-pillbox coupling is ;fi^b~6.1. 

Time-Domain Simulations with MWS 
The waveguide-pillbox coupling is calculated directiy 

with MWS time-domain simulations: the fields excited in 
the cavity with perfectly conducting walls decay due to 
radiation into the open waveguides. Due to the model 
symmetry, we restrict our simulations to 1/8 of the model, 
imposing the electric boundary conditions in ry-plane, 
and magnetic ones in xz- and yz-planes, cf. Fig. 2. 

Probe Time Signals in V/m 

«0 [1] 

ISOO 

Time/ns 

The decay of the on-axis electric field excited in the 
cavity center by a short pulse from the waveguide is 
illush-ated in Fig. 3. This particular computation on a 
mesh of about 50K points took 3.5 hours on a dual 1-GHz 
Pentium HI Xeon PC. Inverting the calculated decay time 
constant gives us tiie external quality factor ge of the 
system, and then we find ^=Qpb/Q^ [4]. Starting fi-om 
large slot-end holes (shorter computation times), we found 
that the required coupling ;6'pb=6.1 is achieved for a hole 
radius of 2.5 mm, cf. Tab. 1 and Fig. 3. 

An exact resonance frequency of die pillbox-waveguide 
system is convenientiy calculated with the auto regressive 
(AR) filter feature in MWS time-domain simulations. It 
allows one to analyze specti-a of time signals that have not 
reached a steady state yet. With this technique we found 
the pillbox-waveguide resonance at/r=699.575 MHz. 

To calculate the power density distribution around the 
coupler during its nominal operation, we simulate the RF 
feeding of the model via the waveguides witii a TE-mode 
at frequency f,. The waveguide-mode fields are mostly 
concentrated in the narrow gap between the waveguide 
ridges, as shown in Fig. 4. The field scale corresponds to 
1 W of the peak RF power fed through the waveguide. 

Figure 3: Electric field decay due to radiation into open 
waveguides as calculated by MWS. 

Figure 4: Electiic (left) and magnetic (right) fields of the 
waveguide RF input mode. 

The model symmetry means tiiat the system is driven 
by two waveguides in phase. Calculated normalized time 
signals are plotted in Fig. 5. This plot, as well as one in 
Fig. 3, includes hundreds of oscillation periods; we see 
only signal envelopes. While the waveguide input remains 
constant, the output decreases reaching a point (f=956.6 
ns) where it vanishes, and increases again after tiiat. The 
output decrease is due to a destructive interference of two 
waves: one is reflected from the coupler aperture, and the 
other is radiated into the waveguides fi-om inside the 
cavity. The reflected-wave amplitude remains constant 
when the input is constant, while the radiated-wave 
amplitude increases as the cavity field increases. These 
two waves are always in opposite phases [5]. As a result, 
at certain moment the two waves cancel each other, so 
that the reflected power vanishes at that particular 
moment. This situation corresponds to an exact match; 
therefore, the field snapshots at that moment give us field 
distributions for the matched case. 
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Time Signab 
Table 2: Fields and power in 2.5-cell cavity with couplers 

1000 

Time/n$ 

Figure 5: Input (red) and output (green) waveguide 
signals from MWS time-domain simulations. 

The peak surface current magnitude at this moment is 
shown in Fig. 6. This picture was obtained using field 
monitors in MWS time-domain solver. The field scaling 
here is the same as for Fig. 4, i.e. 1-W peak RF power 
input into each of two waveguides. 

Figure 6: Peak surface current distribution at the moment 
of zero reflected power (view cut inxy-plane). 

One can see that the surface power densities are the 
highest near the ends of the slot aperture. Comparing the 
magnetic field on the cylindrical wall far from the coupler 
with one at the coupler location in the 2.5-cell cavity for 
the nominal field gradient, we find a field-scaling factor. 
Some results for rescaled fields and power values are 
presented in Tab. 2. The rescaled averaged RF power 
transferred through each of the two waveguides is about 
525 kW, as should follow from the energy balance for the 
matched waveguide-cavity coupling. 

Parameter Value 

Surface magnetic field on the wall in the 
3"* cell far from the coupler* 

14.8 kA/m 

Power density on the smooth wall in the 
3"* cell far from the coupler* 

76W/cm^ 

Maximal surface magnetic field near the 
coupler slot ends 

24.4 kA/m 

Maximal power density near the coupler 
slot ends 

205 W/cm^ 

Maximal power density elsewhere in the 
2.5-cell PI cavity w/o RF couplers** 

107 W/cm^ 

* In the ttansverse cross section at the coupler location. 
** On the upstream wall of the l" half-cell [1]. 

CONCLUSIONS 
Electromagnetic modeling of the coupler-cavity system 

has been performed using 2-D (Superfish) and 3-D 
(MWS) frequency-domain calculations, plus a novel time- 
domain approach using the MicroWave Studio. These 
simulations were applied to adjust the coupling coefficient 
and calculate the power-loss distribution on the coupling 
slot. 

The cooling of the regions around the coupling irises is 
a challenging thermal management issue due to the 
surface power density exceeding 200 W/cm^ at some 
points. However, since the hot spots are localized in small 
regions around the slot ends, they can be cooled 
effectively with cooling channels placed properly around 
the slots in the thick cavity wall. 

The authors would like to acknowledge useful 
discussions with F. Krawczyk, D. Schrage, and R. Wood 
(LANL), as well as with J. Rathke and T. Schultheiss of 
Advanced Energy Systems. 
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RECENT IMPROVEMENTS IN THE PARMILA CODE* 
H. Takeda, J. H. Billen, LANL, Los Alamos NM 87545 

Abstract 
We discuss capabilities, computational procedures, and 

recent improvements in the accelerator design code 
PARMILA. The name PARMILA stands for Phase and 
Radial Motion in Ion Linear Accelerators. We discuss the 
algorithms used in PARMILA, how the code designs 
individual linac sections to achieve efficient acceleration, 
and how it determines the distance between linac 
segments. We also discuss the restructuring and 
transformation of code from the Fortran 77 standard to 
the Fortran 90 standard. 

INTRODUCTION 
Program PARMILA originated in the early 1950s for 

the design drift-tube linear accelerators.[l] The code 
came to Los Alamos with D. E. Swenson in the mid 
1960s and since then many author have contributed to the 
development of PARMILA. We report here on the 
current status of the code distributed by the Los Alamos 
Accelerator Code Group (LAACG) since 1993. 

PARMILA performs two distinct tasks: accelerator 
design and beam-dynamics simulation. Though these 
tasks are closely related, the code can be used for either 
one separately or for both together in a single run. In a 
previous paper [2], we described code organization from 
the user's point of view. In this paper we concentrate 
more on computational algorithms. 

ALGORITHM FOR GEOMETRICAL p 
To achieve efficient acceleration, cell lengths must 

continuously increase as particles gain energy. However, 
to build the actual hardware, it is easier to design and 
engineer sections with a few identical cells. In this case, 
the rf fields are not exactly synchronous with the 
particles' arrival at the gap centers. The synchronous 
particle would have a constant velocity that we call Pg, or 
the "geometrical beta." To determine Pg for a sequence of 
equal-length cells, PARMILA uses an extension of 
LapostoUe's original formulation [3]. For simplicity in 
this discussion, we assume that the geometrical center of 
each gap coincides with its electrical center, which has 
equal potential differences on both sides of the gap. 

We describe the acceleration through a cell by a "gap 
transformation" consisting of three elements: a field-free 
drift, an impulse kick at the gap center, followed by a 
field-free drift. The gap transformation derives from the 
approximation of constant particle velocity across the 
cell, which is accurate for ions subjected to electric fields 
achievable in typical accelerating structures. The unpulse 

in each gap has no length and applies the energy gain 
through the entire cell instantaneously at the gap 
center. 

Particle acceleration computed by PARMILA 
agrees closely with results of time-step integration 
using 3-dimensional field maps. The transit-time 
factor and its derivatives with respect to wave number 
represent the cumulative effect of the electromagnetic 
field through the cell. Particle velocities at the entry, 
electrical center, and exit of a cell are Pi, p^ and Po. 
The phases of the rf fields "seen" by the design 
particle at these locations are (j)i, (j)^., and ^o- 

Consider the coupled-cavity drift-mbe linac 
(CCDTL) shown in Figure 1 and a particle ttaveling 
from left to right. The drift tube centered in the cavity 
creates two asymmetric cells. For each cell, we 
designate the left and right halves by L and R 
subscripts. For the first cell, the drift lengths are 
PgXuL and PgXuR, where nL=l/4 and nR=l/2. If a 
particle is synchronous with the rf for this structure, 
the phase difference between the entry and exit must 
satisfy the condition (|)o - (!)i = 27i(nL + UR). 

♦Work supported by the US Department of Energy, Office of Science, 
Division of High Energy Physics. 

Figure 1. A 2-gap CCDTL cavity. 

The structure design accounts for the different 
entry and exit velocities through the energy-gain 
equation. For cell j, the energy gain is 

AWj = EoTjCnjj, + nj,R)pgX cos((|>d + Mfp,), 

where EQ is the average axial electric field, Tj is the 
transit-time factor, ^^ is the design phase, and ts.^ is 
the Prome phase correction term [4]. For a single cell 
with drift lengths AZL and AZR, the total phase change 
is 

<t>o - <|)i = 27t(nL + UR) = A(|)L + A(|)R + A(l)pr, where 

A<t)L = 27tAziyPiX, and A(t)R = 27IAZR/POX. 

PARMILA interpolates the transit-time factor Tj 
from a table of values computed for a series of 
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representative cavities of increasing length. To design a 
symmetric structure containing several identical cavities 
we can satisfy the requirement for synchronism from end 
to end of the entire structure as follows: 

2tS("j.L+"j.R)= 

27t 2i        o , 
nj,Rpg^ E^v- 

The Prome correction depends on the particle velocity 
Pj,c at the center of the gap, and is computed for each cell. 
This equation can be written as follows: 

SkL+nj,R) 
P«=- 

lj.L j.R 

Pj,i^Pj.o '27CP, 

which can be solved iteratively for Pg in a few cycles. 
Because the Prome correction term is normally positive, 
its effect is to reduce slightiy the result for pg. 

REFERENCE PARTICLE DYNAMICS 
AND RE STRUCTURE DESIGN 

PARMILA designs individual drift-tube linac cells and 
also rf structure segments separated by drift spaces. We 
use the term segment to refer to a contiguous section of 
one or more cavities, usually of the same length. The drift 
space may contain transverse focusing elements. There 
are differences in design procedures for normal- 
conducting and superconducting structures. 

Normal-conducting structures often consist of many 
cavities of varying length, but locked in phase because 
they are driven by single power source. Examples include 
the drift-tube linac (DTL) and the coupled cavity linac 
(CCL). The CCL for the Spallation Neutron Source 
(SNS) has 48 eight-cavity segments, each segment of a 
different length, and spanning the velocity range from pg 
= 0.40 to 0.55. 

In contrast, a superconducting linac typically has only a 
few different cavity types, with an rf power source for 
each individual cavity or for small groups of cavities. The 
layout of the accelerator comes from practical 
considerations related to the packaging of cavities within 
cryostats. For SNS, there are two superconducting cavity 
types, one with Pg = 0.61 and the other with Pg = 0.81. 

Transit-time factors 
The transit-time factor T for internal cavities of a 

multicell segment may differ from T for cavities at the 
end of the segment, especially if the segment has a large 
bore radius. The user supplies PARMILA with multiple 
sets of transit-time factor tables, one table for each type 
of boundary between cells and at the ends of segments. 
For example, the extended bore tube on the right side of 

Figure 1 implies the end of a segment while the left 
side abuts another cavity whose fields are of opposite 
sign. 

For normal-conducting structures, the transit-time 
data corresponds to a series of representative cavities, 
each with a different Pg. For superconducting 
structures, the data correspond to many particle 
velocities P for each individual cavity. 

PARMILA linearly interpolates needed values 
from the supplied transit-time factor tables and warns 
if a requested P value is outside the table range. 
During the design part of the PARMILA run, the 
code stores interpolated transit-time data for each cell 
for later use in the dynamics simulation. If Pg of a 
designed segment differs appreciably from the 
particle velocity, PARMILA expands the equation for 
the transit-time factor and its derivatives in terms of 
the particle wave number k (= 2jt/pA.) to compute T, 
9T/3k, etc. for the P of interest. 

Normal-conducting structures 
To design a segment, the user specifies a design 

phase ^i and an effective accelerating field EQT. The 
code performs single-particle dynamics simulations 
iteratively to compute cell lengths or segment lengths 
and the spacing between them. This particle is called 
the reference particle. For segments containing same- 
length cavities, the reference particle arrives at each 
cell center at a different phase of the rf fields. The 
goal in PARMILA is to make the average of these 
phases for the segment equal to the user-specified 
design phase ^i. The code iterates a calculation of the 
reference particle dynamics over the segment to 
achieve this goal. The iteration loop can include 
additional restrictions, for example, if the user 
requires a particular energy gain for the segment. 
Convergence of this process determines the segment 
length, at which point the code records the entry 
phase ^i and exit phase ^o for the next step: 
determining the intersegment spacing. 

If two consecutive segments are part of the same 
coupled structure, the cavity fields are locked in 
phase. Therefore, the particle phase advance over the 
intersegment length is restricted to m3t/2, where m is 
an integer. For a given segment n, phases (t)i,„ and (t)o,n 
generally differ from one another and from phases 
(])i,n+i and (()o,n+i of the next segment. PARMILA 
computes the spacing between segments n and n+1 
after it has determined both segment lengths and 
makes a small correction equal to (<|)i,n+i - (t>o,n)pAy2n, 
where Pc is the particle velocity between segments. 
Because of this method, the user normally designs 
one extra segment intersegment length between two 
different rf structures. 
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Superconducting structures 
For a superconducting linac, the design procedure does 

not include finding cavity lengths. The layout of the linac 
is fixed, and we know each segment's Pg, and the spacing 
between segments. In the simplest case, a single 
independently-phased power source drives each segment. 
For efficient acceleration, we adjust the cavity phases for 
each segment. 

Because a particular superconducting cavity may 
accelerate particles over a wide range of velocities, the 
individual cell lengths differ significantly from PA/2 at 
the ends of the velocity range. PARMILA uses the exit 
phase <|)o,n fi-om cavity n and the entry phase ^-.^n+i for 
cavity n+1 to calculate the drive phase for cavity n+1 that 
satisfies the design requirements. 

CODE IMPROVEMENTS 

3-D space charge 
During the particle dynamics simulation, PARMILA 

applies space charge forces in a linac. Previous versions 
of PARMILA used exclusively the 2-D space-charge 
subroutine SCHEFF. The latest version of die code 
includes an option to use either SCHEFF or the 3-D code 
PICNIC.[5] PARMILA applies space-charge impulses 
once per cell at the center of each gap for the entire cell. 
In a quadrupole lens, the space charge is applied once at 
the center of each quadrupole for the entire lens. In 
transport structures, the code applies space charge at least 
once per PX in each drift. The user can specify the 
number of space charge kicks in the input file. 

Code modernization 
Recently, PARMILA went through a large structural 

reorganization. The source code now conforms to the 
Fortran 90 standard with free format. We eliminated 
obsolete language features and use Fortran modules 
rather than the older common block for storing variables. 
All of the code modules, subroutines, and functions 
declare IMPICIT NONE and define the type and kind of 
all variables. We use more descriptive names for 
important variables. With these changes, the code is more 
robust and easier to maintain. 

File names are no longer limited to eight characters. 
PARMILA reads an initialization file, which may include 
names of input and output files, and also some program 
limits. The user can declare the maximum numbers of 
linac cells, tanks, and simulated particles. 

Code organization 
The input file for PARMILA contains keywords to 

define linac properties, initiate the linac design, and start 
the particle simulation. (We use quoted lower case strings 
for these keywords in this discussion.) At the highest 
level, a PARMILA input file is divided into sections by 
the "structure" keyword. Some structure sections design 

and simulate the performance of a particular 
accelerator type (for example, DTL, CCL, or 
superconducting linac). A separate structure section 
may define components for a transport beam line. 
Before the first "structure" line, the input file defines 
the beam particle distribution or provides the name of 
a binary file containing a distribution. Certain global 
keywords define parameters tiiat pertain to tiie entire 
design and simulation calculation. 

In structure sections that design a linac, keyword 
lines placed before the transit-time factor tables 
define properties of the linac. These properties 
include accelerating field Eo, design phase <|)d, and the 
transverse focusing lattice. After reading all the 
transit-time factor data, PARMILA designs the linac. 
At his point in the file, the user can modify die some 
of the linac properties (e.g., quadrupole lens settings 
or accelerating field) before the code starts the 
simulation part of the run.. 

The "scheff' line provides information for applymg 
space charge impulses. The beam dynamics 
simulation starts after the "begin" line. The code 
generates an output text file that logs progress of the 
calculation. Certain options may generate other text 
files. PARMILA creates a binary file containing 
particle coordinates at locations specified by the 
"output" line. The postprocessor LINGRAF plots 
data read fi-om the binary file. This file can be read as 
an input distribution to another PARMILA run. 

CONCLUSION 
We have described the latest version of the 

PARMILA program. For more information and to 
obtain a copy of PARMILA, send email to 
laacg@lanl.gov. 
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THE PARTICLE TRACKING CODE PARMELA * 

Lloyd Young and James Billen 
Los Alamos National Laboratory, Los Alamos, NM 87545, USA 

Abstract 
The name PARMELA came from the phrase "Phase 

And Radial Motion in Electron Linear Accelerators," 
which described it earliest applications[l]. However, a 
decade ago, the code's capabilities were expanded to track 
particles of any mass and charge. A more recent addition 
was the ability to track particles of three different masses 
and any charge simultaneously. PARMELA uses time as 
the independent variable. PARMELA is a simulation 
code, and does not design a linac or beam transport 
channel. PARMELA can use electromagnetic fields 
calculated by other codes. These fields can be RF 
electromagnetic, static magnetic, or electrostatic. Both 2D 
cylindrically symmetric and fully 3D field maps can be 
used for all three types. The RF fields are confined to the 
rf cavity elements that describe standing-wave or 
traveling-wave structures. The static fields are treated as a 
background field that is superimposed over drift spaces 
and rf cavity elements. PARMELA includes options for 
selecting either 2D or 3D space-charge effects. The code's 
input file can supply data for most common beam-line 
components and accelerator structures. This paper 
describes some of the capabilities of PARMELA and a 
few examples of PARMELA simulations. 

INTRODUCTION 
Parmela takes a collection of particles and follows their 

path through a "beam line". The path a particle takes is 
influenced by electromagnetic fields including the self- 
fields. The self-fields are usually called "space charge" 
and are caused by the charge on the particles. Gravity is 
ignored. The electromagnetic fields are described by a 
control file called the input file or by files containing a 
field map generated by another code. The "beam line" is 
described in the input file by a series of keywords. The 
beam line is made up of a series of elements. The 
keywords associated with the elements are followed by a 
series of parameters that describe the element. For 
example, the keyword 'T)RIFT" is followed by 3 numbers 
that represent the length of the element, the radial clear 
aperture, and a flag that tells PARMELA if you want to 
write the particle coordinates into an output file at the end 
of the 'T)RIFr" element. All keywords that represent 
elements have these same parameters as the first three 
followed by additional parameters that depend on the type 
of element. 

To make the collection of particles visible, a second 
code call PARGRAF reads the output files produced by 
PARMELA and displays them in various formats. A 

simple control file and tabs on the graphics display 
control the action of PARGRAF. PARGRAF can generate 
hard copy or graphic files with a choice of formats. 

THE INPUT FILE 
The first line of die input file uses the keyword "RUN" 

that is followed by several parameters describing some 
basic parameters of the accelerator; namely, frequency, 
starting position and energy of the reference particle. 
Figure 1 shows an example of a Parmela input file with 
the various types of keywords. The mass of up to 3 
particle types can also be defined on the run line. The 
defauh mass is 0.5110034 MeV which represents an 
electron. The optional keyword 'TITLE" is followed by 
text on the next line that may be a description of the beam 
line. 'TITLE" and it's following line of text may be 
placed anywhere in the input file. The keyword "INPUT" 
generates the distribution of particles. In this case the 
particles are electrons because the run line does not have a 

run 1 2 2856.-.00113 l.e-5 
title 
PHOTOCATHODE RF GUN + SLAC Linac. 
INPUT9 9999 9. .130. 5 03 5 
Cathode 0 1 1 0 -.5 
poisson 0.00 0.5 0 0 0 0 0 1 
ecomplO.po? 
CELL 2.625 1. 1 0. 63.75 1 5 -1 
cfield 1 
atfnm.t7 
cell 2.625 1. 1 180. 63.75 15 1 
cell 5.2464 1. 1 180.32.05 2 5-1 
drift 10.0 5 1 
drift 10.0 5 1 
cell 5.2464 0.9547 1 90.0 4.7452 2 5 1 2856. 
cfield 2 
slacl.t7 
trwave 1.75 0.9547 1 0.0 10.6289 1 5 2856. 1 -5 5 .666667 84 
trwave 3.50012 1.311 1 0.0 10.6289 1 5. 2856. 1 

trwave 3.50012 0.955 1 0.0 10.6289 1 5. 2856. 1 
trwcfield 1 
slac2.t7 
slac2b.t7 
adjust 4 7 7 120 7 
adjust 4 8 97 120 9 
zout 1000 30 0 80 .8 
OUTPUT 5 
scheff 2.86 .33 3 20 1000 0 0 7 1.5 0 
start 39. 1. 330 1 10 
continue 15 1500 1 3 
end 

' Work supported by the US DOE, Office of Energy Research. Figure 1 Example of PARMELA input file. 
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mass specified. Figure 2 shows a snap shot of the fields in 
the first 100 cm of the linac described in the above input 
file. This figure is produced by 'TABLPLOT" from a text 
file written by PARMELA. The TABLPLOT program 
and it's companion QUIKPLOT are general purpose 
window plotting codes distributed with both PARMELA 
and the Possion Superfish code distribution[2]. This file is 
produced by the "ZOUT" line that calls for a snap shot of 
the fields every 30 degrees of the master clock. 

1IPSIHT= 1000 Z liom 0.000000 

PBINTED AT Rl^O,  R2. 0.8000000 
0 100.0000 

WT=   30.0CCdyqree.=j 

-« - 1 

Figure 2: Plot of fields with master clock at 30 degrees. 

PARGRAF 
Pargraf is the graphics code that uses the coordinates of 

the particles that PARMELA writes to two output files. 
One file is the particle coordinates at the end of each 

subnum 8 
output 2 1 1 500 
optcon 11120 340 10 0 5 1 200 1 
begin 
subnum 7 
output 2 1 1 500 
optcon 2 0.1000000 
begin 
subnum 5 
output 2 1 1 2000 
optcon-1.1.0 8 1.2 1.2 200 0 
begin 
end 

Figure 3: Sample control for PARGRAF. 

element for which the input file requests output. The other 
file contains the particle coordinates at the end of a time 
step. The time steps at which output is desired is set on 
the appropriate "START", "CONTINUE", or 
"RESTART" lines. A sample control file for PARGRAF 
appears in Figure 3. One of the pictures PARGRAF 
generates with this control file is shown in Figure 4. 

/ 

/- 

%. J  

t „/ \ \  rp vs. r 
: \ :i 

vs.   J 

clriTonL      27 ZF05=      103.955 QgcOd^lOODDO 

li;i251 pr.      48.41 I.  : 

Figure 4: Sample picture from Pargraf. 

NEW FEATURES IN PARMELA V3.XX 
Unlimited number of particles. But in practice the 
number of particles is limited to about two million 
because of memory limitations. 
3D space-charge routine. Invoke by using the 
SPCH3D line. 
3-D field maps can now be used with the CFIELD 
line that reads in electromagnetic field maps for 
use by a CELL line. 
Coherent synchrotron radiation (CSR) calculation 
is available for use with SCHEFF and SPCH3D 
Unlimited number of cell types. 
Nearly unlimited number of elements. The limit is 
2708 elements. This  limit will increase when 
PARMELA is compiled with the Lahey LF95 
compiler[3]. 
Unlimited numbers of mesh intervals in cell fields 
maps. In 2D field maps, only, the number of 
intervals must be the same in all 2D field maps. 
Unlimited number of traveling-wave accelerators. 
Field   maps   are   available   for   traveling-wave 
accelerators. 
Drift-tube-linac   cell;   RF   field   maps   overlap 
quadrupole fields. 
3D electrostatic and 3D static magnetic field maps 
can be read in with the POISSION line. 
The default extension on the PARMELA input file 
is ".ace". In windows, PARMELA can be invoked 
by double clicking on the input file. 
An optional TABLPLOT file of time-step-data can 
be generated. 

Figure 5 shows an example of a TABLPLOT file of 
time-step-data fi-om running the PARMELA input file in 
Figure 1. PARMELA creates the optional time-step-data 
as input for TABLPLOT if the keyword 
TimeStepEmittance appears in the initialization file 
LANL.INI and if this keyword specifies the name of a 
TABLPLOT input file in the form filename.TBL. If this 
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keyword is present (and has a value other than None), 
then Parmela will write the Time-Step-data file. The Data 
in this file includes the following columns: 

• T(deg) Time step in degrees 
• Z(cm) Reference particle position 
• Xun(mm-mrad) Un-normalized rms X-Xp 

emittance 
• Yun(mm-mrad) Un-normalized rms Y-Yp 

emittance 
• Zun(mm-mrad) Un-normalized rms Z-Zp 

emittance 
Xn(mm-mrad)  Normalized rms X-Xp emittance 
Yn(mm-mrad)  Normalized rms Y-Yp emittance 
Zn(mm-nirad)   NormaUzed rms Z-Zp emittance 
Xrms(mm)       Rms beam size in X direction 
Yrms(mm)        Rms beam size in Y direction 
Zrmz(nim)        Rms beam size in Z direction 
<kE>(MeV)      Average energy 
Del-Erms Rms energy spread 

Figure 5: Example plot of data in TABLPLOT file 
produced by PARMELA 

NEW FEATURES IN PARGRAF V 3.XX 
Higher resolution graphics in Windows. 
Mouse control. 
Pull-down menus. 
More hard copy options. 
More information in the output file. 
Display the previous screen (Back up). 
Skip current SUBNUM series. 
Slice emittance calculations. 
LANL.INI   file   controls   some   initial   display 
options (Background, Movie, Slice). 
The default extension of the PARGRAF control 
file is ".pgf. When the user double clicks on a 
control file with this extension, PARGRAF will 
open the file and plot the data requested. 

PARMELA DOCUMENTATION 
The PARMELA installation comes with a Microsoft 

Word document containing the Parmela documentation. 
This documentation is currently 116 pages long. 
Highlighted links are used extensively in this document to 
conveniently move to the location in the file of interest. 
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PARSEC: PARALLEL SELF-CONSISTENT 3D ELECTRON-CLOUD 
SIMULATION IN ARBITRARY EXTERNAL FIELDS* 

Andreas Adelmann^ and Miguel A. Furman, LBNL, Berkeley CA 94720, USA 

Abstract 

We present PARSEC, a 3D parallel self-consistent parti- 
cle tracking program which allows electron-cloud calcula- 
tions in arbitrary external fields. The program is based on 
an general particle tracking framework called GenTrackE 
[5]. The Lorentz force equation is integrated with time as 
the independent variable. A 3D parallel Multigrid solver 
computes the electric field for the drive beam in the beam 
frame, while the space-charge field of the electrons is com- 
puted in the lab frame. The resulting total field, obtained by 
superposition, acts on both the beam particles and the cloud 
electrons. Primary and secondary emission takes place at 
each time step of the calculation. This sort of computation 
is only possible by the use of massive parallelization of the 
particle dynamics and the Poisson solver in combination 
with modem numerical algorithms such as the Multigrid 
solver with Gauss-Seidel smoothing. 

INTRODUCTION AND MOTIVATION 

The electron-cloud effect (ECE) has been investigated in 
various storage rings for several years now [1]. The ECE 
arises from the strong coupling of a two-species plasma 
with the surrounding vacuum chamber. Several analyti- 
cal models and simulation programs and have been devel- 
oped to study this eifect [2]. Owing to the complexity of 
the problem, these simulation codes typically make one or 
more simplifying assumptions, such as: (i) the electrons are 
dynamical but the beam is a prescribed function of space 
and time; (ii) the beam is dynamical but the electron cloud 
is a prescribed function of space and time; (iii) both the 
beam and the electrons are dynamical, but the electron- 
wall interaction, particularly the secondary emission pro- 
cess, is either absent or much simplified; (iv) the geometry 
of the beam and/or vacuum chamber is much simplified (eg. 
round beams and/or cylindrical chambers); (v) the simula- 
tion "looks" at only one specific region of the machine, typ- 
ically a field-free region or one magnet of a specific kind; 
(vi) the forces on the particles, both from, and on, the elec- 
trons and the beam, are purely transverse. Computer codes 
involving these approximations, when applied in the proper 
context, have shed valuable information on one or more as- 
pects of the ECE. 

There are problems, however, in which any of these ap- 
proximations may render the reliability of code inadequate 
for a quantitative understanding of the dynamics. One such 
example concerns problems involving very long, intense. 

*Work  supported  by  the  US  DOE  under contract  DE-AC03- 
76SF00098. 

^ AAAdelmann@lbl.gov 

bunches with significant variation in the longitudinal pro- 
file, which require a self-consistent, fully 3D simulation, 
including a full description of the storage ring lattice (or at 
least, a section of the lattice at least as long as the bunch). 
Another example might be the simulation of damping rings 
for future linear colliders, which make significant use of 
wigglers. In this article we report on progress towards the 
goal of a fully self-consistent and realistic simulation of 
the ECE which, in its final stage, will not invoke any of the 
above-mentioned simplifications. 

THE OVERALL SIMULATION MODEL 

Self-consistent Formulation 

Let the particle coordinates of particle k he Xk = 
{<li,Q2,q3)k, and the normalized velocity he Pk = 
{vx/c, Vy/c, V;,/c)k where c is the speed of light (all quan- 
tities in MKS units unless explicit stated otherwise). We 
consider ^ = 1,2, • • • magnetic elements which makes up 
what is called the lattice L. Defining / = {1,2, ■ • •} and 
J = {1,2, • • ■} the index sets for the beam particles and 
electrons, respectively as unique identifiers, we are able to 
distinguish beam particle {i e I) and electron coordinates 
0' € J) in an natural way (see Figure 1 as an illustration). 
For each particle fc e / U J we solve formally 

bFram e 

y   ■ 
rj 

, f a 

7 
X 

')    )  , r 
y    ^ ■^^.^■:::.-':.-^- \^' 

arbitrary Lattice 

■L_ )i 1  

Figure 1: (color) Geometry and Particle domains. 

dt 
= F{xk,t) (1) 

F{xk,t) ^'=   iEixk,t) + pk >^ B{xk,t))    (2) 
Ikirik 

where ruk and qk is the mass and charge of the particle, 
respectively, and -jk its usual relativistic factor. 

The lattice magnetic field Bext in cylindrical coordinates 
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is represented by: 

^p = 22 ^■m,nImi'"'f'zP) sin(m^) cos{nkzz) 

B^ = ^Cm,„—-—Im{nkzp) cos{m<p) cos(nfc^z) 

Bz = ~2^(^,n—r—Im{nkzp)s\Xi{m(l>)cos{nkzz). 

(3) 

where 7„ is the usual modified Bessel function, which sat- 
isfies I'minkzp) = \[Im-i{nkzp) + Im+i{nkzp)]. In this 
formulation we will treat coasting beams only although 
it is straightforward to include acceleration. The poten- 
tial 0 is obtained by solving two Poisson problems with 
Pe{xj) and pb{xi) the electron and beam charge density. 
Let x'i = C{xi) with C denoting the proper Lorentz trans- 
formation from the laboratory to the beam rest frame. The 
first Poisson problem, in which the beam charge density pb 
is the source, reads: 

A(^(fO = -EML^ xiencn^ 
eo 

<p{x'i) = 0, f ■ e an. 
(4) 

Upon Lorentz-transforming back to the Lab frame, this 
yields both an electric (Eb) and magnetic field (Bb). As- 
suming that the electrons are sufficiently non-relativistic, 
which is typically a good approximation, we can neglect 
their contribution to the magnetic field, and we can solve 
in the laboratory frame for the second Poisson problem, in 
which the electron-cloud density pe is the source, 

A,^(f,) = -^i^, XiencTl" 
Co 

4>{xi) = 0, f j e dQ, 
(5) 

thus the fiill answer is obtained by superposing the two 
fields: 

F{xk,t) = :^{Ee{xj,t)+Eb{Xi,t) + 

I3k X (BextiXk, t) + BbiXj,t))) 

where Eg is the electric self-field of the electrons. 

Secondary Emission Model 

When an electron strikes the vacuum chamber wall, it 
can be absorbed or can generate one or more secondary 
electrons. In our computations we simulate this process by 
a detailed probabilistic described elsewhere [3]. This pro- 
cess incorporates, as inputs, the measured secondary elec- 
tron yield (SEY) S and the energy spectrum of the emitted 
electrons, dS/dE for a given vacuum chamber surface ma- 
terial. The three main subprocesses, namely elastical re- 
flection, rediffusion, and true secondary emission, are in- 
cluded. We are not concerned for the moment with the 
processes responsible for the generation of primary elec- 
trons (chiefly the photoelectric effect, ionization of residual 

gas, and stray beam particles striking the vacuum chamber 
wall), since these process is simpler to simulate with phe- 
nomenological models. 

Time Integration 

The code integrates (1) using a 4th-order Runge-Kutta 
method, with adaptive time step control for the electrons. 
We estimate the time step Tj by considering the cyclotron 
frequency Wg = eB/nie, consequently 

(7) 

is defined upon the factor K. Defining e^in and Smax the 
minimum and maximum error tolerated we estimate K us- 
ing two Runge-Kutta steps and Richardson Extrapolation 
[6]. Choosing an initial step size T, by setting X = 1 and 
let ui be the result of an Runge-Kutta step of length Tj. 
Let U2 is the result of two subsequent Runge-Kutta steps of 
length Tj/2. We then estimate the error by e = |ui - W2|. 
Richardson Extrapolation is then be used to set K corre- 
sponding to an error-range as defined. This procedure will 
guarantee the minimal work in order to achieve a desired 
accuracy, considering the dynamic of the individual parti- 
cle. 

#1   Vi e / 
#2 for m = 1 to JV 
#3 Integrate equation of motion 
#4 end for 

#5 calculate p^  drive beam 
#6 generate electons 

#7 VjeJ 
#8 while timeLeftj > 0.0 AND NOT ATTHEWALLj 
#9    Integrate equation of motion 
#10   if Cxj ^ n) 

#11    status of particle j  equal to ATTHEWALL 
#12   end if 
#13 end while 

#14 \/jeJ 
#15 if status of particle j  equal to ATTHEWALL 
#16   generate secondaries 
#17 end if 

#18 if secondary generated goto #7 
#21 Ccilculate space charge 

Figure 2: Tracking Algorithm 

Particle Tracking Procedure 

As a first step towards a full lattice simulation, we 
model a portion of the magnetic lattice by imposing pe- 
riodic boundary conditions in the z coordinate, for exam- 
ple one half of the PSR circumference or one FODO cell 
of the LHC arc. Further, we assume a constant number 
of particles in the drive beam, and a fixed number N of 
time steps of size AT. AH electrons z e 7 and protons 
3 e J are advanced by iVAT followed by a space-charge 
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calculation. The simplified algorithm for advancing all 
particles by NAT in time is pictured in Figure 2, where 
timeLeftj = NAT - tj and ATTHEWALL indicate that 
a particles hits the vacuum chamber (we left out some of 
the indexes where the meaning is deducible form the con- 
tents), p^ is the longitudinal charge density of the drive 
beam which determines the distribution of the generated 
primary electrons. 

Poisson Solver 

For the Poisson solver, this type of simulations is very 
demanding. First of all, the computational domain fi is 
very large and almost completely filled with simulation 
particles. Second, the number of macro particles (or simu- 
lation particles) is huge (many times 10^) and the number 
of time steps is large as well. The Poisson solver uses a 
semi-unstructured grid as shown in Figure 3 to decompose 
n. Linear bases function are used to assemble the stiff- 
ness matrix A and the right hand side fh (discrete charge 
density) is constructed using a area wighting scheme. The 
resulting linear system of equations 

scaling study we use the Seaborg (IBM SP-3) computer at 
NERSC. 

-A^ = —,(?i = o on an: •Auh = h       (8) 

is solved using parallel Multigrid. From the solution Uh we 
back-interpolate and use a second-order finite-difference 
scheme in order to obtain the two electric fields used in 
equation (6). Preliminary performance of the parallel Pois- 

p M TgP/M T TP/M 
8 625,464 3.5e-3 3.1 3.9e-5 
32 306,080 8.5e-3 0.78 8.1e-5 
248 4,751,744 5.90e-3 1.2 6.2e-5 
248 36,998,619 7.50e-3 7.7 5.1e-5 
960 23,312,735 4.85e-3 4 1.64e-4 
2025 405,242,845 6.60e-3 10.7 5.3e-5 
4075 7,166,171,845 8.76e-3 160 9.9e-5 

Table 1: Scalability of the parallel grid generator TgP/M 
and the Poisson solver showing also T, the time in seconds 
for one Multigrid step 

CONCLUSION 
The presented code PARSEC is based on GenTrackE, 

which is written in C++ and is fully parallelized using MPL 
PARSEC advances macro particle of the drive beam and 
die electrons using a 4th-order Runge-Kutta method. Vari- 
able time steps for die electrons according to their dynam- 
ics are used. The arbitrarily shaped computational domain 
is discretized using linear finite elements, the resulting lin- 
ear system of equation is solved efficiently by the use of an 
massive parallel and scalable Multigrid solver. 

We are finalizing the code construction and are about to 
start simulation of a simplified LHC FODO cell, as well as 
some part of the Los Alamos proton storage ring. The issue 
of large aspect ratios in the computational domain and the 
impact of the accuracy of the Poisson solver will be inves- 
tigated in detail, a subject which is of general importance 
in many space charge dominated problems. 
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Figure 3: (color) Finite Element Discretization of fi 

son Solver [4] and die parallel grid generators is shown in 
Table 1 for an toy Poisson problem in S^ (sphere). We 
show in Table 1 the scalability of the grid generator and die 
solver. A method is said to be scalable, if the time (T) times 
die number of processors used (P) divided by problem size 
(M) remains bounded as P and M gets increased. The 
data in Table 1 is given for die grid generation (in column 
3) and for one multigrid iteration (in column 5) with an 
Gauss-Seidel smoodier. Table 1 shows excellent scalabil- 
ity widi respect to die problem size M which is equivalent 
to say we can handle in die order of 10" macro particles 
in a simulation with reasonable computing time. For tiiis 
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Abstract 
We have implemented a particle beam simulation 

engine based on modem software engineering principles 
with intent that it be a convenient model reference for 
high-level control applications. The simulator is an 
autonomous subsystem of the high-level application 
framework XAL currently under development for the 
Spallation Neutron Source (SNS). It supports multiple 
simulation techniques (i.e., single particle, multi-particle, 
envelope, etc.), automatically synchronizes with operating 
accelerator hardware, and also supports off-line design 
studies. Moreover, since it is implemented using modem 
techniques in the Java language, it is portable across 
operating platforms, is maintainable, and upgradeable. 

INTRODUCTION 

To support the operation of the SNS accelerator we 
have built a development framework for high-level 
control applications called XAL (for a description of XAL 
see [2]). The framework includes a simulation engine that 
we call the XAL model subsystem. This subsystem 
works in conjunction with the application framework, or 
as a stand-alone particle beam simulator. XAL contains a 
utility for automatically generating modeling lattices and 
synchronizing them with the operating machine. Here we 
outline the architecture of the model subsystem and the 
mathematical models upon which it is based. 

DYNAMICS 
In all simulations we parameterize phase space using 

homogeneous coordinates in 5l*x{l}. Letting z denote a 
point in phase space it has the representation 

T. = {x   x    y   y'   z   Z    \f (1) 
where the prime indicates differentiation with respect to 
the design path length parameter s. Note that we use {z,z') 
as the longitudinal phase coordinates rather than (z,Ap/p). 
Mathematicians typically use homogeneous coordinates to 
parameterize the real projective spaces 9lP"; they are also 
widely used in computer graphics for three-dimensional 
rendering because translation, rotation, and scaling can all 
be performed by matrix multiplication. 

Single Particle Simulation 

In single-particle simulations we propagate the phase 
space coordinates z of the particle.    Each beamline 

element n is obligated to provide a transfer map M^ 
(embodied by the PhaseMap class) that represents the 
action of the element. Note that the characteristics of this 
map typically depend upon the parameters of the beam 
being propagated. In any case, the particle coordinates 
are propagated according to the transfer equation 

Zn^.,= jMn(z„). (2) 

Although provisions for high-order dynamics are included 
in the PhaseMap class, currently most of the beamline 
elements simply provide a transfer matrix to represent its 
dynamics. This transfer matrix M„e9l'''^ is just the linear 
part of Mn, or Mn=dMJdz and we have 

Zn+i=M„z„. (3) 
Note that because we employ homogeneous coordinates it 
is still possible to perform translations, such as those 
produced by steering magnets, using a transfer matrix. 
Such matrices have the form 

M„ = 

m. 

0 

ffj. 

m. 

0 

Ax' 

1 

(4) 

V 

where Ax, Ax', Ay, ... are the translations along the 
respective coordinate axes. This fact is especially useful 
when performing rms envelope simulations where only 
the linear part of the transfer map is used. 

RMS Envelope Simulation 
For   rms   envelope   simulations   we   propagate   the 

(homogeneous) correlation matrix ae S("^ defined by 

((x^)    (xx')    ...    {x)] 

-K>^ {xx')   {x'^) {x') 
(5) 

* Work supported by the US Department of Energy 
# ckallen@Ianl.gov 

IW (4 - 1; 
where (.) is the phase space moment operator with respect 
to the beam distribution. Substituting Eq. (3) into the 
above then unwinding the definitions forms the state 
transfer equation for rms envelopes 

On+i = {(M„z„ )(M„z„ f) = M„O„M/ . (6) 

Note that these operations do not commute for the full 
fransfer map Ma. Thus, to account for space charge we 
must linearize the self electric fields of the beam. To this 
end we employ a weighted linear regression of the tme 
fields. Considering the A:-plane, we proceed by assuming 
a self electric field E^ of the form 

^x = «o + «i^ • (7) 
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E.-'^ix-ix)), (8) 

Weighting the regression with the beam distribution itself 
yields the following approximation: 

,.K) 

(the moment (E^) is zero by Newton's third law). For 
beams with ellipsoidal symmetry, that is, having 
distributions y(z) of the form 

/(z) = /(z^c-'z), (9) 

the moment (A:£^> can be computed analytically in terms 
of elliptic integrals whose arguments are elements of the 
matrix a. These expressions can be found in the literature 
[1]. Note that Eq. (8) will yield a transfer matrix form for 
space charge effects that may be applied in the same 
fashion as Eq. (6). 

Ensemble Simulations 

The state E of a particle ensemble is represented as a 
collection of phase space coordinates 

E = ^^e'^'x{l]\aBl^}, (10) 
where I^ is an index set. The transfer equation for this 
state object is 

E„„=jM„(E„)={j>t„(Zo)|a£/E„}. (11) 
Although this state can be represented as a point in the 

Cartesian product of phase spaces (5t^x{l})'' where 
At=|E|, it is more constructive to think of it as a set with 
collective properties. This process is most easily captured 
as a software object, which we have done with a class 
Ensemble. Ensemble objects are responsible for 
calculating self-fields and other collective properties. 
There are many ways to compute these fields, including 
grids, finite elements, and direct summation. These 
computation techniques are currently under development. 
We point out that the software is so designed such that 
specific self-field calculations may be swapped at run 
time. Once the self electric fields are computed, the 
ensemble state can be advanced according to the 
equations of motions. Considering the x phase plane, we 
have the approximation 

r 
(12) 

where the relativistic factor y accounts for the collective 
magnetic fields and At is the time step. From the above 
we infer 

Ax'- ^P. 1 ■E.j^As, (13) 
p      Pymc Y^ 

where m is the particle mass and /? is the synchronous 
velocity normalized to the speed of light c, and As is the 
distance traveled along the design trajectory during At. 

SOFTWARE ARCHITECTURE 
We are able to support the various particle beam 

simulation techniques due to a novel approach in software 
architecture. By employing a variant of the 
Element/Algorithm/Probe design pattern introduced by 

Malitsky and Talman [3], we separate the machine 
representation from the beam representation and the 
dynamics calculations. In this scheme, systems for 
representing the accelerator, the beam, and the beam 
dynamics are decomposed into separate software 
components that communicate through the well-defined 

lEIementO— elem:£l«mentS«i 

*add(inelem:IEIement) 
♦concatenateQn seq: ElementSeq 
 11  (ordered) 

•interface* 
lEIemtm 

tgetLansmO: (fouWe 

♦ene/B/Ganfmproiie; IPmbe): douMs 
•WnsfleiUfapfin pni6e: IBrotej: PhasaMap 

»resyrK(| 
*propagele(in probe: IProbe 

I 

^implementation class* 
e\em:Ben»ttt 

*tim3yGain(in proDe; inmMj: doutile 
WnaftrWi^ifinprote ■■ /ftotej: PhaseUap 

|elem:lfar>er| [elem MealDrlfj |elem:ldealMagDlp<il«| j>   |elein:ldMlWGap] 

Figure 1: machine representation component 

software interfaces lElement, iProbe, and lAlgorithm, 
respectively. 

Machine Representation 

A major effort in accelerator simulation is simply 
representing the machine. By decoupling the machine 
representation from the machine's action on the beam, the 
representation then can be used to support any number of 
simulation techniques. Figure 1 is a UML structure 
diagram outlining the machine representation component 
of the simulator. At the heart of this component is the 
lElement interface, which is exposed by any object 
representing a modeling element of the machine. Note 
that we provide the (abstract) implementation class. 
El ement, which provides a variety of common functions 
that modeling element must accommodate in support of 
the lEl ement interface. Most objects representing 
beamline elements are derived from this convenience base 
class. In the figure we see derived classes must provide 
energy gains and transfer maps specific to the modeling 
element, done by implementing the abstract methods 
energyGainO and transferMapQ. 

Shown in Figure 1 is the aggregation ElementSeq, 
which is an ordered sequence of lElement objects. It, too, 
exposes die IEI ement interface, since it may be 
considered a composite modeling element. The values 
obtained here, however, would be the aggregate results of 
all members in the sequence. We also see that the 
Lattice object is just a specialized sequence. Much of 
the Lattice class function is conceptual, however, it also 
provides access to the important mechanisms of probe 
propagation and online synchronization. Through the 
method propagateC) the Lattice object coordinates the 
operation of the machine representation, beam 
representation, and beam dynamics. The online 
synchronization mechanism, which automatically 
synchronizes the Lattice object to the parameters of the 
operating hardware, is accessed via the method resyncC). 
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Beam Representation 

Figure 2 depicts the basic architecture of the beam 
representation conq)onent. The interface to this 
component is called iProbe, as seen in the figure. Note 
that the interface for the dynamics subsystem, 
lAlgorithm, is associated with iprobe. Thus, each probe 
object, representing some aspect of a charged particle 
beam, also specifies its own dynamics. There may be 
several types of dynamics calculations available for any 
particular probe (e.g., linear, third-order, etc.). 

«interfacei* 
gov/sns/xa [/model: IProbd 

*getPosilionO: double 
*getKin6ticEnergyO: double 
*geWgomm(): lAlgorimm 
*updateO        

♦dynamics 
«interface» 

flov/sns/xal/model: lAlgorithtn 
^ *get7ypeO: String 

*vatidPmbe(in probe: IProbe): boolean 
*propagate(in efem : IBtement. in probe: IProbA 

«implementation class» 
Probe 

m_dblPosEtion: double 
-m_dblEnergy: double 
-m_ifcAlgorHhm: lAlgorHhm 

1 
PartictoProbe 

■m.vecSlate : PhaseVecto    •m_matStale: PhaseMatrb 

EnvelopeProbe EnsembleProbe 

-m_ensState: Ensembk 

Figure 2: architecture of beam representation component 
In Figure 2 we see that the (abstract) implementation 

class Probe is provided to assist in the implementation of 
particular probes. It provides necessary bookkeeping as 
well as access to trajectory objects (not shown), which 
store probe histories along the lattice. The maintenance 
of actual probe states is left to the particular probe 
implementation. In the figure we see that the state of a 
Parti cleProbe is the vector of particle phase space 
coordinates, the state of an EnvelopeProbe is the 
correlation matrix of moments up to second order, and the 
state of an EnsembleProbe is an ensemble object. 

Shown in Figure 3, these synchronization objects 
understand the vernacular of both XAL subsystems. The 
children of the Accel eratorNode class, belonging to 
SMF, represent actual accelerator components and 
supports communication with these devices. The 
interfaces derived from lElement represent modeling 
elements. Note that is a one/none-to-many association 
between accelerator devices and their modeling 
counterparts. This condition is necessary because, for 
example, "drifts" are not controllable devices of the 
accelerator and actual devices may require several 
modeling elements to represent (e.g., quadrupoles with 
trim windings for steering, etc.). Referring to the figure 
we see that each type of accelerator device requires the 
implementation of a particular synchronization class that 
understands how to communicate with both the device 
and the modeling element. Once implemented, any 
synchronization request is carried out by invoking the 
abstract method resyncO in the base class. Thus, to 
remain synchronized with the operating machine the 
Lattice object maintains a set of synchronization objects, 
invoking resyncC) on each whenever required. 

-   s(m) 
0 0.5 1 1.5 2 2.5 3 3.5 4 

Figure 4: transverse beta simulations of the SNS MEET 

[gov/sns/xat/smf: :><ccetefaforttode|- 

T 
Krnterface» 

gov/sns/xal/model:iElomen 

Synchronization 

m_nodeMachine: AcceleratOfNode 
m_elemModel: lElement 

-jimpl: ftecfromagnej 

ImpNfifGap 

3S" 
ElectromagnetSyne 

■resync() 

RfGapSync 

3^ 

«interface» 
elem: lEIecfromaflne 

«inleifaoe» 
elem:lRfGap 

Figure 3: synchronization mechanism 

Machine Synchronization 

Synchronization with the operating hardware is 
accomplished through a subsystem based on the (abstract) 
association class synchronization. It supports 
communication between the XAL model system and the 
XAL SMF (Standard Machine Format) system, which 
otherwise have no knowledge of one another. 

VERIFICATION 
To verify the operation of the XAL modeling 

subsystem we have compared the results for single 
particle and envelope simulations against those of 
Trace3D. Figure 4 shows such a comparison for a 
simulation of the SNS Medium Energy Transport 
(MEBT) system. The figure plots the Twiss parameter 
beta in the (horizontal) transverse plane computed by each 
code. There we can see that the results are essentially 
equivalent. 
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New criteria arise when high-current CW linacs are 
considered. The main requirements for such linacs are 
maximal RF intensity reduction, very small beam losses. 

Minimization of CW beam losses in RFQ linac places 
more stringent requirements upon beam perturbations. 
Instrumental errors in vane manufacturing, installation 
and adjustment are sources of such perturbations. Even 
with very small cell parameter deviations the potential of 
such perturbations is high enough both for beam 
transmission reduction and beam quality degradation. A 
reason enough to such statement is provided by the fact 
that trajectories even for "ideal" (without perturbations) 
RFQ channel are spaced in the immediate vicinity of vane 
surfaces. 

Hence to choose RFQ channel optimal parameters 
random perturbation influence have to be taken into 
account and estimation of tolerances must be given. The 
goal of the LIDOS.RFQ.Designer package [1-5] 
development is to help user to solve this problem. It will 
be recalled that the package contains codes with three 
levels of mathematical model complexity. 

The first-level codes make only a preliminary choice 
of the main parameter arrays on the basis of a simplified 
physical model. These codes are richly supplied with 
visual information that helps to find the best hnac version 
quickly. Separate algorithm branch allows using output 
parameter table obtained by PARMTEQ codes as initial 
information 

The second-level codes are used for channel data 
calculations with the real shape of the RFQ vanes and real 
RF fields. Information firom the first level codes is used 
here as input data. 

The third-level codes are based on information from 
the first and second level codes and on complex PIC- 
models that are needed for a correct beam simulation in 
the chosen channel version. 

New version of the package contains the fourth level - 
"Statistics". Random realizations of channel taking into 
account deviations of vanes fi-om their ideal positions are 
generated. From cell to cell the random deviations are 
statistically independent. To compute the position of vane 
surface we base on the parameters: r - the distance fi-om 
axis to cell beginning, m - vane modulation and L - cell 
length. With perturbations the parameter r is changed 
over a random value A. For cell numbered k we use 

'i ~ 'i + ^it ■ 1° turn the deviations of any vane inside 
cell are statistically independent also. Such perturbation 
leads to changes in focusing field gradient, deviation of 
accelerator axis fi-om ideal line (axis may be presented as 

polygonal line), quadrupole symmetry violation. As a 
result there are transverse beam mismatching, coherent 
beam oscillations about real accelerator axis and 
transverse phase volume increase produced by its. 

If the channel is divided into sections then another 
perturbation are independent deviations of any vane ends 
inside section. 

The code simulates beam dynamics for every version 
of channel. To decrease the time, taken to statistic 
calculation, the visuaUzation of current version can be 
switched off. Because it takes the calculation of many 
random version for sufficient statistic (as a rule no less 
than 50), this procedure is very time consumed, so it is 
possible to stop calculations and to continue it after any 
time beginning from last version. 

The part Advisor offers the supplementary visual 
information for tolerance estimation. In [6] we define 
parameter S - sensitivity of period to perturbations. In this 
case this parameter is determined by relation 

r   1 
5 = B jp(T)\cos27i:r\dT 

V     0 

where B is focusing parameter, p is the envelope of 
matched beam with the emittance of unity in the ideal 
channel. 

Visual information presents the plot of sensitivity 
versus number of cell as well as statistic estimation of 
effective emittance growth and beam center transverse 
displacement. The error integrals are calculated in 
according with relations given in [6]: if ff^ is mean square 
value of focusmg field gradient relative error then the 
probability that effective emittance growth would be no 
more     than     x     is      determined     by     function 

P(x) = l-e-('"^)^'^^, where A^ =—f^S, If o" is error 

of axis transverse displacement then the probability that 
center of output beam displacement would be no more 

than X is determined by function P{x) = 1 - e""''^^, where 
N 

i^^=(T^Y^S;^- For both cases S,^ is sensitivity of cell 

numbered k, N is total number of cells. The general view 
of picture is shovra in the Fig. 1. 

The examples of output pictures of new part 
"Statistics" are shovra in the Fig.2-5. The RFQ channel 
with the frequency 175 MHz, accelerating protons from 
energy 0.05 MeV to energy 2 MeV have been used as 
example. The statistic have been calculated for two values 
of tolerance -10 \ixa (Figs.2,4) and 25 tun (Figs.3,5). 
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Fig.2. 
Statistics of RMS-EmittanceXX' 

Mean - 0.28, Sigma - 0,0!, Ideal - 0.28 
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0.29 
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Fig.4. 
Statistics of Total Emittance XX" 
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Fig.3. 
Statistics oi RMS-EmittanceXX' 

Mean - 0.34, Sigma - 0.05, Ideal - 0.28 
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0.7 0.35 
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Fig.5. 
Statistics of Total Emittance XX 

Mean - 3.08, Sigma - 0.18, Ideal - 2.60 

Probability 
0.7 
0.8 
0.9 
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3.13 
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3.39 
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Sensitivity(cell) 

Total Channel Sensitivity = 9081.7 
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TEMPLATE POTENTIALS TECHNIQUE WITH FULLY- 
PARAMETERIZED FIELD SOLVER FOR HIGH-CURRENT BEAMS 

SIMULATION* 

L.G. Vorobiev and R.C. York, NSCL/MSU, East Lansing, MI 48824, USA 

Abstract 
A three-dimensional (3D) particle-in-cell (PIC) code 

based on the template potential concept [1-6] has been 
upgraded by inclusion of a fully parameterized model for 
3D space charge force calculations. The dynamics of a 
bunched 3D beam were studied for FODO channels 
having a conducting chamber with an arbitrary elliptical 
symmetry. The simulation results were in a good 
agreement with conventional 3D PIC models, but were 
obtained with ten to one hundred shorter computational 
times. 

1 INTRODUCTION 
Envelope (KV) equations are adequate for modeling a 

coasting two-dimensional (2D) beam with elliptical 
synunetry through linear FODO channels in free space 
[7]. Adaptation of the KV model for rms sizes [8-10] 
provides inclusion of image forces and momenta 
dispersion [11-12]. However, extension of the envelope 
formalism to 3D beam configurations [13] can be 
inappropriate for non-linear image forces. 

General 3D PIC codes provide the most complete 
model, but require significant computational times. An 
alternative approach using templates has been developed 
providing a nearly complete model with dramatically 
reduced computational times [1-6]. Similar to analytical 
models, this approach operates with macro objects and 
expresses the solution for field components via special 
functions, the template potentials, maintaining a good 
generality of dynamics simulation on a micro level. 

2 HIERARCHY OF TEMPLATE 
METHODS 

The grid density is the most time-consuming subroutine 
in general 3D PIC codes. The template approach does not 
require calculation of the 3D grid density. Instead, the 
space charge fields are derived from the convolution of 
template potentials, corresponding to beam shape 
functions S^^y(z), scaled by the charge density A(z) [1,5]. 

The theory of templates was published in [1-6]. These 
template-based field solvers were included as subroutines 
into PIC codes to model dynamics of 3D intense beams. 
1.    One approach [6] used the transverse fields £^,y found 

from the 2D Poisson equation with the longitudinal field 
£z determined by superposition of on-axis template 
potentials or uniformly charged round discs (slices). 

2. A more general approach [3-5] obtained ^^.y from a 
series of 2D Poison equations with a "corrected 
density": Att=-4;rpcorr and Pcon(x,y,z)=p^d^u/dzV47r. 
The latter term was evaluated via an off-axis 
longitudinal field E, derivative: d\ld^=-dEJdz, found 
from the superposition of round template potentials with 
arbitrary transverse density. 

3. An improvement [1-2] was made with the inclusion 
of the driving terms d^u/dz^=-dEJdz and corrected 
density for all off-axis coordinates for any templates 
with elliptical symmetry. The code also used a 
parameterization for E^ field representation. This 
version approaches the generality of a conventional 3D 
PIC algorithm and is appropriate for 3D modeling of a 
bunched beam without axial symmetry, propagating in 
an arbitrary focusing doublet, as shown schematically in 
Fig. 1. 

*Work supported by Michigan State University 

Figure   1:   Non-ellipsoidal   3D   bunched   beam   in   a 
quadrupole doublet (different polarities are indicated). 

3 PARAJMETERIZATION 
For the template technique [1-6], the beam is 

represented as a sequence of templates and the total 
potential ui,eam(x,y,z), including space charge and image 
fields, is represented as a superposition of individual 
template potentials Um,p(x,y,z). 

Template potentials for geometries of different sizes 
and aspect ratios, as shown in Fig. 2, are stored and 
tabulated prior to simulations and will reconstruct the 
potential of a beam with an evolving distribution. 

Since direct storage of all 3D template potential 
functions could require excessive memory demands and 
possibly slow the simulation process, an alternative 
approach was used. The approximation of individual 
template potentials allows an analytical representation [1]: 
"m,p (x, y, z) = exp(a„ (x, y) + a^ {x, y)z + a^ (,x, y)z^) with the 

longitudinal field derived as E,^^f=-{a,+2a2z)u^p{x,y.z). 
The three coefficients a,, j=0,l,2 define both potential and 
field from a template for specific x, y as a function of "z". 
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The approximation for the transverse fields E^^^^ and 
Ey,mp{x,y,z) are obtained with a similar approach. 

0.02 

0.02 

Figure 2: Elliptical templates with different sizes and 
aspect ratios, used to reconstruct the 3D beam of Fig. 1. 

The approximating coefficients {a,} for all three field 
components E^.^p Ey^^p E^„„p can be stored in a library of 
modest memory size. The template fields are now 
represented by a smooth continuous function providing 
faster numerical evaluations for total field (E^^yJ 
reconstruction and the avoidance of computational errors. 

4 ILLUSTRATION OF 3D FIELD 
SOLVER 

As an example of the 3D parameterization, we evaluated 
the beam shown in Fig. 1, carrying a total charge of 10"" 
C in a conducting cylindrical pipe 4 cm in diameter. 

The beam was represented by A'p=10'' macroparticles. 
Figs. 3 and 4 illustrate the procedure. 

0.02 

0.01 

0.00 

S -0.01 

-0.02 
-0.10      -0.05       0.00        0.05        0.10 

Longitudinal coordinate Z [m] 
0.15 

Figure  3:  Macro-particle   {x}-coordinates  (dots),  the 
envelopes (step-wise lines) and smoothed profiles (solid). 

For the vertical direction the algorithm is similar. 

From particle coordinates, we find rms envelopes 
<xW%,p), <y^>^'\z,p) and the shape functions S^_y{z,p), 
scaled by Aiz,p)=XoMz,p) for each j-th thick slice, 
having a with Hi in z-direction. 

with r^,^S,(z), r„,y=Sy(z), rJ=r„J+r^/ and 
o(x,y.z,p)=ab(z)[l-(Az)+ Az))/rjf, see [1,5] for 
details. 

A superposition of template potentials yields the total 
beam potential uteam and E^^y^, fields, as shown in Fig.5. 

10 r^^^^-^—^      1 ^ 
^ 
■SO* 

^04 J 
■3o2 

/-~\ 
X  001 ■ /       \ / \ /'^^^ -"^1 

0.00 1 
> / K--^ -"^^.^ 

■0.01 vx v./ 
-0.02 

-0.10      -COS       0.00       0.05       0.10       015 
Longlbjdnal coordirarts Z (mj 

Figure 4:  Charge  density A(z)  (left)  and the  shape 
functions for horizontal and vertical directions (right). 

.010     -OK      0.W)      CM      0,10      015 
Z[m] 

Figure 5. Template potentials and fields (left). The total 
potential and total fields (right, solid lines) found for off- 
axis coordinates, as functions of "z" and the cross- 
checking results obtained by SOR 3D algorithm (dots). 

Mz,)- N, 
n ' ^m.z^m,y"z 

and /^ 

The number of coefficients {a,} for the potential and 
each field component is less than 9x10^ (see [1] for 
details).    The   total    array   providing   a   full   E^y_, 

jdzj cr(x, y, z, p)dxdy      parameterization is of 2.7x10" in size. With the inclusion 
—       of different charge densities a(x,y,z,p)< say for /7=0,1,2,4 

'' the total number of coefficients would be about lO'. 
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5 BEAM SIMULATION BY 3D PIC CODE 
The parameterized field solver was implemented in the 

3D PIC code and the beam dynamics modeled for one full 
turn in the E-Ring [14] with a focusing lattice consisting 
of 36 FODO periods of length 32 cm and 36 dipole 
magnets each deflecting beam by 10°. The initial electron 
beam was assumed to have an energy of 10 KeV and a 
current of 10 mA (the equivalent generalized perveance 
for a 2D beam would be Q=1.5xl0"*). As an example, we 
considered a beam bunch with rms semi-axes 
0.35cnix0.67cm and a semi-length of 5cm, with initial 
rms emittances e^y=5-10"'ji m-rad, Ap/p=0 (i.e. ^=0), 
propagating along a metal pipe 4 cm in diameter through 
a FODO lattice. No longitudinal focusing was applied. 

Figure 6. Rms-envelopes in the E-Ring. 

Figure 7. (Color) Particle distributions (x.z) and (z,y) for 
s=0, s=6.4 m (20 periods) and s= 11.52 m (36 periods=l 
full turn). Contour lines include 98% of the beam particles 
for each cross-section. Due to the absence of longitudinal 
focusing the beam dilutes in "z" direction and space 
charge forces subside. 

Beam particles were tracked through one full turn of 
11.52 m with the initial, intermediate and final (z^), (z,y) 
distributions given in Figs. 6-7. The number of particles 

used for simulation was 5-10'* and the number of 
templates used to reconstruct the beam potential was 50. 
The dipole magnet chambers were approximated by a 
straight chamber. In addition, the 2D charge density 
oix,y,z,p) was assumed to have a fixed parameter "p". The 
typical calculation time was 30 minutes on a 600 MHz 
Alpha machine. To the best of our knowledge this is one 
to two orders of magnitude faster than using conventional 
3D PIC methods. 

6 DISCUSSION AND CONCLUSION 
General PIC codes may be used to model nearly any 

beam distribution. The template-based formalism is less 
general and would not be appropriate for e.g., filamenting 
beam distributions. The template approach is, however, 
appropriate for those beams which have a priory regular 
shapes and when their 3D geometry may be 
approximately reconstructed by elliptical slices such as 
shown in Figs. 1,2. 

Some of the template limitations can be overcome. 
E.G., the inclusion of changing chamber geometry (bends, 
etc.), off-centered beam bunches and varying parameter 
"p" in o(x,y,z,p), are feasible simply by an extension of 
the tabulated data and the implementation of this upgrade 
is planned. However, clustered, filamenting, or 
disintegrating beam simulation requires a standard 3D 
PIC algorithm with adaptive mesh refinement. 

Preliminary comparisons with standard 3D PIC codes 
give a confidence in a validity of template-based 
algorithms for a large class of beam configurations with 
calculation times one to two orders of magnitude shorter. 

7 REFERENCES 
[I] L.G.Vorobiev and R.C.York, EPAC'02, Paris, June 

2002, p. 1679. 
[2] L.G.Vorobiev and R.C.York, ICCS 2002, LNCS 2331, 

Springer-Verlag, pp. 315-324 (2002). 
[3] L.G. Vorobiev and R.C. York, Phys. Rev. ST Accel. 

Beams 3, 114201(2000). 
[4] L.G. Vorobiev and R.C. York, PAC'Ol, Chicago, June 

2001, pp. 3072-3075. 
[5] L.G. Vorobiev and R.C. York, ibid., pp. 3075-3077. 
[6] L.G. Vorobiev and R.C. York, PAC'99, New York, 

March 1999, p. 2781. 
[7] I. M. Kapchinskij and V. V. Vladimirskij, Proc. Int. 

Conf. on High-Energy Accelerators (CERN, Geneva, 
1959), p. 274. 

[8] P. Lapostolle, CERN Report AR/Int SG/65-15, 1965. 
[9] F. J. Sacherer, IEEE Trans. NS 18, p. 1105 (1971). 
[10] P. Lapostolle, IEEE Trans. NS 18, p. 1101 (1971). 
[II] B. L. Qian, J. Zhou, and C. Chen, Phys. Rev. ST 

Accel. Beams 6, 014201 (2003). 
[12] M. Venturini and M. Reiser, Phys. Rev. E 54, p 

4725 (1998). 
[13] T. Wangler "RF Linear Accelerators", John Wiley & 

Sons, New York (1998). 
[14] M.Reiser et al. PAC'99, New York, March 1999, p. 

234. Web site: http://www.ireap.umd.edu/ebte/ring/. 

3535 



Proceedings of the 2003 Particle Accelerator Conference 

ON-LINE MODEL OF THE SNS MEDIUM ENERGY BEAM TRANSPORT 
LINE* 

A. Aleksandrov, SNS,ORNL, Oak Ridge, TN 37830 USA 
V. Alexandrov, Branch of INP, Protvino, Russia 

Abstract 
An on-line model of the beam dynamics in the SNS 

Medium Energy Beam Transport line (MEET) has been 
developed using MATLAB Graphics User Interface. The 
model performs beam simulation using TRACE-3D 
and/or PARMILA codes. The input data for the 
simulation are generated on-line using settings of the 
transport line elements read from the EPICS control 
system. Simulated beam profiles are compared with wire 
scanner measurements on-line. Various tools are provided 
for estimating and fitting input beam parameters, which 
are not measured in the MEET. This paper provides a 
description of the model and presents results of 
experimental tests during commissioning of the SNS 
Front End. 

INTRODUCTION 
The Front End Systems (FES) of the SNS accelerator is 

discussed in details elsewhere [1]. The medium-energy 
beam-transport section (MEBT) is part of the FES beam - 
line serving to transport 2.5MeV 38mA beam of H" from 
the RFQ exit to the drift-tube linac (DTL) entrance. The 
MEBT is a fairly complicated 3.6m transport line 
consisting of 14 quadrupole focusing magnets, 4 buncher 
cavities, chopper system and suite of diagnostics devices. 

The nominal transverse beam beta-function in the 
MEBT is not periodic but rather irregular with three 
distinct regions: input matching section of 4 quadrupole 
magnets, chopper section of 6 quadrupole magnets in a 
symmetric configuration and output matching section of 4 
quadrupole magnets. Transverse beam size can be 
measured at 5 locations along the MEBT using dual plane 
wire scanners [2]. Longitudinal focusing is rather 
periodic. There are no in-line instruments for direct 
measuring of the longitudinal beam size. Space charge is 
strong enough to provide coupling between horizontal, 
vertical and longitudinal planes and must be taken into 
account in beam dynamics simulations. 

During commissioning beam current and input beam 
Twiss-parameters in the MEBT can deviate significantly 
from the design values. Optical functions required for 
particular experiments can be different from the nominal 
one. Therefore an operator needs a beam dynamic 
simulation tool available on-line in the control room to 
facilitate tuning of the MEBT parameters. The MEBT on- 
line model was written in Oak Ridge and tested during the 
SNS FES commissioning. Details of the implementation 
and test results of the model are presented. 

* SNS is managed by UT-Battelle, LLC, under contract DE- 
AC05-00OR22725 for the U.S. Department of Energy. SNS is a 
partnership of six national laboratories: Argonne, Brookhaven, 
Jefferson, Lawrence Berkeley, Los Alamos and Oak Ridge. 

THE SNS MEBT ON-LINE MODEL 
IMPLEMENTATION 

General Structure 
The MEBT on-line model consists of graphical user 

interface (GUI) for controlling model parameters and 
representing output information; beam dynamics 
simulation engine performing actual calculation of beam 
dynamics; input/output module providing data exchange 
between the model and beam dynamics calculation 
engine; EPICS access library providing data exchange 
between the model and the accelerator hardware; and 
several h'igh-level algorithms performing MEBT-specific 
functions described later. Schematic diagram of the model 
is shovra in figure 1. 

All elements except beam dynamics simulation engine 
are written in the MATLAB [3]. 

Beam Dynamics Simulation 
The core of the on-line model is a beam dynamics 

simulation routine. In order to minimize development 
time and efforts we decided to use the same simulation 
codes that are used for the SNS linac design and off-line 
simulations within the SNS collaboration. For faster 
calculations TRACE-3D beam envelope code is well 
suited; particle-tracking code PARMILA can be selected 
for more accurate simulation. Operator using the GUI 
screen does selection of the simulation code. Standard 
TRACE-3D/PARMILA input and output files are used for 
data exchange between the model program and the 
simulation program. Simulation program is called from 
the MATLAB using the standard OS command call. 

Communication with Accelerator Hardware 
The MEBT on-line model can create input file for the 

simulation engine using input from the GUI or reading 
actual settings from the accelerator hardware. The GUI 
input can also be used for controlling settings of the 
quadrupole magnets and bunchers in the MEBT. 
Measured data from the wire scanners can be read into the 
model for comparison with simulation results. This type 
of data exchange is done through the EPICS control 
system using MATLAB Channel Access (MCA) library, 
which is supported for Linux and Windows operating 
systems [4]. 

HIGH LEVEL ALGORITHMS 
What gives the on-line model its power and flexibility 

is the possibility to write data processing layer between 
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Fig 1 Schematic diagram of the MEET on-line model. 

the hardware and the simulation engine using very 
efficient MATLAB language. Using this mechanism one 
can include in simulation important hardware specific 
features, which is difficult or impossible to describe in 
terms of standard TRACE-3D or PARMILA input 
language. The same mechanism allows building of 
various optimization algorithms combining both measured 
and simulated data. There are two high level algorithms 
currently implemented in the MEET on-line model: 
correction of quadrupole magnets strength due to 
proximity effect and input parameters search routine. 

Correction of the Quad Proximity Effect 
Quadrupole magnets surrounding chopper target in the 

MEET are so close to each other that their fringe fields 
overlap. Correction to integrated focusing strength due to 
this effect is significant and has to be taken into account 
in simulation [5]. Unfortunately correction can't be 
described by static constant because it depends on the 
strengths of neighboring quads and should be calculated 
each time when current in the magnet coil is changed. 
Calculation of the correction term based on measured 
magnetic field distribution is included in the on-line 
model and can be switched on and off from the GUI. 

Input Beam Twiss-Parameters Search 
Twiss-parameters of the beam at the MEET entrance 

are generally unknown. Those parameters are calculated 
using beam dynamic simulations but accuracy of the 
result can't be confirmed by direct measurements due to 
absence of any beam diagnostics upstream of the MEET. 
This is a common problem in beam dynamic simulations 
because any model requires right input parameters in 

order to produce results close to measured values. 
Simultaneous measurements of beam profile at 5 locations 
in the MEET are used to find best approximation for the 
input parameters. Optimization algorithm embedded in 
the on-line model minimizes the difference between 
measured beam sizes and one calculated in beam 
simulation by varying input Twiss-parameters. Set of 
input parameters corresponding to the minimum 
difference is used in all subsequent simulations unless 
parameters of the beam hne upstream of the MEET 
change. When the ion source or RFQ settings change, 
optimization procedure should be repeated to find new set 
of input parameters. The procedure described above 
represents a way of indirect measurement of input beam 
parameters. In principle, it always converges to right 
values provided sufficient number of profile 
measurements along the beam line is available. 

GRAPHICAL USER INTERFACE 
The interface for the MEET on-line model is written 

using the MATLAB and destined for the operative and 
convenient modeling of the beam dynamic both during 
the accelerator operation and for the theoretical 
researches. 

Snapshot of the GUI screen is shown in fig. 2. The 
interface consists of two main parts: MEET parameters 
values assignment and results representation. The quads 
strengths and cavities parameters can be read from file, 
loaded directly from the hardware or assigned manually 
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Fig. 2 GUI screen of the MEET on-hne model 
. 'f   '..^. 

by operator. The interface enables to choose the 
simulation code. The quad proximity effect correction can 
be switched on or off from the GUI. The calculated values 
of the beam profile can be compared with the measured 
ones. Optimal Twiss-parameters of the input beam can be 
foimd by fitting model prediction to the measured beam 
profiles. 

CONTROL ROOM EXPERIENCE 
On-Hne model proved to be a useful tool during the 

Front-end commissioning. Measured beam size agreed 
with model prediction within wire scanner measurement 
accuracy when initial Twiss-parameters for the model 
were foimd using the best fit to the measured data [1]. 
Accuracy of the fit is demonstrated in fig. 3, where spread 
of p and a found from the fit is shown. 
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Figure 3. Spread of the input beam Twiss-parameters 
found using fitting algorithm for different MEET settings. 
Red stars - vertical plane; blue crosses - horizontal plane. 
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PARTICLE TRACKING AND BUNCH POPULATION IN TraFiC"* 2.0 

Andreas C. Kabel* 
Stanford Linear Accelerator Center, Stanford, CA, USA 

aiidreas.kabel@slac.stanford.edu 

Abstract 

Coherent Synchrotron Radiation (CSR) plays an im- 
portant role in the design of accelerator components with 
high peak currents and small bending radii, such as mag- 
netic bunch compressors, wigglers, and compact storage 
rings. The code TraFiC4 has been developed to design 
such elements[l, 2, 3, 4, 5, 6, 7, 8, 9, 10, 11, 12] ; it 
simulates CSR effects from first principles. We present a 
re-write of the tracking and user interface components of 
TraFiCf' . Extensions and corrections include: expanded 
input language; generalized bunch populations (rectangu- 
lar, Gaussian, user-specified function); new element types; 
truly three-dimensional dynamics (i. e., the restriction to 
a single plane of motion has been abandoned), vastly ex- 
panded documentation; documented C++ class interface; 
and improved dynamic load-balancing for parallel comput- 
ers. 

FULLY THREE-DIMENSIONAL 
TREATMENT 

Generalized Local Coordinates 

TraFiC^ now handles fully three-dimensional problems; 
there is no limitation to one plane of movement. This 
makes it necessary to choose a more general system of local 
coordinates: while TraFiC^ does all of its tracking in labo- 
ratory coordinates, as it needs to store the history of all par- 
ticles to calculated the retarded fields, accelerator physics 
is usually done in a co-moving frame. 

As a local system, we choose the Frenet coordinate sys- 
tem associated with an orbit particle's trajectory fo(s), 
where s is the arc length. The co-moving frame is spanned 
^y ^(s). r'ais), and f^(s) x fj|'(s); the associated normal- 
ized vectors are t{s), n{s), and b{s). Given another parti- 
cle trajectory f{s{t)), parametrized by the lab time t, we 
find that particle's local coordinates x, y, I by f{s{t)) = 
xn{s{t) +1) + yb{s{t) + I). Note that this decomposi- 
tion is not unique, as there might be several I for which 
tisoit) +1) ■ (f(s(i)) - f(so{t) +1)) = 0. TraFiC^ starts 
looking around I = 0, however. 

Note that this generalized prescription leads to some un- 
familiar effects, such as x and y coordinate flipping their 
sign when the curvature does or switching roles when a 
sideways bend turns into an upward bend. 

Also note that the prescription is not unique on drifts, as 
r" = 0. We use the parallel-transported n from the last 

*Work supported by Department of Energy contract DE-AC03- 
76SF00515. 

curved section in these cases; by convention, we start our 
beamline widi f(0) || XLab and n(0) || yLab- 

Generalized Dipoles 

It is now possible to rotate Bending magnets around the 
axis of the incoming particle by an arbitrary angle. This 
makes TraFiC- fully three-dimensional, as the movement 
of the orbit particle is not restricted to a plane any more. 

Furthermore, a dipole can be tilted upward and down- 
ward, i. e., rotated around the curvature vector. This turns 
the trajectory of the orbit from a circular arc into a helix 
segment; this generalization might be useful for studying 
the behavior of bunches moved out of the radiation cone of 
their own CSR by such an arrangement. 

Also, the magnet's entry and exit faces may be rotated 
away from a sector-bend setup; the (de)focusing effects in- 
duced by fringe fields components occurring by tilting the 
magnet and its faces in the x and y phase-space planes, 
resp., is modeled by sandwiching the dipole between thin- 
lens (de)focusing elements. Neighboring wedge elements 
of the same strength, but opposite signs, are canceled au- 
tomatically. Neighboring dipoles need to have compatible 
exit and entry faces; otherwise, an arbitrarily small drift 
space in between is required. 

OBSERVER GRIDS 

Sometimes it is of interest to calculate the fields due to 
CSR not only within the bunch, but at observation points 
far away from the bunch. TraFiC* now allows to specify 
such observation points. It is most convenient to do that 
with reference to the beam-line coordinates. A new beam- 
line element type ObserverGrid was introduced for this 
purpose; it has parameters nt,f„i„,fm„^;ns,s„i„,s„ax; 
^x, Xmin, Xmax\ ny, ymin, Vmax', (3s,Px,Py It will Cre- 
ate four-dimensional lattice of size nt,ns,nx,ny, span- 
ning the spacetime interval [tmin, tmax] ® [smin, Smax] ® 
[xminy^max] ® [ymin,ymax]^ whcre t refers to the labo- 
ratory time and s, x, y refer to the local tangential, radial, 
and transverse direction, resp. The observation grid moves 
with a speed of c/3. The^quantities calculated are the total 
force per charge E + c0 x B md the energy change per 
charge E- 0. An arbitrary number of QbserverGrids can 
be defined. 

Fig. and show field profiles over time and transverse 
(i. e., perpendicular to the curvature of the magnet) coordi- 
nates in the middle of a dipole of curvature 1/m and length 
2m. The 100 x 100 grid was specified by writing the beam- 
line as 
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param Beamliiie=Group (Bend (1., 1.), 
ObserverGridClOO, -bunchlength, 5.*b\mchlength 
1, 0., 0.. 
1, 0., 0.. 
100, -bunchlength, bunchlength, 
0. , 0., 0. 
). 
BendCl., 1.) 

)); 
The first field profile is due to a Gaussian bunch, the sec- 

ond is caused by a rectangular bunch, softened by a Fermi- 
Dirac distribution. 

E Field MagniUide [V/m] 

rme [s] 

,    -O.OOTransverse Offset [ml 
^.002 

,   ^003 

Figure 1: Field vs. time, transverse offset plot Beam pa- 
rameters: E = 150MeV;(5 = 1.0nC,o-s = Smm,ay = 
as/10 

E Field Magnitude [V/m] 

>K^ 

0 OOTransverse Offset [m] 

Time [s] 

Figure 2: Same as , but for an almost rectangular charge 
distribution (softened by a Fermi-Dirac distribution with 
T=l/15) 

BUNCH SETUP 
One of the biggest hurdles to successfully use TraFiC'^ 

in its previous versions was the awkward way of setting up 

bunches. TraFiC"* knows three kinds of bunches: gener- 
ating bunches, comprising weighted, smoothed-out macro 
particles which generate the fields and may or may not 
move under the influence of their own fields, depending 
on whether or not the user expects these effects to be im- 
portant; optical bunches, which do not generate fields, but 
feel the perturbations of the fields caused by the generating 
bunch(es), and sampling bunches, which sample the fields 
of the generating bunches, but are not influenced by them 
(they can be viewed as co-moving ObserverGrids). 

Generating bunches consist of one-, two-, or three- 
dimensional extended Gaussian charge distributions whose 
centroids are tracked according to the magnetic lattice 
and possibly the bunch's fields. All other bunches com- 
prise point particles, which can bear a charge (or statistical 
weight), which will be used in calculating collective quan- 
tities such as dissipated power, rms values, Twiss parame- 
ters. As sampling and optical bunches do not contribute to 
the fields, their setup needs not coincide with the setup of 
the generating bunch(es), so they can be used to study the 
behavior of sub-ensembles of the bunch. 

A bunch in TraFiC^ is now set up by specifying a parti- 
cle class (point, pencil, sheet, or cylinder) and a Generator. 
A Generator is a sequence of extendend phasespace vec- 
tors (extended meaning 6 phasespace coordinates + 1 sta- 
tistical weight); pre-defined generators are cartesian Grids, 
quasi-random sequences, and input from a text file. Gen- 
erators can be transformed into new Generators using a set 
of predefined functions (transform to beam ellipses with 
given Twiss parameters, Scale, Shift, transform to gaussian 
normal distribution), Selectors (first n particles from a gen- 
erator, particles lying on either side of a hyperplane), and 
arbitrary user-defined functions. All transformations can 
be concatenated, allowing for high flexibility in populating 
the bunch. 

SELF-CONSISTENT CALCULATIONS 
TraFiC^ has been augmented by a new algorithm for 

self-consistent calculations. The user now has the choice 
of two algorithms: 

• A "pong" algorithm, in which two initially identical 
copies of the generating bunch cortect their trajecto- 
ries by applying the field of the respective other bunch. 
This mutual cortection is repeated a user-defined num- 
ber of times for each timestep. The deviation of the 
copies' trajectories give a rough estimate of die error 
made in the process. This algorithm, however, some- 
times will converge only for ungainly small timesteps 
or high particle numbers []. 

• A self-correcting algorithm, in which all fields of a 
bunch on itself in a given timestep are collected and 
subsequently applied at once to all particles. The 
trajectories are then corrected up to the end of the 
beamline, and the process repeats (again, the number 
of iterations is user-defined) or advances to the next 
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timestep. This does not give an error estimate, but 
avoids having macroparticles of the generating and re- 
ceiving bunch have a very small but finite distance (as 
generating and receiving bunch coincide). 

OTHER NEW FEATURES 

Memory Requirements 

Memory requirements for TraFiC'* have drastically re- 
duced, as a number of quantities that had to be stored in 
the previous version are now computed on the fly and dis- 
carded. This was made possibly by an overall restructur- 
ing of the code. The asymptotic memory requirements are 
now ll*sizeof (double)+ sizeof (void*) (=92 bytes 
on most machines) per particle and timestep, as opposed to 
234 bytes in previous versions. 

Load Balancing 

The automatic load balancing in the multi-processing 

version has been improved. TraFiC^ allows for the auto- 
matic distribution of particles to processors according to 
the measured speeds in previous timesteps. The load bal- 
ancer will react to changes in speed according to a user- 
selectable inertia. Moreover, the load balancer associated 
with each bunch and ObserverGrid can learn from the 
speed behavior of calculations for bunches treated before, 
distributing particles accordingly. 

Documentation and Source Code 

The documentation of the user interface and tracking 
part has been vastly extended [13]. Also, the class struc- 
ture of the tracking part has been extensively documented, 
which should make it possible for programmers to add their 
own element types or transformer functions [14,15]. 

The source code for TraFiC^ is available from [16]. 
TraFiC'* requires a recent, ANSI-compliant C++ compiler, 
a Fortran 77 compiler, some components of the "boost" ex- 
tension library [17], and an MPI multiprocessing library. 
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A PARALLEL CODE FOR LIFETIME SIMULATIONS IN HADRON 
STORAGE RINGS IN THE PRESENCE OF PARASITIC 

BEAM-BEAM INTERACTIONS 
A. Kabel*, Y. Cai; SLAC 

B. Erdelyi, T. Sen, M. Xiao; FNAL 
Abstract 

The usual approach to predict particle loss in storage 
rings in the presence of nonlinearities consists in the de- 
termination of the dynamic aperture of the machine. This 
method, however, will not directiy predict the lifetimes of 
beams. We have developed a code which can, by paral- 
lelization and careful speed optimization, predict lifetimes 
in the presence of 100 parasitic beam-beam crossings by 
tracking > 10'^ particles-tums. An application of this code 
to the anti-proton lifetime in the Tevatron at injection is 
discussed. 

BEAM-BEAM EFFECTS IN THE 
TEVATRON 

In its current setup, the Tevatron operates with 36 ® 36 
proton/anti-proton bunches, which share the beampipe in 
a helical scheme. During the injection stage, which takes 
place at 150GeV, all 72 interaction points are parasitic. 

During injection, a relatively fast decay of the anti- 
proton current is observed; the lifetimes obtained by fitting 
to an exponential decay behavior are of the order of 1 hour. 
In the absence of the proton beam, the anti-proton lifetime 
is well beyond 20 hours. The proton beam itself is unaf- 
fected, having a vasdy higher charge. Thus, it seems jus- 
tified to assume that the lifetime behavior is due to weak- 
strong beam-beam effects. 

LIFETIME CALCULATIONS 

The beam lifetimes we would like to simulate are of the 
order of Ihour. For the Tevatron, this corresponds to a loss 
rate of < 5.8 • 10"V/tum, where N is the number of parti- 
cles in a weak bunch. 

We choose a direct particle tracking approach to life- 
time calculations, as opposed to the usual dynamic aperture 
calculations. As we are dealing with a proton machines, 
synchrotron radiation damping mechanisms are absent, so 
there is no namral limit on the number of tums one needs to 
track. Assuming that we need to observe 10^ particles be- 
ing lost during the tracking procedure to get decent statis- 
tics, we need to simulate > 1.7 ■ 10^°Particles • Tums. As 
we are interested in the injection stage, where we assume 
that all parasitic crossings will contribute to the dynamics 
of the beam, > 1.2 • 10^^ weak-strong interactions need to 
be simulated. The computational effort necessary is clearly 
out of the range of single processor machines. 

Parallelization clearly is needed to tackle the problem 
described above. But even when parallelized, the com- 
putational demands of a proton tracking code for lifetime 
calculations are pushing the limits of the computing re- 
sources available to us. Thus, a carefiiUy designed, speed- 
optimized code is necessary; only the physics relevant to 
the problem should be included. 

The code PlibB (Parallel Lifetime Calculations with 
beam-Beam) was written with this goal in mind. It is not 
an optics code; rather it assumes a machine description pre- 
pared for it using MADS, using a defined convention of 
marking the interaction points within the beamline. 

Using the MAD input file, a PERL script then rans MAD 
several times to (1) calculate the closed orbit of both beams 
(2) calculate the linear transfer matrices for the anti-proton 
beam between interaction pomts with respect to the closed 
orbit and (3) calculate the one-tum matrix for the proton 
beam with respect to each interaction point. The Twiss pa- 
rameters and transfer matrices are then used by the script to 
generate a C-n- program file, containing an altemating se- 
quence of beam-beam kick elements and linear transforma- 
tions, as well as a single 'aperture', 'twiss', and 'one-tum 
chromaticity' element each (see below). This file is then 
compiled and linked into the main code. 

In the code, we consider fully coupled motion, which 
is handled the following way: (Roman indices mn over 
1...2N, Greek ones over 1...N.) Let M be the one-tum 
matrix with respect to a given interaction point, it is as- 
sumed to describe stable motion, i.e. all its eigenvalues 
are of unit modulus and pairwise complex conjugate, be- 
longing to complex conjugate eigenvectors: !(„) = A, 
with normalization A,+^/A(^) 

-CM) = ^(M)' 
= i, where J is the sym- 

plectic pseudometric. We can now find correlation matri- 
ces of eigendistributions C^**) = MC'^^^M^ where C is a 
real, symmetric, positive semidefinite matrix. Introducing 

+ C.C. 

•Work supported by Department of Energy contract DE-AC03- 
76SF00515. 

Hi^) = ^(ii)hti)' i*^ is ^^sy to check that C(^) = J^LM 

forms a set on N such correlation matrices. The real nor- 

malized vectors v^^ = ^l/^"^- are real vectors and span 
eigenplanes to which the motion associated with die tune 
v^ is restricted. We can constmct matrices £>„ ± = V(u)± 
and D"' = JDJ^ which transform to a diagonal basis in 
which DMD~^ is a decoupled rotation matrix and DCD^ 
are projectors onto the eigenplanes. Our code determines 
the matrices 0,0-^^ from the one-tum matrix of pro- 
tons and anti-protons. The /i indices are sorted accord- 
ing to the eigenvalue, so coordinates are labeled by the 
associated tune. Emittances are then chosen as to have 
the spatial diagonal elements of the total correlation matrix 
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C = 'Zn E/xC^'^' coincide with the known beam dimensions. 
For the Tevatron at injection, SQ « Sy,ei « ex,e2 « e^ to 
within a few percent. 

Chromaticity can be artificially inserted by reading off 
the eigenchromaticities by analyzing the eigenvalue de- 
pendence of M with energy (in the case of the Tevatron, 
this is in good agreement with the x,y chromaticity output 
by MAD). Then, the appropriate phase advance is applied 
each turn to each particle by going to the eigenbasis, rotat- 
ing by a phase of 2n^Si, and going back to the usual basis. 

ANALYTIC TREATMENT OF THE 
BEAM-BEAM KICK 

The integrated transverse kick of a gaussian bunch can 
be expressed by the Bassetti-Erskine Formula[l] in terms 
of the complex error function w(z). 

The evaluation of w turns out to be the most time-critical 
component of the code. Thus, we surveyed a number of 
implementations, (for a comprehensive list, see [2]); the 
fastest we found are the Chiarella-Matta-Reichel algorithm 
([3]) and brute force, namely, a pre-calculated 2-D lookup 
table and bilinear interpolation. This is good for 10 "^ ac- 
curacy. The lookup method works very well on the IBM 
SP, which has a large data cache; on the PC platform, the 
first method turns out to be faster. 

The implementations were checked with a reference im- 
plementation ([4]). Numerical experiments showed that a 
10~^ relative accuracy or better everywhere is sufficient for 
typical simulation lengths; lifetime estimates (see below) 
are in excellent agreement with code using 10 ~^^ accu- 
racy implementations; test particles begin to showed visi- 
ble deviation from the reference implementation not before 
10^.. 10^ turns. 

Currently, the speed achieved is 10^ 
(kicks,transforms)/second on Intel Xeon and 6.7 • 10^ 
(kicks,transforms)/second on IBM SP. 

Parallelization 

The Weak-Strong is embarrassingly parallelizable; a par- 
allel code merely assigns different chunks of particles of a 
common particle pool to each processor. Communications 
between processes is only necessary when collective quan- 
tities (lost particles, beam sizes,...) are calculated. 

Simplified Distributions 

Usually, one would not expect particles in the core of the 
beam being lost. Therefore, one can use 'de-cored' distri- 
butions where particles near the center of the distribution 
are left out, thus increasing the effective speed of the sim- 
ulation. Different strategies are possible. Clearly, a simple 
cutoff in each phasespace dimension is not sufficient, as it 
will not be a matched distribution. In action space, differ- 
ent cutoffs are possible , the limiting cases of which are 
(with an obvious notation referring to phasespace coordi- 
nates normalized to unity) 

• An all-dimensional cutoff, i.e., a 2rf-hypersphere of 
radius R cut out: p{x) oc &{\x\-R)e-'^^l'^6i{\x\^)dQ. 
; the ratio of particles within that distribution is 

i=0 ^  '• 

• pairwise radial cutoff, i. e., the direct product of dis- 
tributions with a disc of radius R cut out: p{x) <x 
ni®ixf + pj-R^)e-('^+P^)/^^d''xd''p, here 

Af/iVo = (l-exp(-/?2/2))" 

For d = 3 (six-dimensional phasespace), the latter choice 
(which we use in our code) eliminates more particles for 
typical choices (/? w 1 CT ... 2cr) of the cutoff. Typically, we 
use 2(7 in both transverse direction, corresponding to a sav- 
ings factor of « 4.0. 

Optimized Transport in Beam-Beam Kicks 

The eigendistributions obtained from the one-turn proton 
matrices in each interaction points are used to calculate the 
transverse proton beam profile ellipse. Depending on the 
quantities aiong/atrms, -2{xy)/{x^) - (y^), and its deriva- 
tive, the transport of a particle with non-zero longitudinal 
coordinate or the strong beam's ellipse into the actual inter- 
action point may require to consider (1) the hourglass effect 
(2) the tilt of the beam ellipse (3) an 5-dependent tilt of the 
beam ellipse. Consequently, 6 different routines were writ- 
ten to handle the possible cases in a speed-optimized fash- 
ion. The appropriate routine for a given interaction point is 
determined at the initialization stage of the code. 

LIFETIME ESTIMATES 

During the tracking procedur, the 3 action variables of 
the particle are determined (in the "Aperture" element). 
The action is recorded in the particle's data structure if it is 
greater than actions recorded before. Thus, after comple- 
tion of each turn, one has a record of the maximum action 
for each particle. 

Scanning through Ix,Iy-a.ction space, one can count the 
number of particles beyond a certain Ix, ly. Assuming that 
this action pair represents the physical aperture of the ma- 
chine, one gets a number A^Lost(/x,/y;0 (where t represents 
the number of turns), which is a monotonously falling func- 
tion with respect to Ix, ly for fixed t and a monotonously 
rising function with respect to t for fixed Ix, ly. In order not 
to slow down the code, this scan is typically run after each 
10^... 10'' turns. The instable particles are identified and 
its tag number printed out; in a subsequent run, the code 
can be run with only the instable particles in the initial dis- 
tribution; phase space dumps then are used to help; identify 
the instability mechanism. 

Looking at Nu,st for fixed lx,ly, one can observe typical 
lifetime patterns: a quick loss of particles (due to fast res- 
onances or mismatching effects), going over into a linear 
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behavior for large turn numbers. Extrapolating the linear 
behavior, one can estimate the lifetime, assuming a certain 
aperture, by looking at the slope of the linear part of Niost ■ 
The advantage of this procedure is, of course, the fact that 
it allows to check the connection between physical aperture 
and lifetime for a number of apertures with a single run. 

PARAMETER SCANS 

We run a series of studies, varying proton current and 
chromaticity. The intensities were normalized to unity at 
1000 turns (disregarding, in effect, fast losses due to mis- 
matching). Typical results are given in figures .... The x 
aperture was fixed at > 9a. Fig. (plot courtesy T. Sen) 
shows the results of an exponential fit for the intensity re- 
sults for the chromaticity scan. The apparently decreasing 
lifetimes for increasing apertures near 3<T can be explained 
by the choice of the fit, only for large apertures can the 
intensity be approximated by an exponential function; for 
smaller apertures, /(f) w exp(- y/tjr). Clearly, a better 
model for the I{t) is needed to accurately predict actual 
lifetimes. 

An interesting observation is the increase in lifetime with 
decreasing y chromaticity. This signature is indeed ob- 
served experimentally ^ However, the region of the pre- 
dicted jump in lifetime has not been accessed experimen- 
tally so far. 
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CONCLUSION AND FURTHER 
DIRECTIONS 

Through parallelization and optimized implementation 
of tracking procedures, the PI ibB code is able to calculate 
finite lifetimes caused by parasitic beam-beam crossings 
based on the tracking simulation of « 10'° particles-turns, 
which, as it produces measurable quantities, can be viewed 
as a distinct advantage over dynamical aperture results pro- 
duced by other tracking codes. While we are able to repro- 
duce the signatures of anti-proton loss in the injection stage 
of the Tevatron, the model is not complete. 

The possibly most important physics we are missing 
is magnet nonlinearities. The natural chromaticity of the 
Tevatron due to sextupole elements is extremely high (it is 
compensated down to 8 units, however). While we have 
implemented the effective global lattice chromaticity, the 
high local sextupole content may lead to strong non-linear 
effects. To handle this effects, we have implemented a 
fast truncated power series evaluator and a chain of tools, 
involving MAD and COSY inifinity, which allows us to 
extract high-order maps between interaction points and 
compile them into PlibB. 
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PARALLEL SIMULATION ALGORITHMS FOR THE 
THREE-DIMENSIONAL STRONG-STRONG BEAM-BEAM 

INTERACTION 
Andreas C. Kabel*, SLAC 

Abstract 

The strong-strong beam-beam effect is one of the most 
important effects limiting the luminosity of ring colliders. 
Littie is known about it analytically, so most studies utilize 
numeric simulations. The two-dimensional realm is readily 
accessible to workstation-class computers (cf.,e.g.,[l, 2]), 
while three dimensions, which add effects such as phase 
averaging and the hourglass effect, require vasdy higher 
amounts of CPU tune. Thus, parallelization of three- 
dimensional simulation techniques is imperative; in the fol- 
lowing we discuss parallelization strategies and describe 
the algorithms used in our simulation code, which will 
reach almost linear scaling of performance vs. number of 
CPUs for typical setups. 

TWO DIMENSIONS 

For the simplest parallelization of the strong-strong 
problem, both beams are represented by macro particles. 
We have two parallelizable tasks: the application of fields 
to the particles and the calculation of the fields due to the 
particle distribution. The latter problem is addressed by 
a particle-on-grid algorithm: A discretized charge density 
p^ is used to calculate the electric potential (fy^ by solving 
the discretized Poisson equation. A particle is deposited 
on pj (i, k,... are two-dimensional integer vectors, corre- 
sponding to positions a; = a;o -I- hxii,y = yo + /iy?2 on 
the grid) by adding charge to the lattice sites nearest to 
it with distance-depending weights. We use a thu-d-order 
momentum-conserving deposition scheme[3]. For the two- 
dimensional sub-problem, we make use of algorithms in- 
troduced and validated in [ 1, 2]. 

We divide the particles into pools local to processors. 
For the two-dimensional problem, a single grid is placed in 
the interaction point, perpendicular to the directions of mo- 
tion. A parallelized solver step now is a sequence of: (1) 
collecting p^ from test particles (2) add all pj from particle 
pools (3) distribute sum /sj to solver processors (4) calcu- 
late E^ from pj (5) distribute £j to particle pools (6) apply 
E to test particles (7) transport particles around the com- 
plete ring or to the next interaction point. The transport 
operation involves all of the particle dynamics between IPs 
(usually linear transport (hadron machines) or linear trans- 
port + damping (e* machines)). 

THREE DIMENSIONS 

For the solution of the three-dimensional problem, we 
divide the bunches into Uz longitudinal slices of equal 
lengths hz and slice numbers i^ e [0, Uz), 0 representing 
the leading slice. We now need to place (for both bunches) 
2nz - 1 grids numbered 1 - n^... n^ - 1 at positions 
~^,..., s^ around the IP. 

For each encounter of bunches, 2nz -1 steps need to be 
executed, numbered s e [0,2nz - 2]. In step s, particles 
in slice k e [max(0, s -Uz + l), min(s, n^ - 1)] are de- 
posited on grid ±{k — s) (sign according to the direction of 
flight). All updated grids are then used to calculate fields, 
and the resulting fields are applied to the opposing bunch's 
particles longitudinally nearest to the respective grid. Each 
bunch encounter thus consists of n^ slice encounters com- 
prising 1 two-dimensional deposit/solve/kick step each. 

When the bunch length is comparable to the p function 
in the IP, the hourglass effect becomes significant, meaning 
that the grids far away from the IP have to accommodate 
a larger bunch diameter than the grids close to it. To opti- 
mize resolution, we scale the grid resolutions according to 
h.. ''x,y ^ 

*Woik supported by Department of Energy contract DE-AC03- 
76SF00515. 

Field Calculation 

The field calculation is based on a convolution algo- 
rithm. The discretized charge distribution p^ is con- 
voluted with the discretized Green's function Gj_g   oc 

log Si h'^ f°r *^ two-dimensional Coulomb prob- 
lem. The convolution can be done efficiently by Fast 
Fourier transforming p, doing a point-wise multiplication 
with the Fourier transform G of G, and transforming back. 
If we choose a lattice of dimensions L = [0,2hxnx) ® 
^hyUy), but restrict the support of pto L' = [0, hxTix) ® 
[0, hyUy), the {2nx, 2ny) periodicity of G will not modify 
the potential in L', i. e. the method will obtain the correct 
potential for open boundary conditions. This is the famous 
Hockney trick [3]. To avoid the singularity of the Green's 
function at the origin, we choose a natural smoothing pre- 
scription: we shift the Green's function by \h, such that 
Go = 0, and evaluate the fields at a position shifted by 

The Green's function is pre-calculated at program start. 
As G obeys no simple scaling law for the case of ,8* ^ /3* 
this precalculation needs to be done for each encounter 
point. The method is easily generahzed to non-concentric 
lattices, different resolutions for different beams, and dy- 
namic rescaling of lattices, should the beam dimensions 
change. 
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Parallelizing the convolution method amounts to paral- 
lelizing the local multiplication with G, which is trivially 
done, and parallelizing the Fast Fourier Transform. For the 
latter, we use the high-performance, open-source parallel 
FFT library 'FFrW'[4], Calculation of the electric field 
is done by discretized differentiation with an appropriate 
weight algorithm[2]. The fields can be applied to particles 
by scattering particles to the appropriate slices or by gath- 
ering the fields into the particle pools; we choose the latter 
solution in our code. 

We can make use of an additional symmetry property 
of the system: as there are two rings involved, we split 
the processors into two subgroups, each assigned to one of 
the bunches. The only communication necessary between 
these subgroups is then the exchange of the charge density 
Pl, which can be done after collecting it to the root process 
of the solver. Thus, only a single pair of communicators 
between processes assigned to different bunches is neces- 
sary. 

The advantage of this procedure is due the hardware con- 
figuration of the computer system available to us. On the 
roM SP at NERSC, 16 processors share a node and can 
communicate via shared memory. Communications be- 
tween nodes will be over a fast network, but still be sub- 
stantially slower. Thus, it is advantageous to limit the dis- 
tribution of the Poisson solver, which will involve a large 
amount of all-to-all communications, to one node. By 
the bisection of the problem the communications overhead 
penalty will start to set in at 32 processors instead of 16 
processors. 

Communications overhead can be further reduced by us- 
ing another possible parallelization. As soon as the longi- 
tudinal slice number U;, > I, each encounter will involve 
the independent encounters of several slices. Particle de- 
position and solving the Poisson equation can then be done 
in parallel, making it possible to keep both local to a sin- 
gle node by setting the number of processors in a solver to 
nap < np/2 . However, not every encounter step involves 
the encounter of an integer multiple of ngp, so some solvers 
will have been idling during one encounter. The optimum 
choice for n^p depends on the hardware setup and the ra- 
tio of CPU time usage for solving the Poisson equation and 
particle-grid-dynamics, resp., so it has to be found experi- 
mentally for each given number of particles and grid size. 

THE SLICE ALGORITHM 

While the algorithm described above allows for a great 
flexibility with respect to variable computer parameters 
such as number of processors, number of processors in a 
fast sub-cluster etc., its performance for a higher number 
of processors is disappointing; test runs on the NERSC 
facility show it to go into saturation at « 32 64 pro- 
cessors. This is due to the choice of a common "pool" of 
particles, shared among all processors, with no attempt at 
localization in physical space. Thus, particle localization is 
desirable, however, the dynamics between interaction will 

move a particle from one processor's responsibility into an- 
other's. Care must be taken not to lose in particle man- 
agement communication what was gained by saving field 
communication. 

Consequently, particles should be assigned to processors 
according to their longitudinal coordinate: The longitudi- 
nal dynamics in a storage ring usually is much slower than 
the transverse one, meaning that a relatively small number 
of particles will change processors during a single turn. 

A simple equidistant slicing will lead to a very uneven 
distribution of particles, leaving most of the tracking work 
to the processors responsible for the center slices. This 
can be cured by a Hirata-type slicing [5], choosing bor- 
ders Ci, Co = 00, Cz„ = -00 such that the number of par- 
ticles in [Ci, Ci+i) = Np/n^; the encounter points between 

slices i and fc are chosen at a distance ^^^ from the IP, 
where Zi, z\ are the centers of gravity of the slices in the 
respective bunch. Again, the grids' resolutions are scaled 
according to Zi and /?. 

The Wraparound Algorithm with Idle Cycles 

The processors assigned to the head of the bunch will be 
idle after the centers of the bunches have passed each other, 
as there are no collision partners left. 

One can, however, apply the transfer map of the lattice 
up to the next IP (or to the beginning of the same IP) in 
the first of diese idle steps, and do the next collision in the 
next step. Pparticles from trailing slices may still move 
into a leading slice when they are transported through the 
ring after tiiey have encountered then- last collision partner. 
This can be partially cured by inserting a 'cool-down cy- 
cle', i.e., a slice, after having been fransported, waits for 
one or several additional idle steps, leaving CPUs unused, 
for particles from its trailing slices to catch up. 

Assuming a matched distribution (i. e., p{p,q) = 
P{H{j), q))y and a quadratic Hamiltonian, and scaling the 
canonical variables to CTJ,,, = 1, die number of particles 
moving from a slice qi < g < q-a to a slice 93 < g < 54 
in two-dimensional phasespace during a phase advance 
Acf) = 27rAi/ (or vice versa, as the distribution is invari- 
ant under rotations) is given by the mtegral over the paral- 
lelogram obtained by overlapping one slice with the other, 
rotated slice: 

rli /•«2/sin A(/>+gcot A(/> 
AN = Np        dq dpp{H{p,q))    . 

Jqz J gi / sin Aij>+q cot A<l> 

(1) 
For a gaussian distribution, this integral has to be evaluated 
numerically. 

The acausal leakage rate can now be calculated by use 
of (1), a plot of the maximum acausal leakage rate per torn 
vs. the number of inserted idle cycles is given in Fig. 1. 
The synchrotron tunes are 0.04,0.02, and 0.00072 (PEP 
n HER, PEP n LER, and Tevatron, resp.), the number of 
slices is 11. For the Tevatron, the leakage rate is com- 
pletely benign even for just 1 idle cycle, resulting in near- 
optimal CPU utilization. For the sake of clarity, we give 
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Figure 1: Acausal leakage rate for typical machines and a 
longitudinal decomposition into 11 slices Figure 2: Scaling of a simulation run on NERSC; n^ 

riy = 64, n^ = 16, Vs = 7.2 • IQ-^ 

the wraparound algorithm in some detail for a configura- 
tion of 5 slices and a hiatus of 2. We get the following 
table of operations: Here, Ki stands for a kick due to slice 

Table 1: Sequence of parallel operations for 5 slices and 
a hiatus period of 2; column number=sUce number, row 
number=step number 

0 1 2 3 4 5 6 

^3 K^LFg 

K2 
KiLF^Bl 

^2 

4^« 
F§B\ 

KiLF^B\ 
K3 

K'F^ 

K^LF^B^ ^1 4 
1 

i of the opposing bunch, K^' for a kick due to slice i of 
the opposing bunch in the next IP, L for the transport to 
the next IP, F(S)f for a forward (backward) re-shuffling 
operation involving slices [i, k] (fc(i) being the originating 
slice. Each K operator involves the transport to the ap- 
propriate encounter point and the (un)projection on/off the 
slice before/after the actual kicks step. Each L operator in- 
volves the transport into the IP. The sequence expects and 
releases the particles in completely overlapping bunches, 
transported into the IP. The sequence is synchronized by 
collective operations and leaves no collective operation 
open after the encounter. The Bs' scope is different from 
the Fs': while one has to accept the occasional causality- 
violating particle being transported forward, causality vi- 
olations for B can be avoided by transporting no further 
backwards than to the youngest slice in hiatus. Particles 
not belonging there will move out when it is that slice's 
turn to be originator of a backwards re-shuffling operation. 

We have test-run the code on the NERSC facility; this 
time, we observe an almost linear behavior of the CPU time 
vs. CPU number (Fig. 2). Due to the much more favorable 
localization of particles on CPUs as opposed to the pool al- 
gorithm, a breakdown of this behavior will not set in before 
the most communication-intensive process, field solving, is 
distributed among more than 16 CPUs. Thus, for a typical 
slice number of 32, we expect this point to be reached for 
1024 CPUs. 

Bunch Setup and Random Number Generation 

The simulation code makes use of pseudo-random num- 
bers during the initial setup of the particles and, in the case 
of electrons, for the simulation of noise induced by syn- 
chrotron radiation. The code's result have to be transparent 
with respect to the number of processors used; this means 
that initial conditions and the history of noise should be 
the same for a given particle, no matter what processor it 
is assigned to. As that assignment may change in our al- 
gorithm, a simple solution is to have each particle carry its 
own unique RNG. We use a 64-bit linear congruential gen- 
erator, with Xk+i = aXk +p mod m, where a is an inte- 
ger constant, m = 2^'*. The generator can be made unique 
by chosing p the ith prime for the ith generator; this pre- 
scription will work for all particle numbers we can expect 
to be practically feasible. 

Conclusion and Outlook 

We have developed a three-dimensional strong-strong 
beam-beam simulation code which makes use of a novel 
parallelization scheme. For machines with small syn- 
chrotron mne, CPU utilization is almost optimal. The par- 
allelization is completely transparent. We have verified the 
code's correctness for analytically approachable cases. We 
plan to use it to run precision simulation studies for PEP-II 
and the Tevatron. 
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Abstract 
RF photo-cathode injectors constitute one of the key 

components of many future single pass PEL based 
synchrotron radiation sources. The possibility of reaching 
very high brightness beams had been anticipated by using 
various simulations tools. Several experiments have 
proven that the lmm.mrad normalized projected 
emittance for 1 nC, 10 ps pulses is within reach. For 
optimizing these photo-injectors, a first search of 
parameters is efficiently performed with HOMDYN. 
Further refinement in the tuning is usually obtained using 
a multi-particle tracking code such as ASTRA, 
PARMELA or BEAMPATH. In this paper, we compare 
results fi-om HOMDYN, ASTRA, PARMELA, and 
BEAMPATH for the cases of an S-Band photo-injector. 
Limitations in their accuracy and differences between the 
codes are discussed. 

1 MOTIVATION 
Many codes are available for studying the dynamics of 
intense electron bunches at low energy in the space charge 
dominated regime. Newcomers in the field often ask 
which code to use to start studying a system based on a 
photo-cathode RF gun. In this paper, we compare codes 
which use five very different algorithms to compute the 
space charge: a code which solves the envelope equation 
HOMDYN [1], a Cloud-In-Cell (CIC) code BEAMPATH 
[2], a ring based algorithm PARMELA[3] and 
ASTRA[4], a fast Particle-In-Cell (PIC) algorithm for 
PARMELA spch3d and and a Lienard-Wiechert 
potentials approach for TREDI [5]. The test problem 
studied consists in an S-Band RF gun, a compensation 
solenoid and a drift. Quantities of interest such as rms 
beam size, emittance bunch length could be matched for 
all those codes when optimal running conditions. 

2 DESCRIPTION OF CODES 
HOMDYN 

HOMDYN relies on a multi-envelope model based on 
the time dependent evolution of a uniform bunch[l]. The 
basic approximation, in the description of the beam 

dynamics, lies in the assumption that each bunch is 
represented by a uniformly charged cylinder whose length 
and radius vary, assuming a uniform charge distribution 
inside the bunch. The HOMDYN algorithm is very 
efficient and despite some strong simplifying assumptions 
it allows the quick relaxation of the large number of 
parameters involved in parameter studies, to quickly find 
a reasonably optimized configuration. 

BEAMPATH 
BEAMPATH is used for 2D and 3D simulation of 

axial-symmetric, quadrupole-symmetric and z-uniform 
beams in a chatmel containing RF gaps, radio-frequency 
quadrupoles, multipole lenses, solenoids, bending 
magnets, and user-defined elements. The space charge 
potential of the beam is calculated from the direct 
solution of Poisson's equation by cloud-in-cell method in 
a moving system of coordinates with Dirichlet boundary 
conditions at the aperture and periodic conditions in z- 
direction. Simulation of the beam with large energy 
spread is performed utilizing Green fimction method for 
interaction of particles with individual energies. To 
simulate particle emission in RF photoinjector, the code 
was updated by an additional space charge routine which 
solves Poisson's equation inside a cylindrical iron box. 
This approach automatically takes into account image 
charges arising both from injection plane and from 
surrounding aperture. 

PARMELA/ASTRA 
PARMELA and ASTRA compute the space charge 

force by Lorentz-transforming the particles positions and 
field maps into the average rest frame of the beam. It then 
applies static forces to the various rings of the cylindrical 
map assuming a constant charge density inside a ring. 
This algorithm requires to have at least 5 particles in each 
of the cell of the cylindrical grid. 

PARMELA/SPCH3D 
The SPCH3D algorithm of PARMELA-LANL is based 

on a fast Fourier Transform set on a 3D grid over which 
the electric field is solved to verify Poisson's equation [6]. 
It is quite time consuming as it requires running at least 
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100k particles and small aspect ratios of the cell 
dimensions. This algorithm is nevertheless necessary to 
be used when the aspect ratio horizontal to vertical of the 
beam is more than 2 and when the transverse profile does 
not have a cylindrical symmetry. The automated 
remeshing is included when using this algorithm. 

TREDI 
TREDI is a folly three dimensional Monte Carlo code 

devoted to the simulation of beam dynamics. Space 
charge fields can be evaluated in a point to point or point 
to mesh & interpolation mode, calculating the fields 
according to the Lienard Wiechert formalism and taking 
into accoimt the effects due to the finite propagation 
velocity of signals. This is accomplished by storing the 
histories of macro-particles, and by tracking back in time 
the source coordinates imtil a retarded condition is 
folfiUed. Short bunch injector simulations (as the test 
case) can be run also in a faster "Static" mode, where 
instantaneous signal propagation is assumed. The 
"Retarded" mode allows the simulation of a wider class of 
problems such as CSR effects in bendings. 

3 PROBLEM DESCRIPTION 
The test problem consisted of simulating a S-Band gun 

with an emittance compensation solenoid and a drift for a 
lOps square pulse, 1 mm uniform transverse laser pulse 
producing a 1 nC charge. No thermal emittance was 
included. The solenoid was set to 2.541 kG. 

The first difficulty in performing such comparisons 
consists in implementing exactly the same maps of fields 
(electromagnetic for the gun field and magnetostatic for 
the solenoid). All of the five codes studied can translate 
outputs fi-om SuperFish and Poisson. So identical maps 
were used. The second difficulty consists in using the 
same starting conditions. Each of the codes has its own 
laimching conditions. To check that starting parameters 
were in agreement for all codes, we compared energy and 
beam sizes output for cases run without space charge. A 
very good overlap was obtained with the 5 codes. We 
could then study the single impact of the different space 
charge algorithms. 

4 RESULTS OF COMPARISONS 

Good agreement inside gun 
The rms quantities beam size, emittance, bunch length 

and energy spread could be matched exactly for all the 5 
codes inside the gun. The rms beam size obtained at the 
gun exit was slightly smaller with HOMDYN, see 
figure 1. The differences become larger in the drift which 
follows. 

Some disagreement in drift 
The local maximum in emittance around 1.5 m shows at 

1.2 m in HOMDYN but around 1.5 for all the other codes. 
See figure 2. The first local emittance minimum is nearly 

identical for the multiparticle codes and the agreement is 
not as good for the second minimum. The energy spread 
fi-om HOMDYN is closer to that of the other codes if only 
the core slices are taken into account for the comparison. 

BEAMPATH 
PARMELA 
PARMELA_3D 
HOMDYN 
ASTRA 
TREDI_Lienard 
TREDI static 

5 10 
Position [cm] 

Figure 1.Comparison of evolution of rms beam size, 
bunch length, emittance and energy spread inside gun for 
the 5 codes 

15 

10 

50     100    150   200 
Position [cm] 

BEAIWPATH 
  PARMELA 

PARMELA_3D 
  HOMDYN 
---  HOMDYN (2.50kG) 
 ASTRA 

TREDl_Uenard 
 TREDI^static  

"50     100"   150   200 
Position [cm] 

50    100   150   200 
Position [cm] 

50     100    150   200 
Position [cm] 

Figure 2.Comparison of evolution of rms beam size, 
bunch length, emittance and energy spread up to 200 cm 
for the 5 codes; second HOMDYN case run with 
solenoid reduced from 2.541kG down to 2.5 kO 

5 MESHING IN TIME AND SPACE 
Results depend strongly on the meshing used for the 

CIC code and for the SCHEFF algorithm. As a rule of 
thumb, each mesh should contain about 5 particles. 
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Table 1 - Comparison CPU time 

Code 

HOMDYN 
BEAMPATH 
PARMELA 

spch3d 
ASTRA 
Tredi Stat. 
Tredi Lien. 

Platform 

PC Win 
PC Win 

16 nodes 
PC Win 

CPU 

IGHz 
IGHz 
IGHz 
1.8 Ghz 
1.8 GHz 
1.8 GHz 

Num. 
particles 
75 slices 
10" 
2.5 10' 
10.10" 
1.5 10" 
5.0 10" 
5.0 10" 

Mesh points 
N,xN, 

256 X 2048 
25x75 
32 X 32 X 1024 
20x60 
20x30 
20x30 

Mesh size 

50x50nm-' 

Automatic 
Automatic 
Automatic 
Automatic 

0      20     40     60     so    100   120   140   160   180 
Pof Ition [cm] 

Figure 3. PARMELA results for the different meshes 
described in Table 2; Only the emittance varied for those 
4 different cases, other parameters stayed constant 

Table 2: PARMELA CPU Time on IGHz PC 

time SPACE Mesh. TIME Mesh. Particles 

9846 s 50 X 50 yim^ 1100,0.r then r 25 k 

1286 s 100 X 100 pim^ 1100,0. r then 1 " 12.5 k 

445 s 200 X 200 jxm^ 1100,0.r then 1° 6.25 k 

345 s 100 X 100 nm^ 505,0.2° then 1° 12.5 k 

6 PHYSICS REPRESENTED 

INITIAL ACCELERATION 
A comparison of the dynamics between PARMELA and 

PIC codes [7], has shown that: 
1- the image charge model is good enough to 

represent the boundary conditions at the origin 
2- the computation of space charge forces, performed 

in the frame of the center of mass of the bunch in 
PARMELA type codes, when the Lorentz factor is 
small give good enough results compared with PIC 
or Lienard-Wiechert codes 

3- neglecting the radial force generated from the beam 
self-induced azimuthal magnetic field does not 
affect the results 

It was confirmed with BEAMPATH and TREDI that the 
approximation described in the second is correct. In 
TREDI the approximation is simply not used and 
BEAMPATH can perform computations using a Poisson 
solver  for which individual  energies  are  taken  into 

Integration 
step 
0.13° 
0.1°, r 

Adaptative 
Adaptative 
Adaptative 

CPU 
time (s) 
45 
8000 
9846 
1.4.10" 
420 
7.5 10' 
7.4 10" 

accoimt. The use of this solver for the first few mm is 
very time consuming but did not change the results at the 
end of the gun. 

THERMAL EMITTANCE 
In each of these codes the initial distribution can be 

given such that a thermal emittance is included. None of 
the codes include the physics involved in the generation 
of that thermal emittance. This is one of the key issues of 
the RF-Cathode gun to be tackled. 

SHOTTKYEFFECT 
ASTRA is the only code which includes this effect. 

LONGITUDINAL PROFILE 
Each of the codes can include the rise and fall time of 

the initial pulse but HOMDYN. 
TRANSVERSE NON-UNIFORMITY 

When the transverse profile does not have cylindrical 
symmetry, only 3D space charge algorithm should be used 
as in TREDI or PARMELA in the spch3d mode. ASTRA 
is being upgraded to offer a similar possibility. 

PARMELA-UCLA and PARMELA-LANL include the 
possibility of using 3D maps of fields. It was checked [7] 
that the quadrupole moment present in the S-Band gun to 
be used for LCLS has negligible effects in the dynamics 
of the beam. 
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Abstract 

In beam dynamics simulation a particle beam is usually 
considered as a set of numerous macroparticles. As each 
macroparticle is described by six phase space coordinates 
an enormous amount of computational effort has to be per- 
formed for accurate studies. In order to reduce simulation 
time an ensemble model which also considers the motion 
of individual particles inside the regarded subspace is in- 
troduced. This so-called ensemble model is derived from 
the VLASOV equation and includes the average values of 
the coordinates and momenta as well as the second-order 
correlation parameter. Therefore the number of involved 
particles can be reduced significantly. Based on the ensem- 
ble model the V-Code was developed to perform fast and 
accurate calculations for complete accelerator simulations. 
Its database had been initially designed for the TESLA Test 
Facility accelerator component description but was mod- 
ified to meet also the requirements of the S-DALINAC 
injector simulations. In a further step the object-oriented 
code has been successfully extended to enable the simula- 
tion of recirculation. In this paper the results for the beam 
simulation at the S-DALINAC are presented. 

INTRODUCTION 

A large amount of single particles is required for careful 
examination of the beam dynamics' behavior in accelera- 
tors. Since it is impossible to handle real particles effec- 
tively so-called macro particles are to be introduced to re- 
duce the simulation time and to save computer resources. 
Usually, such a macro particle is composed of numerous 
individual particles interacting with the external fields and 
consequently less NEWTON equations for the coordinates 
and momenta have to be solved. 

ENSEMBLE MODEL 

In contrast to the common stiff macro particles there is 
a possibility to include also the internal movements inside 
such a macro particle using the ensemble model [1]. In- 
stead of solving the VLASOV equation immediately to ob- 
tain the phase distribution function / of the particle density 
in the space of the coordinates and momenta it is conve- 
nient to consider additionally to the first order moments 

M„ =<u>=     uf dfdp (1) 

* Work supported by GraduiertenkoUeg 410/2 
"Physik und Technik von Beschleunigem" 

also second and even higher order moments in the model. 
The first order moments represent the corresponding val- 
ues of a single particle as a whole while the second order 
moments 

Mu,v =< {u- < u >){v- <v>) > (2) 

allow to describe the behavior of the particle distribution 
due to its finite dimensions. The values u and v can be 
any coordinates from the phase space {x,y,z,px,Pv,Pz} 
with the normalized momentum p = P/{mc) in cartesian 
components. 

General Approach 

To calculate the beam parameter along the beam line for 
its different parts it is necessary to obtain appropriate time 
relations for the individual ensemble parameter. If the en- 
ergy spread in the particle cloud is small enough compared 
to the mean energy 

In \A+ <PI> + <PI> + <PI>     (3) 

it is reasonable to implement a linear approximation of the 
encountered energy in a given operating point. Whenever 
the beam is exposed to forces which satisfy the condition 

</xdiv^( 2) >=0 
mc' (4) 

for each ensemble parameter /i € {M„, M„,„} it is possi- 
ble to obtain the differential equations 

-^i^ =< grad,.(M)-^ > + < grad^^(M)-;^ > (5) 
7 mc' 

from VLASOV equation to calculate the time-dependent en- 
semble parameter [2]. Starting from a given set of param- 
eters as an initial condition it is then possible to determine 
the beam characteristics along the whole beam line. 

Time Relations 

In order to implement an algorithm based on the ensem- 
ble model it is mandatory to derive a proper time equa- 
tion for each involved ensemble parameter. The available 
degrees of freedom are apparentiy linked to the maxunum 
order of moments. For an ensemble model which utilizes 
the statistical values up to the second order moments to de- 
scribe the beam characteristics in an accelerator substruc- 
mre it is proposed to formulate the individual time relations 
in the following way: 
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• coordinate relations 

• momentum relations 

Pu 

=<-^> c dt mc' 
• coordinate coordinate relations 
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momentum momentum relations 

     =    < (Pu- < Pu >)—^ > cdt mc" 

+      < (Pv- < Pv >)—^ > (10) 
mc'' 

These general time relations have to be applied to the dif- 
ferent parts of the investigated accelerator structures. Spe- 
cial attention has to be paid to Eqs. (7,9,10) because of the 
ability to provide an interaction point with the essential ex- 
ternal fields. All remaining Eqs. (6,8) are used to establish 
proper update relations. 

V-CODE 

Based on the ensemble model the simulation tool V- 
Code has been constructed [3]. It is organized to handle 
even a very long beam line with a large amount of individ- 
ual beam line elements. Each element covers typical beam 
line properties without any interference to each other. 

Beam Line Elements 

So far a reliable database has been established to provide 
various beam line elements like cavities, drift spaces, steer- 
ers, quadrupoles, and bending magnets. Each part can be 
described by its geometry and by the predominant electric 
and magnetic field along the axes. It is possible to simulate 
the whole system in a step-by-step procedure. The software 
package had been initially designed for the TESLA Test Fa- 
cility linear accelerator but was modified to meet also the 
requirements of a S-DALINAC injector simulation. The 
installed beam guiding system there allows to use the main 
linac several times and this emphasizes the necessity of the 
simulation code to handle even recirculation. 

Recirculation 

To illustrate the recirculating configuration of the S- 
DALINAC a principle layout is given in Fig. 1. It shows the 
injector part together with the main linac and the two estab- 
lished loops. The requirement to implement some modifi- 
cations to the simulation code is obvious if the well proven 
linear approach of the program used so far is to be utilized 
further on. 

^Expsrtmflntal 250 keV 
Araa 10 MaV Injector       Prahuncher    Chopper     . Preflccelerotor 

To Expflrimentol 
Holl      ^ 

m 

Ut Rscroulalion Urdulalor Optfcol Covity    2nd Reciroulalion 

5 m 

Figure 1: Layout of the S-DALINAC 

Bending Magnets 

The first approach to simulate a bending magnet is to 
assume a hard edge model with a constant magnetic flux 
density inside the magnet and a zero field outside. Some 
modifications have to be done if the effects caused by the 
finite extend of the fringe fields are to be also taken into 
account. All regarded external magnetic fields contribute to 
Eqs. (7,9,10) whereas the LORENTZ law J'= vx "acts 
as the only force to calculate the particular contributions: 

dM, Pu 

cdt 
dMu,p, 

cdt 

P 
< - > X 

mc     7 (11) 

dM, 

■ — <{u-<u>)l>x^      (12) 

Pu,Pv 

cdt 

+ 

mc 

— <{Pu-<Pu>)^>x^   (13) 

Coordinate System 

Originally the V-Code was created to simulate the beam 
dynamics in a linear accelerator. To meet the new require- 
ments as close as possible a fixed cartesian coordinate sys- 
tem with its origin located in the gun of the accelerator and 
its z-axis oriented along the beam tube is used. Unfortu- 
nately, this approach does not fit the needs of a recircu- 
lating accelerator structure and a more convenient moving 
curvilinear system has to be used instead. 

3552 



Proceedings of the 2003 Particle Accelerator Conference 

SIMULATION 

All efforts to enable recirculating of the V-Code can con- 
centrate on the study of the bending magnets. In order to 
obtain a comparison with a calculational approach entirely 
different from the ensemble model a usual tracking routine 
has been set up additionally. The obtained results refer to 
an ideal bending magnet with a reference path length of 
0 25 m and a bending angle of 45°. Into its homogeneous 
field a single bunch with the kinetic energy of 10 MeV is 
injected along the reference path. As an additional step a 
second bunch is tracked with an offset of 5 mm to simulate 
off-axes behavior. For detailed studies a subsequent drift 
space of 0 25 m is attached to the magnet. 

In order to implement a moving coordinate system to the 
simulation code two different strategies were examined: 

• fixed coordinate system for simulations inside the 
bending magnet and a one-time rotation after a par- 
ticle reaches the end of the magnet; 

• moving curvilinear coordinate system with successive 
rotations in every simulation step. 

The results for the first approach are illustrated in Fig. 2. 
Due to the proposed fixed coordinate system even the par- 
ticles on the reference path with no offset appear to possess 
a non-neglecting transverse component. 
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Figure 2: Beam location on a fixed coordinate system 

The simulation data for the unshifted and the intention- 
ally shifted bunch in the case of a rotated coordinate sys- 
tem can been seen in Fig. 3. Ultimately, if one is interested 
in studies related to the longitudinal and transverse behav- 
ior of the beam within the magnet it is advisable to use a 
moving coordinate system. The simulation data also show 
that the output which has been acquired on a fixed coordi- 
nate system can be regarded as intermediate results only. 
The necessary corrections for further usage of the data are 
then carried out with a one-time rotation after the ensemble 
reaches the end of the magnet. 
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Figure 3: Beam location on a moving coordinate system 

CONCLUSION 
To enable the simulation of accelerator structures with 

V-Code with respect to recirculation the corresponding up- 
date equations for bending magnets are demonstrated. Two 
different possibilities to handle the rotation of the corre- 
sponding coordinate system are examined and the relevant 
numerical results are shown. In order to verify the results 
obtained by the V-Code, an additional tracking program 
was established. Both codes operate on the basis of a hard 
edge model for the bending magnet whereas no losses due 
to radiation are taken into account. The simulation data 
show that with a rotated coordinate system it is possible to 
unwrap the recirculating beam line configuration of the S- 
DALINAC and to apply the whole database from V-Code 
to further beam line elements beyond the injector part. 
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PERIODIC BOUNDARY CONDITIONS IN THE PARALLEL 
EIGENSOLVER OM3P: APPLICATION OF THE INEXACT LANCZOS 

PROCESS TO HERMITIAN SYSTEMS* 

J. F. DeFord and B. Held, Simulation Technology & Applied Research, Inc., Mequon, WI, USA 

Abstract 
This paper details the development of periodic boundary 
condition support in the parallel fmite-element 
eigensolver 0M3P. 0M3P is based on the inexact 
Lanczos/JOCC hybrid method, and it uses the vector- 
scalar (A-V) basis set that has previously been shown to 
dramatically reduce the computational requirements of the 
method. We will discuss the implementation challenges, 
including proper handling of problem partitioning/load 
balancing for periodic problems. The use of A-V basis 
introduces additional difficulties in the parallel domain, 
and we will show solutions to these problems as well 
omega-beta diagrams for the RDDS structiu-e generated 
on a modest computer cluster using the software. 

THE INEXACT LANCZOS METHOD 
The shift-invert Lanczos method is a standard technique 

for solving the generalized eigenvalue problem 

Ax = ABx (1) 

when the coefficient matrices are large and sparse, such as 
arise in eigenmode analysis of rf cavities using the finite- 
element method. In the standard approach, a shifted 
linear system is formed to facilitate the rapid convergence 
of eigenvalues near the shift point, 

1 {A-aBySx^ (2) 

and at each Lanczos step the shifted system A-aB must 
be solved to high accuracy.. The shifted system is often 
highly ill-conditioned, leading to very poor convergence 
of iterative solvers such as conjugate gradient that are 
used for large systems that cannot be factored. 
Consequently, solution times can be unacceptably long 
even for relatively small problems. 

The coupling of inexact solutions to the shifted linear 
system (Inexact Shift-Invert Lanczos - ISIL) followed by 
Jacobi Orthogonal Component Correction (JOCC) steps 
was proposed by Y. Sun, et al.[l], to address this problem. 
The method was first implemented in the Omega3P code 
developed at Stanford Linear Accelerator Center, and later 
in the 0M3P solver developed by Simulation Technology 
& Applied Research [2]. The technique has been shown 
to be much faster than the traditional Lanczos process for 
large systems, is highly efficient on parallel computers, 
and has been fiirther developed by the original authors for 
complex symmetric (lossy) systems. In this paper we 
discuss an additional extension to Hermitian systems that 
arise fi-om the application of periodic boundary 
conditions. 

PERIODIC BOUNDARY CONDITIONS 
The need for periodic boxmdary conditions arises in the 

design of rf beamline cavities, where it is of interest to 
know the resonant behavior of a periodic (or 
approximately periodic) system of cavities with a 
specified phase advance per cell. When the phase 
advance is a rational fi-action of 360 degrees, one can in 
principle obtain the desired mode by including enough 
cavities in the analysis. A much more computationally 
efficient approach is to model one cavity but enforce the 
requirement that the fields on the entrance and exit planes 
(periodic boundaries) differ only by the desired phase 
advance, i.e.. 

plane 1 
- ''-J^E 

plane 2 
(3) 

If the matrix equation obtained via the finite element 
method without periodic boundaries is given by (1), then 
the application of periodic boundaries transforms the 
equation as follows; 

P^ APx" = ^^ BPx" (4) 

where superscript "7" indicates conjugate transpose, x'' is 
the subset of unknovras that excludes those that occur on 
one of the periodic planes (referred to as "dependent" 
unknovras/sources). Assuming the volume unknovms are 
enumerated first, followed by those on the independent 
periodic plane, followed by those on the dependent plane, 
the matrix P is given by 

P = 
In 0 

0    e-J'^1 
(5) 

where n + /w is the total unknovra count, and m is the 
number of unknowns on the independent periodic plane. 
/„ is the identity matrix of order m, and ^ is the phase 

advance across the cell. 

APPLICATION TO A-V FORMULATION 
In finite-elements used for electromagnetics the basis 

set is composed of vector functions tied to specific 
element entities, including edges, faces, and cells 
(depending on the order of interpolation). Recent work 
[3] has shovra that the addition of scalar fimctions that are 
tied to the nodes yields substantial improvements in the 
convergence rate of iterative solvers such as conjugate 
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gradient, and this approach has been implemented in 
0M3P. The resulting matrix equation can be written in 
the form 

G^AGx = XG'BGy (6) 

where G  is very sparse (at most 3 entries per row). 
Converting to the periodic case yields, 

P'^G^AGPx = AP^G''BGPy (7) 

By eliminating the scalar unknowns on the periodic faces, 
we can interchange the order of Gand Pin Eqn. 7, 
which allows us to express the shifted form as 

G^B G x" p      p     p 
1 

;G;(^^-O5JG,X- 

where 

P'^AP Bp = P^BP 

(8) 

(9) 

and the rows of G that correspond to unknowns on the 
dependent periodic surface have been removed to form 
Gp.     To improve efficiency in 0M3P the   A and 

B matrices are formed explicitly. 

PERIODIC PARTITIONING 
To run a problem on a parallel computer, the mesh must 

be partitioned into parts that can be analyzed on each 
process. An efficient partition is one that minimizes the 
amount of communication between processes as 
compared to the amount of computational work each 
process must perform. For this reason, good partitioners 
tend to create mesh partitions that are blocks of 
contiguous elements. This is not necessarily appropriate 
for periodic problems because the periodic planes are 
logically connected, even though they are physically 
separated in the mesh. 

Fig. 1 shows the procedure used in OM3P for 
partitioning periodic problems. The mesh is initially 
distributed by sending an equal number of nodes to each 
process, and then sending fiill element support for each 
node set, i.e., a given process receives all elements that 
connect to any of the nodes that are ovraed by the process. 

PBC plane 
extraction -iUlsbi£lfil 

Reduced 
node graph 

Jiilif'll'fitiiinii 

Fig. 1: Periodic partitioning flowchart. 

A node graph is created from the initial partition, which 
is a list of nodes coimected to each node via an edge. 

Nodes on the independent periodic plane are then 
matched with the corresponding nodes on the dependent 
plane, and this information is used to reduce the node 
graph to one that excludes the nodes on the dependent 
surface (nodes connected to dependent nodes are 
connected to the corresponding independent nodes in the 
reduced graph). The reduced graph is used by ParMETIS 
[4] to create a load-balanced partition in which 
independent-dependent node pairs are always found on 
the same process. In 0M3P, all of these steps (after the 
initial partition) occur on the distributed mesh because we 
assume that no one process can hold the entire mesh even 
for pre-assembly processing. Thus, even matching of 
nodes between dependent and independent planes requires 
inter-process communication. 

A comparison of the results of this partitioning 
procedure as compared to the non-periodic case is 
illustrated in Fig. 2. 

Fig. 2: Two-processor partitions for non-periodic case 
(left), and periodic case (right). Periodic boundary 

conditions were applied on the small faces on both ends 
of the model. 

COMPUTATIONAL RESULTS 
0M3P has been applied to a variety of periodic 

structures, with one example shown in Figs. 3-4. The 
ISIL-JOCC procedure works well for periodic problems 
formulated with the A-V basis, and we have been able to 
run problems with in excess of 400K elements on dual 
processor high-end workstations in a few minutes of cpu 
time. The floating-point operation count is greater by a 
roughly a factor of two for the periodic case because the 
solution vectors are now complex (the matrix is still 
mostly real, and since the real and imaginary parts are 
stored separately we incur only a small increase in storage 
requirements for the coefficient matrix). A modest 
decrease in convergence rate of the iterative solver has 
been observed as compared to similar cases where 
periodic boundaries are not present (for instance, 
comparing the non-periodic case to the zero phase 
advance case). This behavior is attributed to the 
elimination of scalar unknowns on the periodic faces. 

CONCLUSIONS 
Support for periodic boundary conditions has been 
implemented in 0M3P. Testing indicates no significant 
problems in using ISIL-JOCC method on the resulting 
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Hermitian matrices. Some degradation in performance is 
seen due to elimination of scalar unknowns on periodic 
surfaces, and future work will re-examine this 
requirement. 
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Fig. 3: 1/8 model of RDDS structure (one cell axial 
width). Periodic boundary conditions applied to axial 

faces. Approximately 400K elements. 
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Fig. 4: Dispersion diagram for RDDS cavity. 
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SIMULATION TOOLS FOR HIGH-INTENSITY RADIOGRAPHIC DIODES* 

Stanley Humphries, Field Precision, Albuquerque, NM 87192 USA and 
Thaddeus Orzechowski and James McCarrick, Lawrence Livermore National Laboratory, 

Livermore, CA 94551 USA 

Abstract 
Version 6.0 of the Irak 2D ray-tracing code has new 

features to address simulations of intense electron beam 
diodes for radiography. The modifications support a 
program at LLNL to develop small radiographic sources 
for interior illumination. The application requires a pulsed 
electron beam (>15 kA, 30 ns, 1.2 MeV) confined to a 
three-dimensional focus less than 1 mm in dimension. 
Two key concepts make the application feasible: a 
magnetically-insulated transmission line for connection to 
the pulsed-power generator and a coaxial pinched-beam 
diode for axial localization of electrons. New capabilities 
in Trak include high-accuracy calculations of beam- 
generated magnetic fields with the effects of non-laminar 
or reflex electron orbits and current flow in the anode 
target. The program supports multiple space-charge 
emission surfaces to model effects of ion backflow. 
Models for electron backscatter from the tungsten target 
have also been implemented. Simulations indicate that the 
requirements can be achieved with reasonable 
anode/cathode gaps (> 4 mm). 

Magnet coll 

Outer conductor 
(stainless steel) 

Center conductor (aluminum) 

CRAD - COMPACT RADIOGRAPHIC 
DIODE 

We describe computation work in support of a project 
at Lawrence Livermore National Laboratory to develop 
pulsed X-ray sources for radiography with internal 
illumination. Experimental work is currently in progress 
at LLNL under the direction of Timothy Houck. The 
application requires the transport of about 20 GW of 
pulsed power to an electron diode over lengths greater 
than 1 m with a maximum available transverse dimension 
less than 8 cm. The diode must generate more than 15 kA 
of electrons at 1.2 MV with transport to a spot less than 1 
mm in width. Our approach has three key components: 

• an applied-field magnetically-insulated 
transmission line for power transport, 

• a narrow anode rod for small radial spot size, and 
• a  diode  geometry  that  ensures  electron  self- 

pinching to achieve a small axial spot size. 
Figure 1 shows the transmission line cross-section. 

With an applied field of 0.6 tesla the assembly has been 
shown to withstand pulsed electric fields exceeding 1 
MV/cm. 

The computations discussed in this paper address the 
third issue, optimum diode geometries to ensure electron 
pinches at relatively high impedance (50 D). 

*This work was performed under the auspices of the U.S. Department 
of Energy by the University of California, Lawrence Livermore 
National Laboratory under Contract No. W-7405-Eng-48. 

Figure 1. Magnetically-insulated transmission line, outer 
diameter 7.6 cm 

FEATURES OF TRAK 
The Trak 2D ray tracing code has been imder 

development for over 10 years and is now in Version 6.0. 
Trak is an integrated package for mesh generation, 
electric and magnetic field solution and orbit tracking 
with self-consistent effects of beam fields. The programs 
constitute a fully interactive graphical working 
environment. The foundation of the codes is the 
application of finite-element methods on conformal 
meshes. The approach gives precise field calculations on 
material surfaces for accurate simulations of space- 
charge-limited and field emission. The following new 
features of Version 6.0 address CRAD simulation 
requirements: 

• increased   flexibility   for  multi-species   particle 
generation, 

• advanced methods to find the magnetic fields of 
relativistic beams on conformal meshes, and 

• inclusion of electron backscatter from the tungsten 
target. 

Regarding the first feature, users can now enter particle 
parameters manually from a list and/or request automatic 
generation fi-om emission surfaces in any of the particle 
tracking modes. In the space-charge mode current is 
assigned to emission-surface particles following the 
Child-law prescription with the option for local source 
limits. An emission surface in Trak is a set of contiguous 
nodes on an electrode that have a unique region number. 
Emission facets are the boundaries between material and 
vacuum elements that connect the nodes. Trak 
automatically identifies and organizes facets and then 
divides them into segments associated with model 
particles. The code supports up to twenty emission 
surfaces that can each be assigned a particle species, a 
source   limit  and  an  angular  divergence.   With  this 
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flexibility it is straightforward to model the space-charge- 
limited counter-flow of ions and electrons. Trak uses an 
adjustable time step for particle integration so there is no 
penalty for a large difference in mass. 

The calculation of beam-generated magnetic fields is 
based on the assignment of model particle currents to 
element facets intersected by the orbits. Current enclosed 
within a node can be determined by taking an integral 
along facets to the axis. Current assignment on the 
conformal mesh preserves zero divergence of current 
density and unambiguously defines the sense of current 
with respect to the axial direction. These features are 
necessary to model the complex reflex orbits of electrons 
in a pinched beam. The program also assigns current to 
the source and target facets intersected by the orbits. The 
values are used to determine surface current flow on 
conducting boundaries and structures. In addition, the 
facet currents on the target provide a useful diagnostic of 
axial beam spot size. 

METHODS FOR ELECTRON 
BACKSCATTER 

In the radiography application we seek the maximum 
electron current for a given anode-cathode gap. Therefore 
current-enhancement effects from ion flow and electron 
backscatter are of considerable interest. The Trak code 
was modified to handle electron backscatter fi-om 
tungsten in the energy range 0.0-1.2 MeV. The Monte 
Carlo radiation transport code MCNP was used to 
generate lookup data imder the simplifying assumption 
that the electron emission point was close to its entrance 
point. We further assumed that the incident electron 
distribution would be almost symmetrical in azimuth with 
respect to the local target surface so that variations could 
be ignored. In this case incident electrons could be 
described with two parameters: kinetic energy E and p, = 
cos(9), where 6 is the polar angle with respect to the 
surface. Similarly, the exit electron is parametrized by F 
and n'. The total backscatter probability P^ was calculated 
on a 10x10 grid of (E,\i) values. We also calculated 
marginal probability distributions P(E,E,\i) and P(^'^,n) 
fi'om the coupled probability distribution with similar 
bms. The data were organized into a standard table format 
for input to Trak to facilitate future expansion of materials 
and energy range in the database. 

Figure 2 shows how the backscatter data is applied on a 
conformal mesh. When an incident electron enters a 
tungsten element, Trak searches for the material/vacuum 
surface facet intersected by the orbit vector. The incident 
electron energy E is known while the dot product of orbit 
and surface normal vectors at the entrance point gives \i. 
The model particle current is multiplied by P^. The 
program determines emission energy and direction by 
sampling the marginal distributions. The particle is then 
regenerated with energy E and direction n' (relative to the 
surface normal) at a random value of azimuth. 

Electron backscatter may significantly influence current 
flow in a pinched beam radiation diode. Ion flow is 

Backscaner elements 

Orbit vector 

Surface normal vector 

Vacuum elements 

Figure 2. Representing backscatter on a conformal mesh 

necessary to support a pinch — the negative space charge 
of backscattered electrons enhances the flux of ions 
emitted fi:om the target. Figure 3 shows Trak results for a 
planar diode (1.0 cm gap, 1.2 MV applied potential) with 
a tungsten anode. The variation of electiric field across the 
gap is plotted for four cases: 1) bare electrons, 2) 
electrons and ions, 3) electrons and backscattered 
electrons and 4) incident and backscattered electrons with 
ion flow. The presence of ions in the relativistic diode 
gives an electron-current enhancement factor of 1.96. 
Without ions the inclusion of the space charge of 
backscattered electrons gives a suppression factor of 0.85. 
In contrast, with the feedback mechanism of ion flow the 
presence of backscattered electrons gives an incident 
electron current enhancement of 2.89. 

NESTED COAXIAL DIODE 
SIMULATIONS 

In the small radiographic diode the goal is to generate 
high current within the constraints of a practical 
geometiy. The anode-cathode gap must be large enough to 
avoid plasma closure and to allow latitude for alignment 
errors: Alignment is a concern because the anode is 
attached to the cantilevered center-conductor of the 
magnetically-insulated transmission line. It is also 
desirable that the diode operates consistently for two or 
more shots. This feature would allow at least one test shot 
for a setup. Because the deposited energy density at the 
anode tip (>10 MJ/kg) is sufficient to vaporize tungsten, 
the diode design must be tolerant to changes in the anode 
length. 

We studied several cathode configurations for a fixed 
anode diameter of 1 mm. A hemispherical cathode gave 
promising results but had several drawbacks. The part 
required some fabrication effort and the diode 
performance was sensitive to the relative axial position of 
the anode tip. Figure 4 shows our present baseline design, 
the nested coaxial diode. Here the cathode is a thin 
cylinder of light metal to minimize X-ray attenuation, 
and there is significant cathode/anode overlap (~5 mm). 
With the correct choice of cathode radius, electron flow is 
dominated by magnetic pinching effects creating an anode 
spot less than 1 mm in length independent of the overlap. 
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Figure 3. Variation of electric field in a planar diode with 
incident electrons, ions and backscattered electrons. 

In Trak simulations of diode performance a space- 
charge-limited electron flux was initiated over an 
extended section of the cathode interior and edge. Ions 
were emitted fi-om a 2.0 mm length of the anode near the 
tip. Regarding the origin of the ions, plasma generation is 
inevitable at the energy densities involved. On the other 
hand, the plasma initiation time and the ion transit time (3 
ns for W°) may delay the onset of a pinch. It may be 
necessary to coat the anode with light-ion contaminants. 
Note that the steady-state simulation results are 
independent of ion mass. 

Table 1 shows scaling of diode behaviour with 
cathode/anode overlap for a cathode inner-diameter of 
10.0 mm and 1.2 MV applied voltage. Electron orbits and 
variations of the beam-generated magnetic field are 
shown in Fig. 4. We can draw several conclusions: 

1) Even though the overlap and the effective area of the 
diode varies by a large factor, the total current remains 
abnost constant. The implication is that electron flow in 
the diode is dominated by magnetic pinch effects. 

2) The current initially rises with increasing overlap 
and then falls. The decrease reflects the fact that ion 
emission is limited to a small region near the anode tip. At 
high overlap the ion spray does cover the region of 
enhanced electric field at the cathode edge. 

3) Axial localization of electron deposition improves 
with both increasing overlap and increasing total current. 

4) At 1.2 MV, the critical pinching current in the 
coaxial diode is about 17 kA. 

Table 2 shows results fi-om a set of runs with large 
anode/cathode overlap (-6.0 mm) as a function of cathode 
inner diameter. The results have the foUowmg 
implications: 

1) The total current does not follow the simple diode 
scaling with current approximately proportional to the 
inverse of the square of the gap width. This law predicts 
that current should increase by a factor 2.25 as the 
cathode diameter changes from 12.0 mm to 8.0 mm. The 
simulations show an increase by a factor of only 1.2. 

2) Although the change in current with decreasing 
radius is small, the difference in magnetic pinching force 
is sufficient to change the electron focal properties 
substantially. The electron deposition length on the anode 
drops by a factor of 3.3 at the smaller radius. 

In conclusion, the simulations indicate that the nested 
coaxial diode with a cathode radius DIO.O mm can 
generate high currents if anode ion generation occurs 
quickly. The current levels observed (18 kA) are 
approximately matched to the pulsed-power generator and 
magnetically-insulated transmission line. At high current 
electron motion is dominated by magnetic pinching and 
the axial spot size is less than 1 mm in length. 

Table 1. Diode variation with axial overlap 
A/K overlap (mm) I(ka) Axial size (mm) 

0.0 16.58 2.73 
1.0 16.16 1.83 
2.0 17.19 1.13 
3.0 17.29 0.73 
4.0 16.67 0.63 
5.0 16.52 1.83 

Table 2. Diode variation with cathode radius 

Cathode radius (mm) I(kA) Axial size (mm) 
6.0 15.19 2.44 
5.0 16.14 1.63 
4.0 18.17 0.73 

5.00 

BTheta (tesia) 

tSsmm value: -8.000E-K10 
Jaxinm value: 2.000E-01 

-7.658E+00 
-6.975E+00 
-6.292E+00 
-5.608E-rtlO 
-4.925E+00 
-4.242E+00 
-3.559E+00 
-2.875E+00 
-2.192ErtO 
-1.509E-t00 
-8.253E-01 
-1,420E-01 
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Figure 4. Electron orbits and beam-generated magnetic field in the nested coaxial diode. 
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DEVELOPMENT OF 3D FINITE-ELEMENT CHARGED-PARTICLE CODE 
WITH ADAPTIVE MESHING 

L. Ives, T. Bui, W. Vogler, Calabazas Creek Research, Inc., Saratoga, USA 
Mark Shephard, Debyendu Datta, Scientific Computational Research Center, Rensselaer Polytechnic 

Institute, NY 

Abstract 
A number of new RF sources are in development that 

require complex analysis of steady-state, charged particle 
trajectories. A few codes are currently available; however, 
they are difficult to use and place severe demands on 
computational resources. A new program is nearing 
completion that addresses issues of problem setup and 
significantly reduce the computational requirements. In 
particular, the code accepts geometrical input from 
standard CAD of solid modeling programs, provides an 
intuitive graphical user interface for attribute assignment, 
and requires no user setup of the computational mesh. 
Meshing is fully automatic and adaptive. The mesh 
adaptation dramatically reduces the size of the 
computational problems, often by three orders of 
magnitude, while maintaining or increasing the accuracy 
over conventional fixed mesh codes. The program 
includes both electrostatic and magnetostatic field solvers 
and a fully relativistic particle pusher. The code is 
intended for engineers and scientist involved in design of 
the next generation of complex, 3D, charged particle 
devices. 

INTRODUCTION 
Calabazas Creek Research, Inc. (CCR), in cooperation 
with the Scientific Computational Research Center 
(SCOREC) at Rensselaer Polytechnic Institute, and 
Simmetrix, Inc., is completing development of a 3D, 
finite element, adaptive niesh program for designing 
electron guns, collectors, and other charged particle 
devices. The program is called Beam Optics Analysis 
(BOA) and includes an intuitive, user-friendly, graphical 
user interface (GUI) and integral, 3D, magnetostatic 
solver. The adaptive meshing eliminates requirements for 
user input of mesh information, dramatically simplifying 
problem setup, especially for 3D problems. The adaptive 
meshing also reduces the number of nodes to the 
minimum necessary for problem solution, significandy 
reducing the computational requirements and problem 
execution time. 

PROGRAM STRUCTURE 
The GUI provides input of geometrical information fi-om 
any program that outputs ACIS or ParaSolid formatted 
files, which includes most all commercially available 
CAD programs. The geometrical information is 
transferred to a display program for assignment of 
attributes to objects and surfaces. Typical attributes 

include voltages, emission surfaces, and material 
properties. Material properties include conductivity, 
dielectric properties, work function, secondary emission 
properties, and magnetic properties. For emitters, the user 
will be able to input work function and temperature 
information. Future versions will allow variation of these 
parameters across the emitting surface. Properties for 
commonly used materials will be built into the GUI. 
Prototype GUI screens are shown in Figure 1. 

Eratlsi 

Ddho do           C Themionic   (~ lr«ectedSe«n 

p Th«i««nic Calhodii Ropertin 1 

TmpoialuetlOSO   ]                  C 

WorkFuncfiooCIB  P                eV 

InpiiDala     |                                   Biowsa..| 

Figure 1. Prototype GUI screens in BOA. 

Once the attribute information is assigned, the user inputs 
programmatic information, including the accuracy 
requirements, number of iterations, and convergence cri- 
teria. The program will also have a restart capability. 
Upon initiation of program execution, the geometrical 
information is transferred to MeshSim, the mesh 
generator, which creates the initial mesh based on user 
and geometrical information. A simple example is a 
charged cylinder in a square box, shown Figures 1 & 2. 
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Figure 2. Single cylinder in a box 

The initial mesh is used to solve Laplace's Equation 
throughout the region preparatory to emitting electrons 
and solving Poisson's Equation. For the example problem, 
electrons are emitted from the left boundary and 
accelerated to the right. As the problem evolves, the mesh 
is adapted based on the electric field values and the space 
charge of the electrons. Figure 3 displays the initial mesh 
and the final mesh for the sample problem. In addition to 
refining the mesh in regions with high electric field 
gradients and space charge, the element density is reduced 
where the accuracy criteria is exceeded, such as at the 
problem boundaries. Consequently, the number of 
elements is reduced to the minimum necessary to solve 
the problem. For the sample problem, the number of 
initial elements was 1641, and the final iteration contained 
2690, despite the fact that the element density at the 
central cylinder increased by more than one order of 
magnitude. Equivalent accuracy with a fixed mesh code 
would require more than 55,000 elements, approximately 
20 times die number required by BOA. 

The trajectories for the sample problem are plotted in 
Figure 4. The BOA results are being compared with 
analytical problems to verify the accuracy and optimize 
the performance. The GUI is also being completed to 
facilitate generation of input data and provide post 
processing. Problem setup is being tested with AutoCAD 
and SolidWorks. 

Figure 4. Electron trajectories for sample problem. 

The program includes an integral, 3D, magnetostatic 
solver. This allows design of the magnetic circuit in 
parallel with the electrostatic configuration and eliminates 
import of magnetic field information from other 3D 
programs, though the code will have capability to import 
field information from Maxwell 3D and MAFIA. 
Calculation of self magnetic fields is included. 

Development of the magnetostatic solver required 
considerable effort, including development of a new class 
of tetrahedral element to allow precise matching of 
boundary conditions across element faces. This was a 
joint development between CCR and researchers at 
SCOREC. Information on the components and 
performance of BOA will be presented. The 
magnetostatic solver is currently undergoing final testing. 
A comparison with theoretical resuhs is shown in Figure 5 
for a sample case. 

Figure 3. For the example problem, the initial mesh is 
shown on the left and the final mesh is shown on the 
right. These are slices through the tetrahedral mesh 
perpendicular to the direction of electron emission. 
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Figure 5. Sample test results for simple magnetostatic 
problem 

FUTURE DEVELOPMENTS 

Following completion of the basic code, a number of 
enhancements are planned. These include: 

parallel processing, 

secondary electron emission, 

performance optimization 

enhanced post processing, 

template generation. 

Additional features will be incorporated as suggested by 
users. 

SUMMARY 

An advanced 3D trajectory code with adaptive meshing is 
undergoing final testing. The program accepts geometrical 
input from standard CAD programs with parametric input 
from a user-friendly, intuitive, graphical user interface. 
With adaptive meshing, no user input is required for the 
mesh. The initial mesh is generated automatically, then 
coarsened or refined based on the computational results. 
This minimizes the computational requirement and allows 
analysis of complex, 3D problems on common personal 
computers. 
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CONFORMAL MODELING OF SPACE-CHARGE-LIMITED EMISSION 
FROM CURVED BOUNDARIES IN PARTICLE SIMULATIONS 

E. Gjonaj, T. Lau* and T. Weiland, 
Darmstadt University of Technology, TEMF, SchloBgartenstr. 8, D-64289, Daimstadt, Germany 

Abstract 

The reliability of Particle-In-Cell simulations depends 
on the accuracy of field and charge characterization at 
emission boundaries. In this work a novel approach to 
the modeling of curved emission boundaries in 3D-PIC 
simulations is presented. The method uses a boundary- 
conformal discretization for the electrostatic field equa- 
tions, based on the orthogonal grid formulation of the Finite 
Integration Technique [1]. It also implements a consistent 
procedure for injecting particles at arbitrarily curved emis- 
sion surfaces. The efficiency of the method is shown in 
SD-simulations for. the space-charge-limited emission in a 
Pierce gun model. 

INTRODUCTION 

Motivation 

Electromagnetic PIC codes are commonly used for in- 
vestigating the physics of charged particles in accelerators. 
A typical PIC simulation consists of a coupled computation 
of the dynamic particle equations and of the electromag- 
netic field solution on a computational grid. Among several 
techniques used for the solution of the field equations, the 
FD, FDTD and FIT applied on orthogonal, spatially stag- 
gered grids are the most popular. This is due to the ca- 
pability of orthogonal grids of efficiently handling large to 
huge problems, and to the simplicity of the underlying data 
structure and implementation. However, the modeling of 
geometries with curved material boundaries on orthogonal 
grids, poses principal difficulties in maintaining solution 
accuracy close to such boundaries. The often used stair- 
case approximation introduces large discretization errors, 
even when the grid size is very small. The low accuracy 
of boundary fields at curved emission surfaces strongly af- 
fects the overall performance of PIC simulations in two 
more particular ways. First, the local space-charge-limited 
emission model will predict inaccurate emission currents 
at staircase boundaries. Second, the large number of grid 
nodes needed for resolving geometry details leads to se- 
rious restrictions on the time step used in the simulation. 
This paper introduces a boundary-conformal approach to 
3D-PIC simulations which retains the advantages of or- 
thogonal grid modeling while providing accurate solutions 
for arbitrarily curved emission boundaries. 

(1) 

Mathematical Model 

The model equations considered, consist of the set of 
equations of motion for N computational particles, 

drj _ drrieVi 

with i = 1... A^, where e is the electron charge, rrig is the 
relativistic electron mass; particle positions and velocities 
are given by r, and Vi, respectively. Assuming only elec- 
trostatic particle-particle interactions the space-charge field 
JB is obtained by 

= e{E + Vi^B), 

JV 

(2) 

where e is the material dielectric constant and qi the charge 
carried by the i-th particle. 

The set of equations (1,2) is completed by specifying 
boundary conditions for the electrostatic potential (fi, and 
initial conditions for the particle positions r^ and veloci- 
ties Vi. In the case of space-charge-limited emission parti- 
cle initial conditions can be derived by locally applying the 
Child-Langmuir diode equation [2], 

JcL (3) 

where JQL is the current at the emission surface, and Stpb 
denotes the local potential difference at a small distance Sd 
from the emission surface. Thus, the space-charge-limited 
emission condition is completely determined by the elec- 
trostatic potential solution obtained in (2). 

CONFORMAL METHOD 

Discrete Field Equations 

Equations (2) are discretized in space using the Finite 
Integration Technique (FIT) [1]. This technique uses an 
orthogonal doublet of staggered grids, with grid potential 
values $i defined on the primary grid nodes (cf. Fig. 1). 

Denoting, 3 = (3i, 32,.. .)'^ the vector of electrostatic 
fluxes through each of the elementary facets of the dual 
cells, the discrete equations counterpart to (2) read, 

Sa = q,    di e{W^)dA, (4) 

* lau@temf.de 

where S is the discrete div-operator, q is the vector of total 
charge contained in each of the dual cells and AAi is the 
area element corresponding to the i-th dual cell facet. 
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staircase mesh 

Figure 1: (a) Primary grid and a dual cell in the FIT. (b) 
Staircase vs. conformal discretization. 

Equations (3) are the exact representation of (2) in terms 
of the finite fluxes 3i. A discretization error arises first, 
when the flux integrals 3^ are approximated using poten- 
tial grid values $j. The conformal approach used in this 
paper for evaluating the flux integrals was first proposed 
for high frequency applications [3]. It minimizes the dis- 
cretization error by taking into account the geometry of the 
material boundary within inhomogenously filled cells con- 
taining curved material transitions (cf. Fig. lb). In con- 
trast to the staircase approximation, the conformal method 
requires no additional mesh refinement at curved bound- 
aries, because subcellular material information is akeady 
contained in the formulation. 

Particle Injection 

Injecting computational particles at emission boundaries 
involves a) identifying appropriate geometrical samples for 
the initial particle positions and b) determining charge and 
velocity values for the emitted particles, which are consis- 
tent to the emission current (3). 

In this implementation, the first step is realized by means 
of a triangular mesh of specified size which is generated on 
the emission surface. Then, static emission samples are lo- 
cated at the triangle barycenters. The algorithm selects all 
or a random part of these samples, assigning their positions 
to the emitted particles. In this procedure, uniform as well 
as locally refined distributions for the particle initial posi- 
tions (e.g., at sharp emission tips) are obtained. 

I Identity emission samples 

; A  
—>j     Select Initial positions 

t=t+At Compute space-charge. 
Solve field equations 

Inject particles 

X 
PIC step 

Figure 2: Sunulation flow chart with particle injection. 

The second task is to compute the charge carried by 
the emitted particles according to the space-charge-limited 

emission model. For this purpose, a small constant dis- 
tance span Sd from the emission samples in the direction 
normal to the source surface is introduced. This allows of 
determining local currents (3) associated to the emitted par- 
ticles. The consistency between the computed currents and 
the field solution is enforced by performing a fixed point 
iteration as shown in the flow chart of Fig. 2. Here, the 
particle charges predicted by (3) are assigned to the grid 
during each iteration using a Cloud-In-Cell (CIC) interpo- 
lation scheme [4]. The resulting field equations (4) are re- 
peatedly solved until no additional charge can be extracted 
from the source surface, i.e., a consistent emission current 
is established. 

RESULTS 

In order to demonstrate the performance of the method, 
test simulations for a Pierce gun model are performed. 
The fully 3D-model of the gun [5] contains a spherical 
Dispenser-cathode with Os-coating (M-type), anode and 
focus electrode with specific parameters listed in Table 1. 
Additionally, a focusing, static magnetic field of strength 
90mT on the gun axes was externally computed with 
the commercial simulation package CST EM Studio^'^ [6] 
and loaded into the simulations. 

Beam 
Anode / Drift Tube 

Emission Area 

16 .0.0104 .0.0092 

Macro-Particle Charge / 10"'^G 

Figure 3: Geometry of the Pierce gun and simulated beam. 

Figure 3 shows the geometrical gun arrangement and the 
simulated electron beain 2.5 ns after the beginning of the 
emission process. A total of 1.5 mio. computational parti- 
cles were used in the simulation, corresponding to an aver- 
age of 3.000 particles per time step, injected into the emis- 
sion area according to the above procedure. The beam en- 
velope develops transversal oscillations, which are due to a 
slight mismatch between accelerating voltage the focusing 
magnetic field [5]. The computed charge distribution and 
potential along the gun axes are shown in Fig. 4. 

Table 1: Pierce Gun Parameters [7] 

Voltage 90kV 
Convergence angle 37.15° 
Anode angle 47.0° 
Waist distance 62.0 mm 

Cathode disc radius 33.1 mm 
Anode disc radius 16.8 mm 
Focus angle 45.0° 
Waist radius 8.0 mm 
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Figure 4: Charge density and potential on the gun axes. 

The main result of this investigation is illustrated in 
Fig. 5-6. The steady state emission current is monitored 
on the source surface using several discrete models of dif- 
ferent mesh resolutions. The numerical convergence of 
simulations using the staircase approximation is shown in 
Fig. 5. In this case, the relative error obtained for fine to 
moderate mesh sizes varies between 10-25%. Only at the 
very fine discretization of 1.5 mio. mesh nodes, the emis- 
sion current approaches the correct curve. Despite the slow 
convergence, the staircase models introduce numerical os- 
cillations in the current curves, resulting from the low order 
field approximation at the emission surface. 

Figure 6 shows the simulation results using the confor- 
mal method. The emission current curves do already con- 
verge at the lowest mesh resolution For emission domi- 
nated problems, the high accuracy of the conformal method 
implies better numerical performance. Recalling the solu- 
tion algorithm shown in Fig. 2, a consistent modeling of 
space-charge-limited emission requires several solutions of 
the grid-field-equations (4) at every time step; the number 
of iterations depending on the share of space-charge-fields 
in the total particle forces. The computational effort for the 
solution of these equations, typically involving an iterative 
solver, can therefore be reduced by using the conformal 
model, since the number of mesh nodes can be decreased 
without accuracy loss. Note also, that using larger cell 
sizes in conformal models, improves the stability bounds 
imposed on the explicit integration of (1). This issue, how- 
ever, will be discussed in a forthcoming publication. 

CONCLUSIONS 

The conformal method for the modeling of space- 
charge-limited emission from curved surfaces is based 
on a) a boundary conformal discretization of the elec- 
trostatic field equations and b) on a boundary conformal 
technique for particle injection at emission time. The 
method enforces the field-space-charge consistency im- 
plied by Child's law, by iterating the field solution equa- 
tions until a consistent current is established. 

The numerical simulation of a Pierce gun model shows 
that the conformal method is considerably superior to the 
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Figure 5: Emission currents on the source surface using 
staircase modeling. 
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Figure 6: Emission currents on the source surface using the 
conformal method. 

staircase approximation. In the presented simulation, the 
fast numerical convergence of the method allows of reduc- 
ing the number of mesh nodes by at least 10 times com- 
pared to the staircase simulation. 
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SIMULATION OF DARK CURRENTS IN A FEL RF-GUN* 

S. Setzer§, W. Ackermann, T. Weiland, Technische Universitat Darmstadt 
M. Krasilnikov, PITZ, DESY-Zeuthen 

Abstract 

Dark currents caused by field emission are dramatically 
limiting the lifetime of photocathodes used in RF-guns 
needed for successful FEL operation. Due to the mismatch 
of the dark current electrons to the transport channel they 
are also a serious hazard to beam diagnostic systems an 
may cause severe radiation damage. In the past high dark 
currents emitted from the laser driven RF-guns have been 
observed during substantial time of linac operation. For 
a better understanding of the dark current dynamics the 
transport through the injector part of the PITZ accelera- 
tor has been investigated with the help of an appropriate 
tracking algorithm. Additionally, potential emission spots 
inside the rf-gun have been located by RF field mapping. 
Furthermore, the dependency of the dark current on the ac- 
celerating field inside the RF-gun as well as on the strength 
of the focusing solenoid has been studied. 

INTRODUCTION 

For the successful operation of future linear colliders as 
well as free electron lasers the generation of a low emit- 
tance electron beam with bunch charges is of fundamen- 
tal importance. Therefore rf-guns employing laser driven 
photcathodes are used as particle sources. The main con- 
tribution to the beam emittance is caused by space charge 
dominated processes in the vicinity of die cathode [1]. To 
minimize these effects, high accelerating gradients are fa- 
vorable, resulting m large amplitudes of the electric field 
inside the rf-gun which benefits the generation of dark cur- 
rents. The dark current density for a specific electric field 
on a metallic surface can be calculated from the well known 
FOWLER-NORDHEIM equation [2] 

J = 
1.54-10-6 •104-52.j>-°°(^^); 

exp 

(1) 
where k = 6.53 • 10^ and (j) corresponds to the work func- 
tion of the metal in eV. Due to geometrical imperfections 
of the metal surface, the electric field is enhanced by a fac- 
tor 13. Usually only the time averaged dark current of an rf 
driven structure is measured. In this case equation (1) has 
to be slightly modified: 

3 = 
_ 5.7-10-12 •10^-52'^~°°(^E) 2.5 

<i> 1.75 -exp 
k<t) 1.5 

/3E 
(2) 

* Work supported in part by DESY 
§ setzer@temf.de 
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In an actual measurement of the dark current only the elec- 
trons leaving the structure are taken into account. To gain 
better insight into the dark current dynamics inside the 
complete structure a numerical tracking method has to be 
applied. 

TRACKING ALGORITHM 

For the tracking of the dark current electrons a fast and 
efficient three dimensional leap-frog algorithm, being sec- 
ond order accurate, has been implemented [3]. Based on 
the equations of motion 
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du 
at 
dx 
at 

du a   / - ->\ 
-^   =   -^^[E + vxB] 
Ot mnC  \ J rrioc 

=    V 

mv        -t 
 =lP 
rriQC 

(3) 

(4) 

(5) 

the discrete time integration scheme 

TTIQC V / 

f "+3/2 ^ ^n+1/2 ^ ^^_^^„+l 

7 ,n+l (7) 

can be derived. To avoid an implicit formulation in equa- 
tion (6), an explicit approximation is introduced [4]: 

=   u" + 0.5Ai-^£"+V2 
•   moc 

u*   =   u~ +u~ xf 

u+   =   u~+u*y.S 

w+-F0.5Ai-^S"+V2 
rriQC 

u 

vn+l 

where 

T   =    Ai 
gB"+i/2 

2mo7"+i/2 ' 

2f 
S   = 

y"+l/2    =    Vl + I^-P- 
1 + \f\' 

(8) 

(9) 

(10) 

(11) 

(12) 

(13) 

(14) 

The charges of the individual particles used for the tracking 
are adjusted individually according to equation (1) for a 
given field enhancement factor /?. 
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SIMULATION RESULTS 

The dark current tracking algorithm has been applied to 
the normal conducting rf-gun operated at 1.3 GHz which 
is installed at DESY Zeudien (PITZ). The electromagnetic 
fields of the accelerating mode inside the complete gun cav- 
ity as well as the external static magnetic fields have been 
calculated with the help of the electromagnetic simulation 
package MAFIA [5]. The rf-gun is capable of providing ac- 
celerating fields on the cathode of up to 40 MV/m. To min- 
imize the resulting beam emittance a solenoid based emit- 
tance compensation scheme is appUed [6]. The maximum 
of the magnetic flux density is located at z = 27.85 cm with 
respect to the cathode. Additionally, a bucking coil ensures 
that the magnetic flux density vanishes at the cathode. The 
absolute value of the accelerating electric field distribution 
inside the rf-gun is shown in fig. 1. Inside the gun cavity 

z-Position / cm 

Figure 1: Normalized absolute value of the accelerating 
electric field inside the rf-gun. 

areas of high electric fields are located at the irises. The 
results of a tracking simulation for particles starting at the 
iris are depicted in fig. 2. The maximal electric field on the 
cathode was set to 30 MV/m and a magentic flux density of 
100 mT has been applied while the particles are started at 
arbitrary phases and positions. 

S 
— I 
O 

10 15 
z-Position / cm 

20 25 

Figure 2: Trajectories of dark current electrons starting at 
the irises for an accelerating field of 30 MV/m on the cath- 
ode and a maximal magentic flux density of 100 mT. 

The trajectories of the dark current electrons originated at 
the irises reveal that those particles can not leave the rf-gun 
and therefore do not contribute to the dark current measure- 
ments taken at a longitudinal position of z = 79 cm with 
respect to the cathode. Additionally, the kinetic energy 
of the particles hitting the rf-gun structure is greater than 
several tens of keV. This is why they are a potential haz- 
ard to the Cs2Te cathode. Due to the high impact energy 
the secondary electron emission yield is very low, there- 
fore the generation of secondary electrons is neglected in 
the presented smdies. Only particles starting at the cath- 
ode (16 mm diameter) can leave the rf-gun close to the 
axis. This coincides with the fact that the measured dark 
current is reduced by a factor of 2.5 if the Cs2Te cathode 
is exchanged with a molybdenum dummy [7]. Addition- 
ally, there is a strong dependency of the dark current on the 
strength of the external magnetic field for higher solenoid 
currents. The values obtained by a dark current measure- 
ment [7] as well as the corresponding simulation results 
for an electric field of 40 MV/m on the cadiode at different 
solenoid currents are shown in fig. 3. 
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Figure 3: Comparison between simulated and measured 
dark current as a function of the solenoid current with and 
without relfected electrons taken into account. The elecric 
field on the cathode was set to 40 MV/m. 

The measured dark currents show no significant depen- 
dency on the solenoid current up to 175 A and do not fit 
very well to the simulation results in this range. This 
can not easily be understood because the trajectories of 
the electrons for both cases are quite different. The sim- 
ulated trajectories for a solenoid current of 0 A and 175 A 
of dark current electrons starting at the cathode at differ- 
ent rf phases are shown in fig. 4. In absence of a mag- 
netic field some of the electrons hit the beam tube and do 
not contribute to the dark current in the simulations. When 
the solenoid current is set to 175 A all particles reach the 
end of the calculation area resulting in a much higher cur- 
rent. The discrepance between measurements and simula- 
tions for low solenoid currents can be overcome if those 
electrons hitting the beam mbe at a very low angle are con- 
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Figure 4: Trajectories of dark current electrons starting at 
the cathode at different rf-phases for two different solenoid 
currents. The electric field on the cathode was set to 
40 MV/m. 

sidered to be scattered at the surface. In this case the simu- 
lation results fit very well to the measurements (see fig. 3). 
By fitting the simulated and measured data it is possible to 
calculate a field enhancement factor of /3 = 23. With the 
help of the assumption that electrons might be scattered at 
the tube the dependency of the dark currents on the elec- 
tric field on the cathode for different solenoid currents has 
been calculated. A comparison between simulated an mea- 
sured [8] dark current is shown in fig. 5. Once again the 
simulated values are in very good agreement with the mea- 
surements. The field enhancement factor calculated from 
the results is /3 = 18 and fits well with the value extracted 
from the data at 40 MV/m. 
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CONCLUSIONS 
With the help of detailed numerical tracking studies the 

dynamics of dark current electron inside an rf-gun have 
been investigated. Particles emitted at the high electric field 
areas located in the vicinity of the irises hit the walls of the 
rf-gun with energies of up to several tens of keV and are 
therefore a potential hazard to the Cs2Te cathode. It was 
shown that the main part of the particles contributing to the 
measured dark current are originated at the cathode. By 
fitting the simulation data to the measured values a field 
enhancement factor of ;5 « 20 has been estimated. Fur- 
thermore the dependency of the dark currents on the ex- 
ternal magnetic field as well as on the electric field on the 
cathode can be be predicted by simulations if electrons hit- 
ting the beam tube at very low angles are considered to be 
scattered. To confirm this assumption further studies have 
to be carried out. 
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Abstract 

During the operation of the S-DALINAC [1], light emis- 
sion associated with field emission on the surface from a 
20 cell 3 GHz superconducting niobium rf cavity has been 
observed. The optical spectrum of the light spots has been 
measured by a photomultiplier using a set of filters. The 
obtained spectral density distribution is close to a black 
body radiation spectrum. In order to determine the max- 
imum energy of the dark current electrons, measurements 
of bremsstrahlung spectra at the beam line exit of the ac- 
celerator have been carried out. For the interpretation of 
these data electron trajectory simulations based on field dis- 
tributions calculated by MAFIA [2] have been performed. 
Additionally, the behavior of dark current has been inves- 
tigated for different rf frequencies by means of numerical 
calculations for TESLA and S-DALINAC cavities. 

INTRODUCTION 

In this paper we present a detailed description of experi- 
ments on investigation of field emission accompanied by 
emission of light and results of simulations. The initial 
goal was to understand the reason for this phenomenon in a 
S-DALINAC cavity [1] means of extensive diagnostic mea- 
surements in Oder to avoid this problem in the future. The 
measurements were performed downstream of the last su- 
perconducting cavity (#11) of the main linac. The design 
parameters of the cavity are summarized in Tab. 1. For the 

Table I: Design parameters of the S-DALINAC accelerat- 
ing structure 

Material Nb 
Number of cells 20 
Frequency 2.9975 GHz 
Mode TT 

Temperature 2K 
Quality Factor 3-109 
Accelerating Gradient 5MV/m 
RF Looses at 5 MV/M 4.2 W 

experiments the cavity remained installed in the accelerator 
cryostat, it was powered by a 500 W klystron and operated 
at a bath temperature of 2 K. Optical measurements were 
performed through the viewport in the straight beam line 
using a CCD camera, a monochromator, or a set of filters 
together with a photomultiplier.  Bremsstrahlung spectra 

were taken with a BGO detector positioned directly above 
the beam line. According to preliminary experimental re- 
sults reported in [3] the optical spectra measured using a 
spectrometer set up with high resolution was identified as a 
fluorescence spectrum of Cr^+ in chromium doped AI2O3. 
Further investigations have shown that the observed spec- 
trum was due to scattered light from a fluorescence view 
screen behind the main linac. Although it was not posi- 
tioned in the beam line during the measurements, the view 
screen was excited by dark current electrons from the cav- 
ity. Subsequentiy this target was replaced by a Species fab- 
ricated from BeO and equipped with an improved shield- 
ing. In the following the determination of the maximum 
energy of dark current electrons via bremsstrahlung spec- 
tra is described, followed by an analysis of these results 
through extensive calculation of electron trajectories in the 
superconducting 20 cell cavity, using a combination of dif- 
ferent numerical codes. Finally, the spectral distribution of 
the light, emitted from the bright spots inside the cavity, is 
presented and explained. 

BREMSSTRAHLUNG MEASUREMENTS 

A significant part of field-emitted electrons is bent in the 
rf magnetic field and impacts on the cavity surface near 
the own emission site. But some electrons can be cap- 
tured by the accelerating field and can traverse the entire 
cavity. The energy of these electrons can help to localize 
the cavity cell, where they started from. Bremsstrahlung 
produced by impacting electrons can be used to determine 
their maximum energy. It is the endpoint energy of the cor- 
responding bremsstrahlung spectrum. The experimental set 
up is shown in Fig. 1. In oder to produce bremsstrahlung. 

Accelerating Structure #11 

• Supported by the DFG (FOR 272/2-1 and GRK 410/2) 

Figure 1: Experimental set up downstream of main linac. 
The figures denote: (1) view screen, (2) BGO detector, (3) 
viewport for optical measurements. 

the electrons, which were able to exit the cavity, are scat- 
tered from the view screen ((1) in Fig. 1) and hit the wall 
of the vacuum chamber. Bremsstrahlung spectra have been 
taken at accelerating gradients EQCC of 6.84,6.66,6.48 and 
6.12 MV/m using a BGO detector ((2) in Fig. 1) located di- 
rectly above the beam line. The values of the accelerating 
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Figure 2: Bremsstrahlung spectrum taken with the BGO 
detector for Eacc=6.84 MV/m. The white line shows the 
exponential fit determining the endpoint energy. 

gradients are known very accurately through calibrations 
from regular accelerator operation. As an example, the 
background corrected bremsstrahlung spectrum measured 
at Eacc = 6.84 MV/m is shown in Fig. 2. To evaluate the 
endpoint energy value an exponential fit has been used. For 
the spectrum in Fig. 2 the endpoint energy has been deter- 
mined to 3.75 MeV. For other the spectra energies of 3.4, 
3.05 and 2.3 MeV corresponding to decreasing accelerating 
gradients have been obtained. The experimental accuracy 
for the obtained energies is about 100 keV. 

SIMULATION 
In Oder to explain the electron energies at the end of 

the cavity a simulation program for particle trajectories in- 
side the cavity has been written. The trajectories of the 
field-emitted electrons in the accelerating structure are cal- 
culated numerically by integration of the relativistic equa- 
tion of motion in electromagnetic fields using the Leap- 
Frog method. An initial field distribution in the accelerat- 
ing structure was calculated using the MAFIA eigenmode 
solver [2] and used as an input file for the simulation code. 

i» 
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Figure 4: Field profile of a 20 cell S-DALINAC structure 
with the first cell detuned by 5 MHz 

Because of the rotational symmetry of the considered cav- 
ity the simulation is performed in at r-z plane. The electron 
energy is saved for every integration step. Calculation of 
the trajectory is terminated when the electron hits the cav- 
ity wall. Space charge effects and the secondary emission 
process are not taken into account in the simulation pro- 
gram. 

In a first attempt, a flat field distribution (i.e. field ampli- 
tude of the accelerating 7r-mode have equal magnitudes but 
opposite signs in neighboring cells) was assumed. Elec- 
trons were started with a zero velocity in a phase interval 
from -30° to 30° and scanning the entire region of an iris, 
where field emission occurs most likely. A time integration 
step of S-IO"-^^ seconds was used to corresponding to 660 
steps per rf period. An rf phase of 0° corresponds to the 
maximum electric field in the cell. These simulations have 
shown, that there were not any electrons which were able 
to gain an energy of more than 600 keV. The numerical cal- 
culations repeated for other irises provided the same result. 
Because the calculated energies did not agree with the ex- 

perimental ones, similar simulations were performed for a 
TESLA cavity with an operating fi-equency of 1.3 GHz to 
check the correctness of the code. The numerical results for 
an accelerating gradient of 10 MV/m presented in [4] were 
exactly reproduced. Comparison between electron trajecto- 
ries for TESLA and S-DALINAC cavities have shown that 
due to the higher frequency in the S-DALINAC consider- 
ably higher accelerating gradients are necessary to produce 
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Figure 3: Electron trajectories in a TESLA (top) and in Figure 5: Energies of electrons at the end of the cavity as 
a S-DALESTAC (bottom) structure for gradients of 10 and a function of the r coordinate of their start position on the 
23 MV/m respectively ins for E„ec=6.84 MV/m. 
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similar trajectories to the ones in the TESLA cavity. The 
electrical field strengths must differ by a factor of 2.3 (the 
ratio of operating frequencies). Figure 3 shows electron tra- 
jectories in both cavities for gradients of 10 and 23 MV/m 
respectively. Remaining differences in the trajectories are 
attributed to the different cell shapes of the TESLA and 
S-DALENAC structure. Thus the assumption of a flat field 
profile had to be dropped in oder to explain the observed 
electron energies. 

After initial fabrication all accelerating structures were 
tuned for flat field profiles. The operating 7r-mode, how- 
ever, is extremely sensitive to perturbation of single cells 
(particularly the end cells) of multicell structures . As an 
example, a field profile of a 20 cell S-DALINAC structure 
with the first cell detuned by 5 MHz calculated from a sim- 
ple lumped circuit model is shown in Fig. 4. 

Table 2: Comparison of the energies obtained experimen- 
tally with the calculated ones . 

Eacc (MV/m) Ekin (MeV) Ekin (MeV) 
Experiment Simulation 

6.12 2.3 ±0.1 2.16 ±0.08 
6.48 3.05 ±0.1 3.1 ± 0.05 
6.66 3.4 ±0.1 3.45 ± 0.05 
6.84 3.75 ±0.1 3.8 ± 0.05 

Under the assumption of such a field profile with the 
electron emission site located in a cell with high electric 
field it should be possible to explain the energies obtained 
from the bremsstrahlung spectra. Therefore the same sim- 
ulations have been carried out for a cavity with a detuned 
first cell. Electrons started from the iris between the first 
and second cell because of the high electric field in this re- 
gion. The field profile was obtained from the flat field dis- 
tribution calculated with MAFIA scaled with the respec- 
tive field amplitudes from cell to cell. Simulations for 
an accelerating structure with the first cell detuned by 5.4 
MHz have succeeded in reproducing the experimental en- 
ergies most suitably. Figure 5 shows energies of dark cur- 
rent electrons emerging from the cavity as a function of 
the r coordinate of their starting position on the iris be- 
tween the first and second cell for accelerating gradient of 
6.84 MV/m. The rounded part of the iris covers r coordi- 
nates from 17.325 to 20.525 mm. A comparison of exper- 
imentally observed and corresponding calculated energies 
is given in Tab. 2. The excellent agreement shows, that un- 
der the hypothesis of a detuned end cell (causing a non-flat 
field profile) the observed dark current energies can be ex- 
plained. 

OPTICAL MEASUREMENTS 

After replacement of the chromium doped Al 2O3 target 
the monochromator set up was no longer able to measure 
optical spectra due to lack of intensity, even though the 
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Figure 6: Spectrum of the light radiation emitted by the 
light spots. 

bright, light emitting spots inside the cavity (reported ear- 
lier [3]) was clearly visible. Thus a set up of optical high- 
pass-filters, with cut-off-wavelengths ranging from 600- 
850 nm (in steps of 15 to 70 nm) together with a photo- 
multiplier (Hamamatsu R1547) was used to determine the 
spectrum displayed in Fig. 6. 

It shows increasing power starting at 600 nm toward the 
IR region, similar to a black body radiation spectrum. This 
result can be explained by a thermal model [5] according to 
a small particle thermally insulated from the surface of the 
cavity being heated by electric or magnetic field and loos- 
ing its energy by black body radiation. The curve giving 
in Fig. 6 for comparison shows the radiation power corre- 
sponding to a black body temperature of 1500 K. 

The observation of light spots with a CCD camera placed 
at the exit of the accelerator has shown that all light spots 
were located in the second half of the cavity. On the other 
hand as shown by trajectory calculation, the sources of field 
emission must be located in the first cell of the cavity. This 
leads us to conclusion that the light spots are not associated 
with the field emission sites. 

[1] 

[2] 

[3] 
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